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Abstract

Prior works have shown that in-context learning
is brittle to presentation factors such as the or-
der, number, and choice of selected examples.
However, ablation-based guidance on select-
ing the number of examples may ignore the
interplay between different presentation fac-
tors. In this work we develop a Monte Carlo
sampling-based method to study the impact of
number of examples while explicitly account-
ing for effects from order and selected exam-
ples. We find that previous guidance on how
many in-context examples to select does not
always generalize across different sets of se-
lected examples and orderings, and whether
one-shot settings outperform zero-shot settings
is highly dependent on the selected example.
Additionally, inspired by data valuation, we
apply our sampling method to in-context exam-
ple selection to select examples that perform
well across different orderings. We find a nega-
tive result, that while performance is robust to
ordering and number of examples, there is an
unexpected performance degradation compared
to random sampling.

1 Introduction

In-context learning is an emergent ability of LLMs
(Wei et al., 2022; Brown et al., 2020b) where an
LLM learns to perform an unseen task by seeing a
number of demonstrations in the context window
(Brown et al., 2020a). While in-context learning
has shown significant potential as a way to extract
relevant information from an LLM and align the
model with user expectations, it has also exhibited
brittleness to an assortment of factors. For example,
model performance when learning in-context is
sensitive to which examples are selected (Rubin
et al., 2022; Liu et al., 2022; Wu et al., 2023; Ye
et al., 2023) as well as their orderings (Lu et al.,
2022; Chen et al., 2023b; Liu et al., 2022; Chang
and Jia, 2023; Guo et al., 2024; Wu et al., 2023).

Another important parameter, the number of ex-
amples, has received comparably little attention.
Prior works have suggested that one-shot settings
outperform zero-shot settings even when a random
label is used (Min et al., 2022). Additional abla-
tions have guided this parameter by citing perfor-
mance plateaus at set numbers of examples (Wang
et al., 2024; Min et al., 2022; Wu et al., 2023).
However, it is unclear whether this guidance holds
when accounting for other sensitive factors such as
different orderings and selected examples.

Previous work on data valuation has shown the
efficacy of applying Monte Carlo sampling to eval-
uate datum contributions under different permu-
tations in fine-tuning settings (Ghorbani and Zou,
2019; Schoch et al., 2023). Inspired by this, we
develop a Monte Carlo sampling-based method to
investigate the impact of number of examples while
using permutations to account for order and selec-
tion of in-context examples.

Specifically, we utilize Monte Carlo sampling
and analyze performance with the addition of each
exemplar. We find that performance plateaus at pre-
viously suggested numbers of examples do not con-
sistently generalize under different permutations.
Further, we find that one-shot performance may be
more sensitive to the selected example than previ-
ously recognized (Min et al., 2022; Brown et al.,
2020b) and the guidance of one-shot outperform-
ing zero-shot is dependent on the selected example.
Finally, we find that using Monte Carlo sampling to
select in-context examples may increase robustness
to effects from ordering and selected examples, but
unexpectedly, does not lead to performance im-
provements over random sampling.

2 Related work

In-context learning In many prior works inves-
tigating in-context learning sensitivity to ordering
and selected examples (see Appendix A for de-
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scription of in-context learning), a fixed number of
examples are used (Zhang et al., 2022b; Lu et al.,
2022; Min et al., 2022), with common guidance
from prior ablations stating performance plateaus
around k = 4 (Wang et al., 2024) and k = 8
examples (Min et al., 2022; Wu et al., 2023). Re-
cent work has looked at the how the number of ex-
amples impacts performance on chain-of-thought
reasoning benchmarks (Chen et al., 2023a) and sug-
gested that fewer examples may be needed, yet it is
otherwise unclear the effect of number of demon-
strations on other tasks and prompting frameworks,
particularly when controlling for order and selected
examples.

Monte Carlo sampling Monte Carlo sampling
has been widely adopted in the data valuation lit-
erature to provide unbiased approximations of the
Shapley value (Ghorbani and Zou, 2019), based
on prior work on Monte Carlo methods for Shap-
ley value approximation (Mann and Shapley, 1962;
Castro et al., 2009; Maleki et al., 2013) (see Ap-
pendix A for additional details). Recent works have
also applied principles from data valuation to in-
context learning example selection and ordering
(Guo et al., 2024; Chang and Jia, 2023; Nguyen
and Wong, 2023). While in data valuation, Monte
Carlo sampling methods are used to calculate the
marginal contribution of each data point averaged
over a number of permutations, our motivation dif-
fers. In our setting, we are motivated by the utility
of Monte Carlo sampling to provide an unbiased
estimate of the influence of number of examples
on in-context learning performance by reducing
influence of ordering and selected examples.

3 Method

To study the effect of the number of examples,
we aim to reduce the influence of ordering and
selected examples as confounding factors. While
averaging across trials in previous work helps re-
duce the influence of selected examples, it does not
account for different orderings. Additionally, prior
work on ordering only addresses up to k = 4 (Lu
et al., 2022) as the possible permutations increase
exponentially with respect to k. This motivates
the use of Monte Carlo sampling with incremental
exemplar additions as 1) the use of permutations
reduces the influence of ordering, and 2) the aver-
aging across multiple trials reduces the influence
of selected examples. We explain this as well as
our method in detail below.

Algorithm 1: Monte Carlo Sampling
Method

1: Input: Training data Dtrn = {1, ..., n},
evaluation data Dtst = {1, ...,m}, LLM
M, performance metric VM, parameters:
K (# examples), P (# permutations)

2: Output: Average performance µ(VM) for
k = {0, ...,K} for one subset SK

3: Initialize µk = 0 for k = 0, ...,K
4: Randomly sample subset SK from Dtrn

5: for p ∈ {1, ..., P} do
6: πp: Random permutation of SK

7: for k ∈ {0, ...,K} do
µk ← µk + VM(S[0 : k]π)

8: end for
9: end for

10: for k ∈ {0, ...,K} do
µk ← 1

P µk

11: end for

Consider a training dataset Dtrn =
{(xi, yi)}ni=1 that contains n training instances.
Given a fixed test set Dtst, we aim to draw k
exemplars from Dtrn and test model performance
on Dtst. We let Sk

π ⊆ Dtrn denote a subset with
some ordering π and cardinality k, where k ≤ n.
Additionally, we let VM denote the predictive
performance of a model M, e.g., prediction
accuracy.

For each k ∈ {1, 2, ...,K}, the set of possible
subsets Sk = {Sk

(i)}n
Ck

i=1 . The expected model per-
formance for any given Sk

(i) can be defined as:

Eπ∼Π[VM(Sk
π(i))] (1)

where VM(Sk
π) is the performance of model M

using Sk
π and Π is the uniform distribution over all

k! permutations of Sk
(i).

For each k, exhaustively permuting all nCk sub-
sets Sk, and averaging over the expected values
would give us the expected value for each number
of exemplars. In practice, however, this is computa-
tionally infeasible. Instead, we utilize Monte Carlo
sampling to approximate this value.

Specifically, we utilize the Monte Carlo sam-
pling method adapted from Ghorbani and Zou
(2019). First, we define K as the maximum ex-
emplars we aim to use. Next, we sample SK from
Dtrn. For a predefined number of permutations
of SK , we iteratively scan from the first element
to the final element, computing the model perfor-
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(a) MNLI (b) MRPC (c) QNLI (d) QQP

(e) RTE (f) SST-2 (g) WNLI (h) Hellaswag

Figure 1: In-context performance for each dataset and model. Results show the average of 20 permutations at each
step k in the proposed Monte Carlo sampling method. Shaded regions show standard deviation of 5 trials.

mance at each step. We average the performance
for each k across p permutations. We provide the
pseudo-code in algorithm 1. In practice, we per-
form this procedure over multiple trials, resampling
SK for each trial and averaging over the result. In
our experiments, we use 5 trials and p = 20 permu-
tations.

In addition to the computational speedup achiev-
able by limiting the number of permutations, the
primary benefit of our approach is that is circum-
vents the need to resample at each k. As we cannot
exhaustively permute each Sk, if we resample for
each k, there are n!

(n−k−1)! possible permutations
preceding k, each of which could produce differ-
ing downstream performance VM(Sk−1

πk−1
) due to

the impact of Sk−1 and πk−1 (selected examples
and ordering, respectively). By sampling in this
manner, we effectively eliminate the influence of
k − 1 in understanding performance at k.

4 Experiment setup

Detailed descriptions of our setup can be found in
Appendix B.

Models We experiment with 8 models in total,
listed in Table 1. The selected models vary in size
from 160M to 13B and represent four distinct fam-
ilies: Pythia (Biderman et al., 2023), OPT (Zhang
et al., 2022a), GPT-Neo (Black et al., 2021), and
Llama2 (Touvron et al., 2023).

Datasets We use 8 datasets in our experiments
across a diverse range of tasks previously repre-
sented in in-context learning analysis. Specifically,
we perform experiments on natural language in-
ference (MNLI, QNLI, WNLI), sentiment analy-
sis (SST-2), commonsense reasoning (Hellaswag),
paraphrase detection (MRPC, QQP), and textual
entailment (RTE).

Sampling and Aggregation Procedure For each
trial, we randomly sample 20 in-context examples
from the training set. We perform 20 Monte Carlo
permutations. Within each permutation, we iterate
from the first example to the last, computing the
accuracy on the validation set at each step. Using
this procedure, we perform 5 trials for each experi-
ment. In aggregate, we perform 100 permutations
with each model and dataset combination.

5 Results

5.1 Analyzing Number of Examples

We plot the performance of each model across
k = {1, 2, ..., 20} examples, where each step repre-
sents the addition of one in-context example from
the Monte Carlo permutation. In line with com-
mon practice of reporting across multiple trials
with standard deviation information, our results are
averaged over 5 trials, controlling for selected ex-
amples and ordering effects. Results are reported
in Figure 1.
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(a) Opt-1.3B (b) Pythia-1.4B

(c) GPT-Neo-2.7B (d) Llama2-13B

Figure 2: Results on SST-2. Blue lines represent in-
dividual permutations and red line indicates average
across all permutations within one trial.

Observed from the averaged results, our results
align with ablations in prior work (Wu et al., 2023;
Min et al., 2022). Specifically, much of the perfor-
mance improvement across models and datasets
occurs within the first 8 in-context examples,
where performance then begins to plateau and only
marginally increase. At face value, this result
shows that prior recommendations with respect to
the number of examples to use are not influenced
by ordering effects as we had hypothesized prior to
designing our sampling method.

Does performance consistently plateau at set
numbers of exemplars? When viewing the re-
sults from individual permutations, we find that
the performance plateaus by k = 4 (Wang et al.,
2024) and k = 8 (Min et al., 2022; Wu et al., 2023)
examples are not observable within individual per-
mutations. On the contrary, we continue to observe
erratic performance changes up through k = 20
examples. This suggests the previously observed
plateaus on averaged results, both in prior work
and recreated in Figure 1, may mask significant
performance fluctuations, and the best performance
within a selected example set may occur anywhere
from k = {1, 2, ...20}. Additionally, we observe
that in some permutations, there is a performance
drop at k = 1. We investigate this further in the
following section.

Is one example better than none? Prior work
has suggested that one demonstration outperforms
no demonstrations even when a random label is
used (Min et al., 2022). Other work has suggested

(a) Opt-1.3B (b) Pythia-1.4B

(c) GPT-Neo-2.7B (d) Llama2-13B

Figure 3: One-shot MNLI performance across 5 trials.
Each blue point represents the accuracy using the first
exemplar in a permutation. Red points indicate zero-
shot performance. Results show that zero-shot settings
can outperform one-shot settings, dependent upon the
selected example.

some dependence on the dataset and model (Xie
et al., 2022; Brown et al., 2020b). However, our
results indicate that the performance of zero-shot
vs. few-shot settings may be dependent on the
selected example, regardless of dataset and model.
To illustrate this, in Figure 6, we plot the one-shot
performance of each permutation across all 5 trials
on the MNLI dataset using each model, with the
zero-shot performance of the model indicated in
red.

In contradiction to prior work, our results across
nearly all models and datasets (see Appendix C) in-
dicate that performance in one-shot settings can
vary between significant performance improve-
ments and significant performance degradation,
depending on the selected example. This con-
tradiction raises the question of what qualities of
in-context examples can lead to such significant
performance degradation in one-shot settings, and
whether these have any impact when used within a
k-shot setting.

Our analysis in one-shot settings across different
permutations indicates that one-shot performance
is more sensitive to the selected example than pre-
viously thought.

5.2 Exemplar Selection
We are interested in whether we can apply our sam-
pling method to selecting in-context examples. Us-
ing our sampling method, each exemplar appears at
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Figure 4: Performance with Llama2-13B on QNLI
dataset, using in-context subsets containing the highest-
performing and lowest-performing data points on aver-
age from subsection 5.1, along with a random baseline.
Results represent 20 permutations, with standard devia-
tion displayed as the shaded region for each line.

different k’s under different permutations. There-
fore, we are effectively averaging out different or-
derings and k’s. It follows that we would expect
exemplars associated with high average accuracy
within different permutations to be associated with
higher model performance overall, while being ro-
bust across orderings and different k’s Further, we
would expect exemplars with low average accura-
cies to consistently lead to poor performance.

Given the token limitations of context windows
and computational time associated with increasing
k, to increase the example candidate set, we use Z-
score as a means to compare examples across trials.
This allows us to limit context to k = 20 while
increasing the overall candidate set and accounting
for the impact of using different selected examples
in each trial. We perform the sampling procedure
described in section 3 with Llama2-13B on QNLI
and perform the following calculation.

For a given trial t, we compute the average accu-
racy associated with each example e, denoted µe.
We then take the mean over all example averages
in the trial, µt = 1

kΣ
k
e=1µe with standard devia-

tion σt =

√
Σk

e=1(µe−µt)
k . Finally, we compute

the Z-score for each example in the trial, where
Z = µe−µt

σt
After computing scores for all trials,

we identify points with a Z-score Z > 1 ∨ Z < 1,
and select the 6 examples with the highest and low-
est scores as our high and low set, respectively. We
report results using each set, as well as a random

baseline for in-context learning in Figure 4 using
the same sampling procedure as in subsection 5.1.

When using points identified via Monte Carlo
sampling as consistently high or low performing,
we see a greater robustness to ordering sensitivity
across k’s, as evidenced by the minimal variance
exhibited by these subsets. This is contrasted with
the random baseline which exhibits high variance
across different k’s and orderings.

Interestingly, whereas our experiments in sec-
tion 5.1 showed numerous instances where one-
shot performance was worse than zero-shot perfor-
mance, we do not observe this occurring with the
lowest average performing data points. Rather, we
see performance maintained at a zero-shot level.
Further, while high-performing examples consis-
tently performs above zero-shot accuracy and ex-
hibit greater stability over varying k across permu-
tations, the random selection exhibited the high-
est performance for k > 1. This was an unex-
pected result: using our Monte Carlo-based selec-
tion method led to more robust performance across
k examples, but it resulted in an overall perfor-
mance decrease compared to random sampling.

Our results when selecting in-context examples
that on average had high or low scores across
Monte Carlo permutations indicate that subsets
comprised of points at each end of the spectrum
exhibit lower sensitivity to ordering and number of
demonstrations. While this may be promising in
terms of identifying methods to increase robustness
of in-context learning performance, the random se-
lection baseline exhibited both higher overall per-
formance and higher variance across orderings and
number of examples. This raises the question of
whether there is an existing performance vs. ro-
bustness tradeoff, and of what qualities contribute
to example deviation from the mean performance,
as well as how methods can identify examples that
possess these qualities that also lead to higher per-
formance gains.

6 Conclusion

In this work, we proposed a Monte Carlo-based
sampling method to investigate previous guidance
regarding number of examples to use and one- vs.
zero-shot settings. We further investigated whether
this method could be used to select in-context exam-
ples, finding a performance vs. robustness tradeoff.
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7 Limitations

Our results are reported on models up to 13B pa-
rameters due to constraints posed by our available
computational resources. We acknowledge this as
a limitation, however, as our results are consistent
across the model sizes we utilized, we believe our
results should generalize to larger models.
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Model Parameters

Pythia (Biderman et al., 2023)
160M
1.4B

OPT (Zhang et al., 2022a)
350M
1.3B

GPT-Neo (Black et al., 2021)
1.3B
2.7B

LLaMa2 (Touvron et al., 2023)
7B
13B

Table 1: Models used in our experiments. We select a
range of different model families and parameter sizes.
Parameter range is upper bounded based on available
compute.

A Additional Background

In-Context Learning: In-context learning en-
ables pre-trained models to learn an unseen task
using a set of exemplars concatenated in the con-
text window. Formally, given a test example x,
in-context learning concatenates K demonstration
examples to the task instruction I , where S =
{xπ(i), yπi}Ki=1 denotes the example set given some
order π.

Monte Carlo Sampling: Within the context
of data valuation, the underlying idea of Monte
Carlo sampling is to sample random permutations
of the data points and iterate from the first to last
element in each permutation. Specifically, for p
Monte Carlo iterations, a dataset D is randomly
permuted. Following, these methods scan from the
first element of the permutation to the last element
of the permutation and compute the performance
of the model at each timestep. In data valuation,
Monte Carlo sampling methods are used to calcu-
late the marginal contribution of each data point
averaged over a number of permutations.

B Experiment Setup Details

We adapt the Language Model Evaluation Harness
package (Gao et al., 2023) to conduct our experi-
ments. All experiments use the package’s default
prompts for each dataset.

Details on models and datasets used can be found
in Table 1 and Table 2, respectively.

Notably, the upper bound of the parameter range
for models is due to our resource constraint, as each
experiment is run using a single NVIDIA A100
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Dataset Task #Train #Val #Classes

MNLI (Williams et al., 2018) Natural Language Inference 393k 9.82k 3
MRPC (Dolan et al., 2004) Paraphrase Detection 3.67k 408 2
QNLI (Wang et al., 2018) Natural Language Inference 105k 5.46k 2
QQP (Quora, 2017) Paraphrase Detection 364k 40.4k 2
RTE 1 Textual Entailment 2.49k 277 2
SST-2 (Socher et al., 2013) Sentiment Analysis 67.3k 872 2
WNLI (Levesque et al., 2011) Natural Language Inference 635 71 2
Hellaswag (Zellers et al., 2019) Commonsense Reasoning 39.9k 10k 4

Table 2: Datasets used in our experiments. We use the distributions available from Huggingface (Lhoest et al.,
2021), and use the respective validation sets to measure performance.

GPU.
For each dataset, we utilize the splits available

from Huggingface. As the GLUE benchmark
datasets do not have labeled test sets, we use the
validation sets for evaluation. Additionally, as we
are performing inference after the addition of ev-
ery example within each permutation, we follow a
protocol from prior work and sub-sample 256 in-
stances from the validation set to control inference
overhead (Lu et al., 2022).

C Additional results

This appendix contains:

• Additional scatter plots (section 5.1)

• Single trial averages overlaying individual per-
mutations (section 5.1)
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 5: One-shot in-context learning performance on the Hellaswag dataset across 5 trials.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 6: One-shot in-context learning performance on the MNLI dataset across 5 trials. Each blue point represents
the accuracy using the first in-context example of a permutation, with 20 permutations per trial. The red points
indicate the zero-shot performance of the model. Results indicate that zero-shot settings can outperform one-shot
settings, dependent upon the selected in-context example.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 7: One-shot in-context learning performance on the MRPC dataset across 5 trials.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 8: One-shot in-context learning performance on the QNLI dataset across 5 trials.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 9: One-shot in-context learning performance on the QQP dataset across 5 trials.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 10: One-shot in-context learning performance on the RTE dataset across 5 trials.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 11: One-shot in-context learning performance on the SST-2 dataset across 5 trials.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 12: One-shot in-context learning performance on the WNLI dataset across 5 trials.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 13: Performance of each model on Hellaswag dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 14: Performance of each model on MNLI dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 15: Performance of each model on MRPC dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 16: Performance of each model on QNLI dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 17: Performance of each model on QQP dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 18: Performance of each model on RTE dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.
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(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 19: Performance of each model on SST-2 dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.

(a) Pythia-160M (b) Opt-350M (c) Opt-1.3B (d) GPT-Neo-1.3B

(e) Pythia-1.4B (f) GPT-Neo-2.7B (g) Llama2-7B (h) Llama2-13B

Figure 20: Performance of each model on WNLI dataset. In each plot, the red line indicates the averages of all
permutations for one trial, overlaying blue lines for individual permutations.
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