LLMs are not Zero-Shot Reasoners for Biomedical Information Extraction
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Abstract

Large Language Models (LLMs) are increas-
ingly adopted for applications in healthcare,
reaching the performance of domain experts
on tasks such as question answering and doc-
ument summarisation. Despite their success
on these tasks, it is unclear how well LLMs
perform on tasks that are traditionally pur-
sued in the biomedical domain, such as struc-
tured information extraction. To bridge this
gap, in this paper, we systematically bench-
mark LLM performance in Medical Classifi-
cation and Named Entity Recognition (NER)
tasks. We aim to disentangle the contribu-
tion of different factors to the performance,
particularly the impact of LLMs’ task knowl-
edge and reasoning capabilities, their (paramet-
ric) domain knowledge, and addition of exter-
nal knowledge. To this end, we evaluate var-
ious open LLMs—including BioMistral and
Llama-2 models—on a diverse set of biomedi-
cal datasets, using standard prompting, Chain-
of-Thought (CoT) and Self-Consistency based
reasoning as well as Retrieval-Augmented Gen-
eration (RAG) with PubMed and Wikipedia
corpora. Counter-intuitively, our results reveal
that standard prompting consistently outper-
forms more complex techniques across both
tasks, laying bare the limitations in the current
application of CoT, self-consistency and RAG
in the biomedical domain. Our findings suggest
that advanced prompting methods developed
for knowledge- or reasoning-intensive tasks,
such as CoT or RAG, are not easily portable
to biomedical tasks where precise structured
outputs are required. This highlights the need
for more effective integration of external knowl-
edge and reasoning mechanisms in LLMs to en-
hance their performance in real-world biomedi-
cal applications.

1 Introduction

The success of Large Language Models (LLMs) is
reshaping Al healthcare applications, particularly

in Question Answering (Budler et al., 2023; Sub-
ramanian et al., 2024), summarization (Van Veen
et al., 2024; Schlegel et al., 2023; Nagar et al.,
2024), and extracting insights from unstructured
patient-generated health data (Li et al., 2023).
While advancements in fine-tuning and in-context
learning (ICL) have improved LLM performance,
these rely on readily available structured training
data (Abburi et al., 2023; Zhang et al., 2024; Gutier-
rez et al., 2022). However, in biomedical contexts,
such resources are often unavailable due to domain
shifts (Hadi et al., 2023) or ad-hoc requirements
—for example when researchers need to process a
set of medical records to find patients satisfying
inclusion criteria for a clinical trial (Jullien et al.,
2023; Hadi et al., 2023) (e.g., whether they’re a
smoker). This limits the effectiveness of paramet-
ric knowledge improvements in LLMs, necessi-
tating strong zero-shot capabilities for structured
prediction tasks such as biomedical classification
and Named Entity Recognition. Despite this, the
literature currently lacks a systematic investigation
of other crucial aspects of knowledge utilization in
zero-shot performance of LLMs in such tasks.

In order to address this research gap, we first
postulate that LLM performance in true zero-
shot settings—where only task labels and their
meaningful names are provided (Lampert et al.,
2014)—hinges on three categories of knowledge:
(a) Parametric Knowledge: Information embedded
in model weights; (b) Task Knowledge: Under-
standing of task-specific labels and context; (c¢) Ex-
ternal Knowledge: Additional retrieved context to
supplement decision-making.

Existing research evaluating these factors in
LLMs for the medical domain focus on knowledge-
intensive tasks like Multiple-Choice QA (Nori
et al., 2023; Subramanian et al., 2024), but their
capabilities in structured prediction tasks, such
as medical classification and information extrac-
tion, remain underexplored. Additionally, tech-
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niques like zero-shot Chain-of-Thought (CoT) rea-
soning (Wei et al., 2022; Wang and Zhou, 2024),
self-consistency (Wang et al., 2022), and Retrieval-
Augmented Generation (RAG) (Li et al., 2024) re-
quire systematic evaluation in these contexts.

Additionally, evaluations often focus on propri-
etary models like ChatGPT (Biswas, 2023) or GPT-
4 (OpenAl, 2023), which pose challenges due to
computational cost, privacy concerns, and inacces-
sibility for techniques like constrained decoding.
Despite the growing concerns regarding reliability
of LLMs in medical applications, techniques like
constrained decoding which have shown promise
in mitigating LLM hallucinations have not been
systematically applied to medical information ex-
traction or classification.

Thus, four key issues currently hinder progress:
(i) Reliance on training sets and parametric knowl-
edge for structured prediction, which may be un-
realistic; (ii) Lack of true zero-shot evaluations
for structured tasks beyond surrogate QA; (iii) De-
pendence on large-scale, proprietary LLMs, limit-
ing practical deployment. (iv) Lack of a system-
atic analysis of impact of latest techniques such as
Chain-of-thought reasoning, RAG and constrained
generation in medical structured prediction tasks.

This paper systematically benchmarks LLMs in
medical classification and Named Entity Recogni-
tion (NER), assessing task and external knowledge
while controlling parametric knowledge. We evalu-
ate CoT reasoning, RAG, and constrained genera-
tion, offering insights into their applicability.

First, we present the first comprehensive bench-
mark of task and external knowledge adaptation for
LLMs in medical structured prediction tasks. Sec-
ond, we analyze the impact of knowledge enhance-
ment techniques, including CoT, self-consistency,
RAG, and constrained generation. Third, we
demonstrate that parametric knowledge capacity,
1.e., model size, is the primary driver of zero-shot
performance, highlighting the limitations and po-
tential of current LLM architectures.

2 Related Work

We survey the existing benchmarking literature for
the medical domain in the appendix section A,
outlining the lack of studies focusing on structured
prediction tasks. Furthermore, we cover recent
prompting techniques that were proposed to elicit
reasoning in LLMs, and augment their domain
knowledge, either by better tapping into their para-

metric knowledge or by explicitly providing them
with relevant external context. Notably, we omit
approaches that rely on existence of training sets,
such as few-shot prompting (Wang et al., 2023) or
model fine-tuning, as one of the key challenges in
the medical domain is the lack of annotated task
data, due to privacy concerns over sharing medical
records. Instead, as outlines in the introduction, we
focus on “true” zero-shot capabilities of LLMs.
Reasoning- and Knowledge-enhancing ap-
proaches: Current work attempts to improve
the performance of LLMs from different knowl-
edge utilization perspectives. One of the obvi-
ous methods is full parameter domain-specific pre-
training (Xie et al., 2024). For example, Chen
et al. (2023) propose the largest medical founda-
tion model, trained on both biomedical and clin-
ical data, up to 70B. Bolton et al. (2024), on the
other hand, believe larger LLMs are computation-
ally expensive to run, proposing a 2.7B LLM spe-
cific for biomedical NLP tasks. When fine-tuned,
the relatively small model compete with larger
LLMs. In our study, we compare domain-generalist
models with those adapted to the medical domain.
Since full parameter tuning is costly, many works
focus on domain knowledge adaptation by pre-
training (Shi et al., 2024; Song et al., 2024) or
instruction tuning (Willard and Louf, 2023) with
adapters. Training-free approaches encompass
chain-of-thought (CoT) (Wei et al., 2022; Jeong
et al., 2024), self-consistency (Wang et al., 2022),
and, concerned with lack of grounding resulting
in hallucination, recent work introduce RAG meth-
ods (Li et al., 2024; Wang et al., 2024b; Yu et al.,
2023; Munnangi et al., 2024; Wang et al., 2024a;
Soong et al., 2023). However, most of these ef-
forts have focused on performance in a particular
knowledge paradigm and have lacked a system-
atic assessment of their performance on structured
prediction, which we address in our study.

3 Methodology

Our methodology is designed to answer the follow-
ing two research questions:

1. How well do Large Language Models (LLMs)
perform on structured prediction tasks when pro-
vided with unstructured inputs?

2. To what extent can approaches that enhance
task knowledge and external knowledge improve
their performance?

To answer the first research question, we bench-
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mark LLLMs on biomedical text classification and
NER datasets, focusing on the “true” zero-shot
setting to evaluate models’ parametric knowledge.
This reflects real-world scenarios where annotated
data is often unavailable due to ad-hoc task require-
ments, resource limitations and privacy constraints
(Giachelle et al., 2021). This leads to what Fries
et al. (2022b) describe as “dataset debt”, highlight-
ing issues like inconsistent documentation, lack of
domain-specific information except generic enti-
ties and difficulties adapting datasets to niche do-
mains. Clinicians face significant time constraints,
which limit even few-shot annotations (Xia and
Yetisgen-Yildiz, 2012; Wac et al., 2024; Farri et al.,
2013). These factors make fine-tuning and few-
shot approaches impractical for structured predic-
tion tasks in the biomedical domain, positioning
zero-shot methods as a scalable solution for real-
world biomedical tasks.

To answer the second question, we compare their
zero-shot performance to various methods that aim
to enhance task knowledge and external knowledge,
while keeping the parametric knowledge static.

Techniques Table 1 lists our methods. We use
VANILLA prompting as the baseline, and enhance
it with advanced approaches: chain-of-thought
(COT) (Wei et al., 2022) and self-consistency
(SC) (Wang et al., 2022), along with retrieval-
augmented generation (RAG) (Lewis et al., 2020)
that leverages FAISS with PubMed abstracts
and Wikipedia articles, embedding documents
via all-MinilM-L6-v2 (Reimers and Gurevych,
2019). We also apply constrained decoding
(Willard and Louf, 2023) to enforce structured out-
puts. For NER, we adopt a two-stage approach:
Stage 1 assigns generic entity labels (e.g., “Body-
part”), and Stage 2 refines them to fine-grained
labels. Self-consistency is employed in both tasks
to aggregate multiple reasoning paths via majority
voting.

Complete details of our datasets, techniques
and methods are described in Appendix D.

4 Evaluation Results

The complete table of results is provided in table 2.
We give an overview of our findings followed by a
deeper analysis of the evaluated techniques.

4.1 Overview of results

Technique CLS NER
FlI FI-S FI-L
VANILLA 365 33 22
o COT 313 15 13
S SC-CoT 205 08 04
2 COT-RAG-P 147 16 12
% COT-RAG-W 155 13 1.0
A SC-COT-RAG-P 192 05 04
SC-COT-RAG-W 21.6 04 03
VANILLA 40.3 8.6 5.8
. CoT 359 103 7.3
2 SC-CoT 280 9.1 54
< COT-RAG-P 165 99 7.1
£ COT-RAG-W 157 106 72
= SC-COT-RAG-P 272 90 54
SC-COT-RAG-W 266 9.1 53
VANILLA 34.9 6.5 5.2
CoT 306 49 25
& sc-coT 246 51 30
‘?é COT-RAG-P 143 46 23
5 COT-RAG-W 145 42 17

SC-CoT-RAG-P
SC-CoT-RAG-W

25.5 5.7 29
11.1 5.6 32

Table 2: Performance of each model and technique com-
bination across Classification and NER datasets. For
classification, we report Micro-F1 and for NER we re-
port both Span-Identification Micro-F1 performance as
well as full Micro-F1 performance, including recogniz-
ing correct types.

Reasoning and knowledge-enhancing tech-
niques do not improve performance. Fig-
ures 1 and 2 compare the best-performing tech-
niques for classification and NER. Surprisingly, Ta-
ble 2 in the Appendix shows that Standard Prompt-
ing consistently achieves the highest average F1
scores across models: BioMistral-7B (36.48%),
Llama-2-70B-Chat-AWQ (40.34%), and Llama-2-
7b-chat-hf (34.92%). This suggests that for struc-
tured prediction tasks, complex reasoning tech-
niques like CoT or RAG do not outperform Stan-
dard Prompting.

For NER, Standard Prompting remains effec-
tive, but performance varies across models and
datasets. Scores are significantly lower than typ-
ical F1 scores in biomedical NER benchmarks
such as NCBI disease corpus (Dogan et al., 2014;
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Technique

Details

Comments

VANILLA

Standard prompting.

Baseline for all tasks.

CHAIN-OF-THOUGHT
(COT) (Wei et al., 2022)

Chain-of-thought reason-
ing.

Effective for QA and logical reasoning. For NER, adapted
into a two-stage approach where generic entity names are first
induced (e.g., Bodypart), followed by fine-grained labeling.

SELF-CONSISTENCY (SC)
(Wang et al., 2022)

Majority voting across
sampled reasoning paths.

Applied in both stages of the two-stage NER approach.

RETRIEVAL-AUGMENTED-
GENERATION (RAG)
(Lewis et al., 2020)

Retrieval-augmented
generation using FAISS
(Douze et al., 2024).

Used PubMed (Sanyal et al., 2021) and Wikipedia as corpora.
PubMed improved performance; Wikipedia degraded perfor-
mance for medical QA (Xiong et al., 2024).

CONSTRAINED DECODING
(Willard and Louf, 2023)

Restricted outputs to en-
sure structured extraction.

Avoided hallucinations. Ensured span and label consistency
in NER tasks.

Table 1: Techniques Summary with Comments and Details.
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Figure 1: Best-performing Standard Prompting method
for BioMistral 7B, [.lama- and | lama-7} for all
classification tasks.

Krallinger et al., 2015) and CHEMDNER, where
specialized models achieve up to 0.90 Span F1
scores (Kocaman and Talby, 2021; Zhou et al.,
2023). However, similar to our findings, zero-shot
NER scores tend to be low, even in general do-
mains (Shen et al., 2021) and when providing label
descriptions (Picco et al., 2024).

The likely reason for poor performance is
that these approaches excel in knowledge- and
reasoning-intensive tasks like Question Answer-
ing (Nori et al., 2023) or Mathematical Reason-
ing (Wang and Zhou, 2024; Wang et al., 2022; Li
et al., 2024), but structured prediction tasks require
understanding task semantics over generic reason-
ing. These tasks rely less on broad knowledge
from biomedical papers or Wikipedia and more
on domain-specific application within the given
input. Effective models must handle specialized
vocabulary, jargon, acronyms, and synonyms vary-
ing across subfields (Kim et al., 2007; Zheng et al.,
2018; Jiang and Xu, 2024). They must also re-
solve ambiguity, polysemy, and syntactic nuances
in biomedical concepts, which the LLMs to not
have been able to capture.

Scale drives improvements. Consistent with

Complete details can be found in Appendix D.
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Figure 2: Best-performing Standard Prompting method
for BioMistral 7B, !.lama- and ! lama-7} for all
NER tasks.

prior findings, the 70B model shows notable gains
over the 7B model (5.4% for classification, 2.2%
for NER Span F1). The largest performance
gap appears when using SC with COT and RAG
(Wikipedia), where the 70B model surpasses the
7B model by 15.45%. This suggests the larger
model excels at leveraging external knowledge
when paired with SC and chain-of-thought prompt-
ing. The 70B model’s greater capacity is particu-
larly beneficial for handling complex reasoning and
knowledge integration (Wei et al., 2022). This is
further supported by its 10.91% improvement when
SC is added to Wikipedia-based RAG, helping mit-
igate performance drops from irrelevant external
information. Unlike classification tasks, where
Standard Prompting performed best, NER perfor-
mance remains stable with advanced prompting
techniques, especially in larger models like Llama-
2-70B, likely due to the inherent lack of epistemic
certainty in NER outputs.

4.2 Detailed Comparison of Prompting
Techniques

CoT and SC underperform without sufficient
parametric knowledge. For BioMistral-7B, SC-
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Figure 3: Performance comparison for BioMistral 7B,
Llama7B and Llama70B on single- and multi-label
datasets, with random guess baselines of 0.415 and
0.215, respectively.

CoT prompts reduce classification performance
by about 16%. One reason may be that domain-
specific pre-training, while enhancing performance
on specialized biomedical tasks, can limit the
model’s general adaptability(Brokman and Kavu-
luru, 2024). Similar to RAG, SC does not consis-
tently improve NER. While SC aims to generate
multiple reasoning paths and select the most consis-
tent one, it may introduce errors when the model’s
epistemic certainty in its outputs is low, leading
to performance drops. For NER, combining CoT
and SC with RAG (Wikipedia) produces the largest
performance gap between 70B and 7B models, sug-
gesting that larger models use external knowledge
and complex reasoning more effectively when para-
metric knowledge is limited.

RAG does not help information extraction.
Although RAG can improve QA tasks by retrieving
relevant facts (Xiong et al., 2024), it seems less
useful for classification and information extraction,
where irrelevant information misleads the model,
creating additional complexity. This results in a
drop in classification accuracy, dropping 16.91%
with PubMed Corpora and 16.47% with Wikipedia
compared to the best classification method.

SC helps filter noise for RAG but does not
aid CoT. While SC aims to improve CoT by gen-
erating multiple reasoning paths, its efficacy de-
pends on the model’s epistemic certainty (Yadkori
et al., 2024; Liu et al., 2024). Insufficient paramet-
ric knowledge lowers confidence, causing perfor-
mance declines. BioMistral-7B loses about 16%
in classification with SC-CoT prompting. SC also
fails to consistently boost NER. However, in the
70B model, combining CoT and SC with RAG
(Wikipedia) yields notable gains, indicating that
larger models better exploit external knowledge
and present higher epistemic certainty owing to
their larger parametric capacity.

4.3 Detailed Per-Dataset Analysis

Figure 3 provides the performance comparison of
the three models on single and multi-label tasks.
Figures 4 and 5 provide a detailed analysis and
breakdown of performance of each technique (NER
and classification) on each dataset, along with ran-
dom baselines for each. We discuss their implica-
tions below.

Models perform significantly better on pub-
lic datasets. On public datasets, models average
around 30% accuracy, compared to 12% on private
datasets, suggesting potential data leakage from
publicly available sources used in pre-training or
instruction-tuning. Thus, performance on “unseen”
tasks may stem from prior exposure rather than true
generalization.

Multilingual performance is not scale depen-
dent. As shown in Figure 1, smaller models can
match or outperform larger ones on Chinese and
Japanese datasets but lag behind in English tasks.
This disparity likely results from heavy reliance on
English corpora and limited non-English domain
exposure, increasing overfitting risks. Factors like
language family, data sampling ratios, and sparse
representation can also inhibit multilingual mod-
els (He et al., 2024; Bagheri Nezhad and Agrawal,
2024).

LLMs struggle on high-complexity tasks. As
in Figure 3, LLMs often fail to surpass random
baselines for single and multi-class classification,
though Figure 4 shows these baselines remain un-
beaten in only two of 14 datasets.

5 Conclusion

We provide a comprehensive benchmark and anal-
ysis of LLMs in Medical Classification and Named
Entity Recognition tasks, revealing several key in-
sights that have significant implications for the field.
We carry out a critical investigation of broad claims
regarding LLM capabilities by replicating them in
various contexts, domains and datasets. We find
that models suffer from fundamental drawbacks in
generalizability, which hinder their performance
in structured information extraction tasks on do-
main specific problems. This leads to standard
prompting outperforming more advanced methods
for all models. Our findings underscore that para-
metric knowledge capacity remains the most im-
portant factor in zero-shot settings, with advanced
techniques used to augment external knowledge or
model reasoning failing to improve performance.
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Limitations

While our study provides important insights into
LLMs’ capabilities for biomedical classification
and information extraction, several limitations
should be considered when interpreting our results.
Our findings are primarily empirical and, although
they suggest consistent patterns across models and
tasks, further theoretical work is needed to fully
understand why advanced prompting techniques
fail to improve performance on structured predic-
tion tasks. We deliberately exclude closed-source
LLMs from our analysis due to privacy concerns
in medical applications and the observed dataset
leakage issues, where public dataset contamination
is even harder to control for proprietary models.
Additionally, our focus on constrained decoding
for reliable output parsing necessarily limits us to
open-source models where we have access to the
generation process.

We also specifically choose not to evaluate in-
context learning (ICL) approaches, as our study
focuses on “true” zero-shot capabilities where no
task-specific examples are available. While tech-
niques like k-NN ICL have shown promise in other
domains, they require substantial annotated data
to retrieve examples from—which is often unavail-
able in practical medical settings. Fixed ICL ex-
amples could be used, but performance would then
largely depend on example selection, essentially
reducing the evaluation to the quality of prompt
engineering. To balance (i) scientific validity and
focus on real-world scenarios, where domain ex-
perts may not be prompt engineering specialists,
with (7i) the need to provide useful information
to the models, we instead opt for the zero-shot
setting—addressing (i)—while ensuring semantic
clarity through meaningful label names (e.g., using
“Control” and “Perturbation” rather than “0” and
“1” in the GEO dataset)—addressing (ii).
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A Related Work

Existing LLMs Benchmarks: With the rising pop-
ularity of LLMs, many works evaluated their per-
formance in the biomedical and clinical domains.
These works typically focus on evaluating domain-
knowledge by means of Question Answering (Sing-
hal et al., 2023; Harris, 2023; Subramanian et al.,
2024), or focus directly on possible application sce-
narios, such as summarisation (Li et al., 2023; Yim
et al., 2023) or clinical coding (Kaur et al., 2023).
Many works combine these two directions in an
effort to provide more comprehensive benchmarks
(Srivastava et al., 2024; Xiong et al., 2024; Feng
et al., 2024; Chen et al., 2020; Manes et al., 2024).
However, many of these works overlook the wealth
of existing literature and plethora of available re-
sources for traditional structured prediction tasks in
the biomedical domain, such as document classifi-
cation, entity recognition and linking and event and
relation extraction (e.g., Pyysalo et al. (2007; 2012)
to name a few). Fries et al. (2022a) have provided
a comprehensive and unified collection of these
resources, however their work prioritises reportage
of the resource collection over benchmarking re-
sults. Their preliminary evaluations suggest that
their evaluated pre-LLM era models barely surpass
the random guess baseline in the zero-shot setting.
We build upon their work by providing a detailed
analysis to what extent approaches to enhance rea-
soning and knowledge in LL.Ms help to challenge
this status quo.

B Datasets

Table 3 and 4 list the huggingface dataset cards
and citations for each classification and ner dataset
used in the paper respectively.

For datasets considered private, we assume that
models have not been trained on these datasets due
to their restricted access, which requires Data Use
Agreements (DUASs) and other permissions. Con-
sequently, the likelihood of these datasets being
included in common web crawls is low.

We have signed all the relevant Data Use Agree-
ments (DUAs) and strictly adhere to their provi-
sions. We do not redistribute the data and advise
those wishing to reproduce experiments involving
private datasets to consult the corresponding Hug-
ging Face dataset cards for guidance on obtaining
the necessary data.

C Compute Details

1. Hardware used (GPU/CPU): We used a mix of
different shared computational facilities with
nVidia A100-SXM4-80GB, RTX6000 with
24GB and L40S with 48GB. Debian OS was
used for all the compute servers.

2. Memory: The machines used had between
256 GB and 1TB of memory

3. Software and libraries used: The environ-
ment can be reproduced from the textttenvi-
ronment.yaml file in the supplementary mate-
rial

4. Model details: The models used have been de-
scribed in detail in the main paper submission
under the Models subsection of the Methodol-
ogy section.

5. Random seed of 42 was used for all random
sampling purposes

D Methodology

Datasets Since we evaluate different prompt-
ing techniques, we restrict the choice of tasks to
those where the number of possible labels is small
enough to fit in the evaluated LLMs’ context win-
dow. We restrict the number of labels to ten and the
mean length of the input documents to at most 2048
tokens. This leaves us with 14 different classifica-
tion datasets from the BigBio collection'. For the
NER task, we sample 12 datasets from the pool of
those that satisfy the criteria. The resulting dataset
sample features four non-English datasets and six
non-public classification datasets, which allows us
to investigate whether LLMs perform better on mi-
nority languages or on data that is less likely to
be found in public pre-training corpora. We run
the evaluation on the official test-set split where
available, otherwise we consider the full dataset.
For datasets with more than 500 instances, we sam-
ple 500 random but fixed instances to speed up the
experiments. Overall, our selection spans English
and non-english source data, publicly available and
private datasets, and various domains such as sci-
entific papers, medical notes and social media.

'for the GAD dataset, we only select 1 fold out of the 10
available, as the folds feature the same task for different data,
unlike other datasets. We also skipped the Chinese subset of
meddialog as we had difficulties loading the dataset
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Dataset Name HuggingFace Card Citation

GAD bigbio/gad (Bravo et al., 2015)

GEO bigbio/geokhoj_v1 (Elucidata, 2022)

MEDDIALOG bigbio/meddialog (Chen et al., 2020)

CZIBASE bigbio/czi_drsm

CZIQoL bigbio/czi_drsm

CZINATHIST bigbio/czi_drsm

LiTCovID bigbio/bc7_litcovid (Chen et al., 2021)

CAS bigbio/cas (Grabar et al., 2018)

ESSAI bigbio/essai (Grabar et al., 2018)

NTCIR13-JA bigbio/ntcir_13 (Iso et al., 2017)
_medweb

NTCIR13-EN bigbio/nteir_13 (Iso et al., 2017)
_medweb

NTCIR13-ZH bigbio/ntcir_I3 (Iso et al., 2017)
_medweb

PSYTAR bigbio/psytar (Zolnoori et al., 2019)

ScICITE bigbio/scicite (Cohan et al., 2019)

Table 3: Datasets used for classification tasks.

Classification: The datasets used for classifica-
tion tasks include both single-label and multi-label
datasets, covering a wide range of biomedical and
clinical domains. For single-label classification, the
GAD dataset focuses on identifying associations
between genes and diseases (Bravo et al., 2015),
while the GEO dataset is concerned with classi-
fying microarray, transcriptomics, and single-cell
experiments from the Gene Expression Omnibus
(GEO) database (Elucidata, 2022). The MEDDI-
ALOG dataset aims to classify dialogue snippets
as either being said by a doctor or a patient (Chen
et al., 2020). Furthermore, the CZIDRSM dataset
has several subsets, including one for classifying re-
search articles based on aspects of disease research
(CZIBASE), and others for identifying whether a
paper describes substantive research into Quality
of Life (CZIQOL) or is a natural history study
(CZINATHIST).

In multi-label classification, the LITCOVID
dataset is used for the classification of COVID-
19-related articles (Chen et al., 2021). The CAS
and ESSAI datasets are utilized for identify nega-
tion and uncertainty clinical cases from French-
speaking countries (Grabar et al., 2018). The N'T-
CIR13 datasets include subsets for disease clas-
sification of tweets in Japanese (*-JA), English
(*-EN), and Chinese (*-ZH) (Iso et al., 2017). Ad-
ditionally, the PSYTAR dataset is used for sentence
classification of various drug-related effects, such

as Adverse Drug Reactions (ADR) and Withdrawal
Symptoms (WDs) (Zolnoori et al., 2019), while the
ScICITE dataset is used for citation intent classi-
fication based on the context within computer sci-
ence and biomedical domains (Cohan et al., 2019).

NER: The datasets for Named Entity Recogni-
tion (NER) tasks are similarly divided into entity
recognition (single entity type) and classification
(multiple entity types). In the single-type cate-
gory, the GENETAG dataset is used for gene/protein
NER, with two annotation versions: the original
GENETAG-G and the corrected GENETAG-C (Tan-
abe et al., 2005). Additionally, the GENIA-PPI
dataset focuses on protein-protein interactions or
gene regulatory relations within the GENIA corpus,
capturing primarily static relations (Pyysalo et al.,
2009; Hoehndorf et al., 2010; Ohta et al., 2010).

The multiple-type NER datasets encompass vari-
ous complex biomedical tasks. The ANEM dataset
targets anatomical entity recognition (Ohta et al.,
2012), while the BIOINFER dataset focuses on
recognizing proteins, genes, and RNA entities
(Pyysalo et al., 2007). The GENIA-EE dataset
is used for the GENIA Event corpus (Kim et al.,
2009), and the BIONLP11-REL dataset is em-
ployed for extracting part-of relations between
genes/proteins and associated entities (Pyysalo
et al., 2011). Furthermore, the BIONLP-13-CG
dataset is used for Cancer Genetics (CG) infor-
mation extraction, focusing on recognizing events
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Dataset Name HuggingFace Card Citation

GENETAG-G bigbio/genetag (Tanabe et al., 2005)

GENETAG-C bigbio/genetag (Tanabe et al., 2005)

GENIA-PPI bi?;giierzz s (Pyysalo et al., 2009; Hoehndorf
- —corpu et al., 2010; Ohta et al., 2010)

ANEM bigbio/an_em (Ohta et al., 2012)

BIOINFER bigbio/bioinfer (Pyysalo et al., 2007)

GENIA-EE bigbio/bionlp (Kim et al., 2009)

_shared_task 2009

BIONLP11-REL bigbio/bionlp_st

(Pyysalo et al., 2011)

2011 _rel

bigbio/bionlp_st
BIONLP-13-CG 2013 cg (Pyysalo et al., 2013)
BIONLP-13-GRO bigbio/bionlp_st (Kim et al., 2013)

_2013_gro

bigbio/bionlp_st
BIONLP-13-PC 2013_pe (Ohta et al., 2013)
PICO bigbio/ebm_pico (Nye et al., 2018)
MLEE bigbio/mlee (Pyysalo et al., 2012)

Table 4: Datasets used for NER tasks.

represented as structured n-ary associations of
given physical entities (Pyysalo et al., 2013). The
BIONLP-13-GRO dataset aims to populate the
Gene Regulation Ontology with events and rela-
tions (Kim et al., 2013), and the BIONLP-13-
PC dataset is used for the automatic extraction of
biomolecular reactions from text (Ohta et al., 2013).
Lastly, the PICO dataset deals with recogniz-
ing (P)articipants, (I)nterventions, and (O)utcomes
(Nye et al., 2018), and the MLEE dataset is
used for event extraction related to angiogenesis
(Pyysalo et al., 2012).

Models For our experiments, we employed two
instruction-tuned variants of the Llama-2 model—
7B and 70B—both (Touvron et al., 2023), along-
side the BioMistral-7B model (Labrak et al., 2024)
which was further pre-trained on the biomedical do-
main. Since we make use of constrained generation
to generate model outputs and guide the models
decoding process, we retrict the evaluation to open
source models since this process is not possible for
proprietary models such as GPT-4.

Techniques Table 1 summarizes the techniques
used in this study and highlights relevant nu-
ances and comments. These techniques in-
clude VANILLA (standard prompting), COT (chain-
of-thought reasoning) (Wei et al., 2022), and
SC (self-consistency) (Wang et al., 2022), as

well as RAG (retrieval-augmented generation)
(Lewis et al., 2020). For RAG, we used FAISS
(Douze et al., 2024; Johnson et al., 2019) with
PubMed abstracts (Sanyal et al., 2021) and
Wikipedia articles as corpora, embedding doc-
uments with all-MinilLM-L6-v2 (Reimers and
Gurevych, 2019). We also implemented con-
strained decoding for structured output generation
(Willard and Louf, 2023), crucial for ensuring re-
liable outputs in NER and classification tasks. A
novel two-stage approach for NER was adopted,
inspired by (Shen et al., 2021), where general enti-
ties were assigned in Stage 1 and refined in Stage
2.

Standard prompting was used as a baseline for
both the Classification as well as the NER tasks.
Chain-of-thought reasoning (Wei et al., 2022) has
been shown to improve performance, particularly
in QA and logical reasoning tasks. Thus, we also
ran experiments with chain-of-thought reasoning
to measure its impact on model performance. For
the NER task, we adapted a more guided, two-
stage approach (Shen et al., 2021) to implement a
novel chain-of-thought reasoning approach. Here,
The first stage involves inducing a generic entity
name from a datasets’ known entity labels—e.g.,
“Bodypart” for the NER labels describing differ-
ent bodyparts—and then labelling the input docu-
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ment with that generic entity type. In the second
stage all entities labelled in this way are further
disambiguated with their respective fine-grained
dataset NER labels. Retrieval Augmented Gen-
eration (Lewis et al., 2020) has been established
as an effective technique to improve model per-
formance by introducing relevant non-parameteric
knowledge to models and thus grounding the gen-
erated outputs to factual information. Xiong et al.
(2024) conducted a systematic study of RAG on
medical QA, and we incorporate their findings into
our study. We used PubMed abstracts (Sanyal et al.,
2021) and Wikipedia articles as knowledge corpora,
because Xiong et al.’s (2024) experiments found
that using PubMed improved performance over non
RAG techniques, while using Wikipedia reduced
performance in medical QA tasks. Our goal was to
evaluate whether the same holds true for structured
prediction tasks as well. For the RAG module, we
made use of FAISS (Douze et al., 2024; Johnson
et al., 2019), which allows retrieval of most similar
documents based on semantic similarity, where we
used the all-MinilLM-L6-v2 sentence transform-
ers (Reimers and Gurevych, 2019) model for em-
bedding input documents and corpora. For each
experiment, the number of retrieved documents was
computed based on the maximum possible docu-
ments which could be used without exceeding the
token limit of the model.

Self-consistency, proposed by Wang et al. (2022),
improves chain-of-thought reasoning of LLMs by
sampling reasoning paths for a given problem, fol-
lowed by a majority vote for the final answer. We
also conduct a set of experiments employing self-
consistency to investigate whether such improve-
ments can be observed on structured prediction
tasks in the medical domain as well. For classifica-
tion tasks, self consistency was employed to gener-
ate multiple reasoning chains for the given problem,
followed by answer extraction from each reason-
ing chain and majority voting to select the final
answer. For NER tasks, since we follow the two-
stage approach, self-consistency was employed in
both stages. Multiple general entity labels were
generated in the first stage, and entities were ex-
tracted for each such label. In the second stage, self
consistency was again used for the entity selection
phase as well as the entity label determination step.
Majority voting was utilised in final label or class
selection in each case (Xie et al., 2023).
Constrained decoding in LLMs (Willard and Louf,
2023) was used to ensure structured information

extraction and text generation. This allowed us
to evaluate the LLMs for the task at hand without
the added variability due to the aleatoric uncertain-
ties brought about by the probabilistic language
generation fundamental to the architectures of the
models. More specifically, for classification tasks,
we ensured the presense of at least one label in
the generated outputs. For NER we restricted the
generation of spans occurring in text in the first
step, and in the second step, for each of the spans
we restricted the generation to any of the possible
labels. This is also one of the reasons why we
opted against evaluating API-based closed-source
LLMSs?, as in our initial experiments the hallucina-
tions in generated outputs created problems with
reliably parsing the structured outputs.

We refer to chain of thought as COT, Self-
consistency as SC, RAG as RAG-{PIW} for
PubMed and Wikipedia corpora, respectively, and
to standard prompting as VANILLA.

E Analysis and Performance Breakdown

Figures 4 and 5 provide a detailed analysis and
breakdown of performance of each technique (NER
and classification) on each dataset, along with ran-
dom baselines for each. Figure 3 provides the per-
formance comparison of the three models on single
and multi-label tasks. A complete discussion for
these figures and their implications can be found in
section 4.3.

As discussed in section 4.3, LLMs struggle
on high-complexity tasks. Even the best per-
forming model, Llama2 70B performs well on
only relatively low-complexity tasks (CZIBASE,
NTCIR13-EN) and moderate tasks (GEO),
but struggles with higher-complexity datasets
(BIONLP13-CG, GENIA-EE). In tasks requir-
ing nuanced interpretation (PICO, BIONLP13-
GRO), performance remains low. Although
RAG (Retrieval-Augmented Generation) some-
times boosts results, it does not universally enhance
biomedical information extraction or classification.
These findings indicate that even the most advanced
general-purpose and domain-specific LLMs are not
good zero-shot reasoners for structured prediction
tasks such as biomedical information extraction,
especially for complex task settings.

F Results Analysis

The other reason being their intransparancy with regard
to training data, which violates our “true” zero-shot setting.
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Figure 4: Breakdown of the Micro-F1 performance of each technique and the random guess baseline for all
classification datasets, compared against the random guess baseline.
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Figure 5: Breakdown of each technique and the random guess baseline on all NER datasets as measured by the
Micro-F1 scores. A prediction is counted as correct when both the span and its assigned label are found in the
ground truth
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