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Abstract

Neural machine translation (NMT) is becom-
ing increasingly popular as an effective method
of automated language translation. However,
due to a scarcity of training datasets, its ef-
fectiveness is limited when used with low-
resource languages, such as Indian Languages
(ILs). The lack of parallel datasets in Natural
Language Processing (NLP) makes it difficult
to investigate many ILs for Machine Transla-
tion (MT). A data augmentation approach such
as Backtranslation (BT) can be used to enhance
the size of the training dataset. This paper
presents the development of a NMT model for
ILs within the context of a MT system. To
address the issue of data scarcity, the paper
examines the effectiveness of a BT approach
for ILs that uses both monolingual and paral-
lel datasets. Experimental results reveal that
while the BT has improved the model’s perfor-
mance, however, it is not as significant as ex-
pected. It has also been observed that, even
though the English-ILs and ILs-English mod-
els are trained on the same dataset, the ILs-
English models perform better in all evaluation
metrics. The reason for this is that ILs fre-
quently differ in sentence structure, word or-
der, and morphological richness from English.
The paper also includes error analysis for trans-
lations between languages that were utilized
in experiments utilizing the Multidimensional
Quality Metrics (MQM) framework.

1 Introduction

An automated system that converts a source lan-
guage into a target language is known as machine
translation (Liu and Zhang, 2023; Liu Ming and
Haffari, 2018). It has made significant strides
recently in translating high-resource languages
like Spanish, French, and English (Shaham et al.,
2022). But as ILs present a unique combination of
challenges and opportunities, it is still difficult to
get a good translator.

This linguistic diversity, a testament to India’s
cultural heritage, poses distinct translation chal-
lenges when translating from English to ILs and
vice versa. Despite their tremendous linguistic
richness, ILs are characterized as low-resource due
to a lack of training data available for language
models [Das et al., 2024].

Compared to widely spoken languages such as
English, ‘low-resource languages’ like ILs pos-
sess a restricted range of linguistic resources such
as parallel corpora, dictionaries, grammar, and
trained models (Das et al., 2022). In order to ad-
dress the scarcity of resources, translation faces
unique challenges, necessitating the utilization of
efficient MT as a valuable tool (Cheragui, 2012).
In fact, developing reliable and accurate MT sys-
tems for ILs is very challenging. In this re-
gard, Backtranslation (BT) comes as an effective
method for dealing with limited data and syntheti-
cally increasing the amount of data used for train-
ing for MT models (Behr, 2017). In different sce-
narios, NMT systems have shown to benefit from
using BT, especially in most low-resource envi-
ronments where it can be challenging to acquire
high-quality corpora (Bala Das et al., 2023). Its po-
tential to improve translation model performance
in this linguistic domain is the driving force be-
hind the investigation of its efficacy in the con-
text of ILs. This motivates us to investigate back-
translation methods for ILs. In this paper, first,
a baseline NMT model for English-ILs and ILs-
English using Vaswani et al. [2017] transformer
architecture is developed. Baseline models (NMT
models which are generated) are trained using the
Samanatar dataset [Ramesh et al., 2022] for experi-
ments. The impact of the back translation for NMT
models on ILs is examined. All the generated trans-
lation outputs are examined using evaluation met-
rics, and the generated model output’s error analy-
sis is also done.

The rest of this work is structured as follows:
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Section 2 contains a thorough overview of litera-
ture of NMT. In Section 3, a short description of
the languages utilized is described. Section 4 dis-
cusses the model utilized for our experiment. Sec-
tion 5 contains all results obtained after our exper-
iments. In Section 6, we summaries our study and
suggest some future research directives.

2 Literature Review

Sennrich et al. [2015] have introduced backtransla-
tion, which is a process of creating synthetic paral-
lel data by repeatedly converting monolingual data
among source and target languages. This approach
augments training data and improves the durability
of NMT models. Building on the basic principles
of backtranslation, a few researchers (eg. Marzich
and Monz, 2018; Edunov et al., 2018) have in-
vestigated various techniques and approaches for
integrating it into NMT training pipelines. This
method has demonstrated great promise in enhanc-
ing translation quality for few high resource lan-
guages. Numerous studies attest to the advantages
of backtranslation.

Fadaee et al. [2017] and Xinlei et al. [2020]
have delved into adapted methods incorporating
backtranslation alongside NMT for European lan-
guages, offering helpful insights into tackling lin-
guistic nuances unique to this region. Similarly,
the effects of backtranslation on machine transla-
tion between Vietnamese and Chinese—two Asian
languages with little linguistic affinity—are exam-
ined. Their study clarifies its efficacy in both SMT
and NMT models by assessing various backtrans-
lated corpus sizes. The results advance knowledge
of how backtranslation improves translation qual-
ity for low-resource, less-related language pairs
(Lietal., 2020). According to Currey et al. [2017],
low-resource languages can also benefit from syn-
thetic data if the source is only a duplicate of
the target data, which is monolingual. Few re-
searchers (eg. Cotterell and Kreutzer, 2018) frame
backtranslation as a variational process with the
latent space as the original sentences. According
to them, there should be a match between the dis-
tribution of the artificial data generator and the
actual translation probability. For this reason, it
is crucial to understand and look into the sam-
ple distributions used by the most advanced data
generation approaches which are available today.
Ahmed et al. [2023] conducted a thorough inves-
tigation into iterative backtranslation for English-

Assamese language pair and presented a simplified
version of iterative backtranslation. Their find-
ings demonstrated considerable improvements in
BLEU scores: +6.38 for English-Assamese and
+4.38 for Assamese-English.

3 Experimental Setup

This section describes the dataset, preprocessing
method, steps before training, and evaluation met-
rics.

3.1 Dataset

The training dataset is taken from the Samanantar
[Ramesh et al., 2022] and Flores200 dataset [ Costa-
jussaetal., 2022] is used for testing purposes to de-
velop the NMT and the BT baseline models. The
languages used for our experiments and their statis-
tics are shown in Table 1. The dataset statistics
show that Hindi has the highest parallel and mono-
lingual dataset, while Assamese has the lowest (out
of 11 languages).

Table 1: Dataset Statistics

English to Indic | Parallel Dataset | Monolingual Dataset
Tamil (TA) 5.16 M 31.54M
Assamese (AS) 0.14M 1.38M
Marathi (MR) 3.32M 33.9™™
Malayalam (ML) 5.85M 56.06 M
Telugu (TE) 4.82M 47.8™
Bengali (BN) 8.52M 39.8™M
Gujarati (GU) 3.06M 41.12M
Hindi (HI) 8.56M 63.05M
Kannada (KN) 4.07TM 53.26 M
Odia (OR) 1.00M 6.94M
Punjabi (PA) 2.42M 29.19M

3.2 Preprocessing

Several preprocessing techniques are used before
translating from the source to the target languages.

1. Initially, from the dataset, several punctuation
in the extended Unicode are converted to their
standard counterparts.

2. Numbers in the ILs dataset are converted
from the Latin script to the Devanagari script.

3. Characters outside the standard alphabets of
the language pair are removed.

4. Unprintable characters are removed from the
dataset, and the dataset is trimmed of extra
white space.

5. Redundant quotation marks are removed
from the dataset.
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6. Sentences that are empty on any side of lan-
guages are eliminated.

7. To detect and eliminate repeated words from
a dataset. For example, in the English dataset
“Police has also started an investigation into
the matter.” translation in Hindi is 9T &f g-
o (Police) “= ag ot garar fop Amaat &Y 5w
¥ X & TS 8.” where the word police are
written in Hindi and English. So, the word
police in English is removed from the Hindi
dataset.

3.3 Tokenization and Lowercasing

The dataset is then tokenized for further pre-
processing. This creates tokens in the dataset sep-
arated by a single white space. The ILs and EN
datasets are tokenized using a modified Moses tok-
enizer [Koehn, 2007]. Moses tokenizers are one of
the most commonly used tokenizers in the English
language. Hence, the modified Moses tokenizer
is tailored for ILs. It effectively handles diacrit-
ics, including halants and nuktas. For example, in
Bengali " 2b I23 I fomst 0 327 WItst <ifS-
T A I ;. G M SR 17 s
changed into "2t I2J ITA fSMIT © I2T TICS
IS (VT I @SN SR 17,

3.4 Byte Pair Encoding (BPE)

Byte pair encoding is a form of tokenization in
which the most common pair of consecutive bytes
are combined with a byte not present in the data.
The train and dev data are byte pair encoded us-
ing the trained byte pair encoder (BPE) [Sennrich
et al.,, 2015]. BPE splits up the created tokens
and subjects them to sub-word-based tokenization.
This boosts the performance of the model and com-
presses the dataset, decreasing the training time for
the model. BPE is carried out using subword-nmt.
Subword-nmt is the decomposing of words into
smaller, subword units, which is used to success-
fully tackle the problems created by rarely seen
or out-of-vocabulary words in machine translation
systems. Then, the next step is to create a dictio-

nary.
3.5 Building dictionary and Binarization

A dictionary is built using the full dataset, which
maps tokens to numbers that the computer can
comprehend. The dictionary stores all mappings
of words from the source and target language into
numbers (indexes) that can be referenced by the

model. The processed dataset is then binarized us-
ing fairseq before training. Binarization helps to
load data and models faster by converting numbers
to the sequence of binary numerals.

3.6 Training

The experiment uses the Vaswani Transformer
model [Vaswani et al., 2017], which is imple-
mented in the Fairseq library [Ott et al., 2019],
an open-source sequence modeling toolkit that al-
lows training models for machine translation tasks.
The model comprises six encoder-decoder layers,
each with 512 hidden units and multi-head atten-
tion, which are optimized using the Adam opti-
mizer. Prior to being added to and normalized
with the sub-layer input, each sub-layer output is
subjected to a dropout value. All models utilized
for our experiments use Flores200 test sets [Costa-
jussa et al., 2022]. Our model is run on a high-
performance workstation equipped with an Intel
Xeon W-1290 CPU, with 10 physical cores and
20 threads (3.20 GHz base frequency, up to 5.20
GHz boost), providing robust multi-threading and
caching with 20 MiB of L3 cache. The system in-
cludes 62 GB of RAM and an NVIDIA Quadro
RTX 5000 GPU with 16 GB of VRAM, supported
by driver version 535.154.05. The system uses
CUDA 11.5 for compilation and is compatible with
CUDA 12.2 for runtime operations, optimizing
model training performance. The time to run each
model is roughly half to two days, according to
its dataset size. Fairseq library with Adam opti-
mizer with betas of (0.9,0.98) for training is used.
The initial learning rate reads 0.0005, and the in-
verse square root learning rate scheduler with 4000
warm-up updates has been used. The dropout prob-
ability has been set to 0.1, and the criterion is label-
smoothed cross-entropy with a smoothing factor of
0.1. The model is trained up to 300,000 updates. A
deliberate selection of 300000 updates is used in
the experiment in light of the variety of languages
in the dataset and the differing availability of data.
This choice ensures that the model goes through
more iterations during training, which improves its
ability to adapt to the dataset’s diverse linguistic
traits. The goal is to improve the model’s overall
performance so that it can effectively handle the
nuances of both low- and high-resource languages
during the training process.

Once training is completed, the best checkpoint
is loaded and used to generate a translation of
the test dataset using the fairseq model. Lastly,
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the transition quality is examined using evaluation
metrics.

4 Methods used

4.1 Models with Original Data

The initial step is to develop a baseline model us-
ing the Neural Machine Translation (NMT) model
with the Samanantar dataset for the English-11 ILs
and vice versa.

4.1.1 Neural Machine Translation(NMT)
System

Using NMT, in addition to adopting the probabilis-
tic framework, it takes a data-driven approach to
MT. It transforms the translation task into a proba-
bility distribution Wu et al. [2016]. With a parallel
dataset, the NMT decreases the translation task to
the probability distribution p of the target language
b given the source language a, as shown in Equa-
tion 1.

m

plirg | sre;a) = [ p (trg | trggn,..1), s7¢; )

k=1

(1)
Here, src = srcy . .. srcy, is an input source lan-
guage of n words, while trg = trg; ...trg,, rep-
resents the translated sentence of m words. Here
n,m # 0. « is the parameter to be learned, trg is
the current word, and trg(,_,. 1) represents the

previously created word.

4.2 Models with Backtranslated Data

An abundance of high-quality, diverse training
data is a prerequisite for training machine trans-
lation models effectively. Unfortunately, many
times it is difficult to obtain large parallel datasets
that contain paired sentences in both the source and
target languages. This limitation presents a signif-
icant challenge to achieving effective translation
quality. However, monolingual corpora, made up
of sentences only in the source language without
translations, provide a readily available resource
for exploring a variety of language styles and nu-
ances. To tackle this issue, combining parallel and
monolingual datasets is essential. To overcome
data scarcity constraints, backtranslation emerges
as a strategic augmentation method. It is a tech-
nique used to train NMT models.

The basic idea of backtranslation is to generate
additional training data by alternately converting

monolingual data through the source and target lan-
guages.

source target

Model Training

source | target

source model source -target ) target N
monolingual ) language generated

v

language

source | target

model target-source

monolingual| generated

Figure 1: Process of Backtranslation

The process starts with training a model from
source to target language using parallel data which
generates synthetic target language data (from
source monolingual data). The synthetic parallel
data, which includes a combination of original and
newly generated sentences(from source monolin-
gual data), is utilized for training the NMT model
from the target to the source language, as shown
in Figure 1. This iterative approach improves the
model’s adaptability and efficiency of the NMT
models by using the monolingual dataset, which
leads to better translation quality. Our method us-
ing backtranslation is explained in Algorithm 1.

To examine the effect of pseudo data size (Here,
pseudo data means the quantity or size of synthetic
data produced during the backtranslation method)
in an instance with limited resources, experiments
are conducted with three datasets i.e. AS, ML, and
HI. These languages are chosen according to their
variation in the size of data, low resource, medium,
and high resources concerning the dataset utilized.
The varying proportion of the parallel corpus to
pseudo data enabled the study of the impact of vari-
ous pseudo corpus scales on model performance. It
is observed while including more pseudo data, the
positive impact on performance diminishes. The
cause of this phenomenon is caused by the qual-
ity of pseudo data generated by the parallel corpus-
trained translation model. Hence, after doing ex-
periments with different data sizes, it is decided
to add 2% of the pseudo dataset with the parallel
dataset for Backtranslation purposes.

5 Results and Discussion

Table 2 displays the outcomes of our experiments
using NMT and backtranslation by utilizing eval-
uation metrics such as BLEU [Papineni et al.,
2002], TER [Wang et al., 2016], RIBES [Tan et al.,
2015], METEOR [Banerjee and Lavie, 2005], chrF
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Table 2: Evaluation Metrics for NMT and Backtranslation(where x indicate NMT and y indicate back-

translation)
Lang Language BLEU TER RIBES METEOR chrF COMET
Pairs
X y X y X y X y X y X y
Odia EN-OR  5.09 5.10 99.13 9570 0.58 0.61 0.24 0.25 36.58 36.75 0.73 0.74
OR-EN  10.92 11.75 84.95 87.28 0.59 0.61 0.38 0.41 39.27 42.07 0.75 0.76
Assamese EN-AS 0.26 0.01 135.15 110.75 0.14 0.13 0.07 0.05 9.55 4.96 0.50 0.44
AS-EN 0.77 0.67 178.79 123.65 0.18 0.13 0.17 0.17 20.50 16.29 0.54 0.50
Punjabi EN-PA  19.16 20.09 73.58 71.48 0.74 0.75 0.48 0.49 48.53 49.40 0.81 0.82
PA-EN  27.39 27.35 61.92 61.70 0.77 0.78 0.59 0.60 56.31 56.65 0.84 0.85
Gujarati EN-GU  16.29 17.14 81.43 7853 0.67 0.69 0.42 0.43 49.41 49.90 0.85 0.84
GU-EN  23.75 23.82 70.05 6858 0.72 0.73 0.57 0.56 55.30 54.37 0.84 0.85
Marathi EN-MR 951 899 97.43 9856 0.60 0.57 0.34 0.32 44.71 42.72 0.68 0.67
MR-EN  19.37 19.38 73.42 75.13 0.70 0.69 0.51 0.52 50.21 50.56 0.81 0.82
Kannada EN-KN  11.86 12.04 89.79 90.82 0.58 0.59 0.34 0.35 52.15 52.78 0.82 0.83
KN-EN  21.31 20.84 74.33 73.29 0.71 0.72 053 0.54 52.92 5252 0.82 0.83
Tamil EN-TA 7.03  7.93 107.84 108.05 0.31 0.32 0.24 0.25 52.64 52.75 0.83 0.82
TA-EN  20.99 22.38 74.36 70.97 0.71 0.72 0.53 0.55 52.32 52.50 0.81 0.83
Telgu EN-TE  13.73 14.10 91.80 92.85 0.61 0.62 0.39 0.40 54.41 54.97 0.81 0.82
TE-EN  24.52 25.06 68.95 70.78 0.73 0.74 0.56 0.59 55.36 57.09 0.82 0.83
Malayalam  EN-ML 8.12 814 106.52 103.27 0.44 0.45 0.29 0.28 52.90 52.91 0.82 0.83
ML-EN  22.13 2222 71.31 7292 0.71 0.72 0.54 0.55 53.61 53.93 0.82 0.83
Bengali EN-BN  16.02 16.99 74.90 72.04 0.71 0.72 0.41 0.43 52.15 53.50 0.84 0.85
BN-EN  28.22 29.15 62.60 62.01 0.76 0.77 0.61 0.62 58.03 58.93 0.86 0.87
Hindi EN-HI  31.41 29.77 57.82 60.38 0.78 0.77 0.56 0.54 56.60 55.32 0.79 0.78
HI-EN 3259 31.89 57.66 57.47 0.78 0.79 0.65 0.65 61.89 61.96 0.86 0.87

Algorithm 1 Pseudocode : Backtranslation

Require: languagel-language2 parallel data,
language2 monolingual data

Ensure: Trained model combining original and
synthetically generated data

Data Collection:
1. languagel-language2 parallel data, lan-
guage2 monolingual data.

Training language2 -> languagel Model:
2. Train a model to translate from language?2
to languagel with parallel data.

Backtranslation:

3. Use the trained language2 -> languagel
model to translate monolingual language2
dataset to languagel dataset.

4. Combine the synthetic parallel cor-
pus(translated languagel data with the orig-
inal language2 monolingual data) with the
original parallel corpus.

Model Training:

5. Train a new model for languagel to lan-
guage2 using the newly combined data (gen-
erated data from step 4).

[Popovi¢, 2015], and COMET [Rei et al., 2020]
scores.

The performance metrics generated from NMT
model, denoted by “X”, and Backtranslation, de-
noted by “Y” are shown in Table 2. Using NMT,
the BLEU score ranges between 0.26 to 32.59.
RIBES and METEOR scores lie between 0.14 to
0.78 and 0.07 to 0.65. TER score varies between
57.66 to 178.79, whereas the chrF score ranges
from 9.55 to 61.89, and the COMET score ranges
from 0.50 to 0.86. In general, using NMT, it
is noticed that the model performs better for ILs-
English (in terms of evaluation metrics). This is
likely due to the fact that English has relatively
poor morphology in comparison with numerous
ILs. It is also observed that the model-generating
output for Hindi (HI), Punjabi (PN), and Bengali
(BN) is good compared to other languages. The
datasets of BN and HI languages are qualitative
and less noisy; hence, they perform better than
other languages. Similarly, due to its smaller
dataset size, the model generating translation out-
put for the Assamese(AS) language consistently
performs poorly in various evaluation metrics. Af-
ter analysis of the dataset, cases of inaccurate trans-
lations are found in the AS dataset, which adds to
the lower evaluation scores. For example, in the
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AS dataset, FgRT 3HEE @@ 4399 Tq7I-
T9)f T foid WIfRS? It is translated as “when
it comes to speaking gods word, we will not dis-
obey our god, even in lands where modern - day
amaziahs are fomenting cruel persecution . ” How-
ever, its translation using Google translator is “
What kind of unjust things did some Israelites
do?”. Even the model-generated output for the
Odia (OR) language performed poorly due to its
smaller dataset size, which followed a pattern seen
with the Assamese language. It also performed
poorly due to its smaller dataset size, following
a pattern seen with the Assamese language. As
shown in Tables 2, a small improvement (in terms
of evaluation metrics) is noticed across all the lan-
guage pairs after backtranslation (with some excep-
tions such as AS, KN-EN, HI, EN-ML, KN-EN,
and EN-MR). After the backtranslation method,
the BLEU score ranges from 7.87 to 34.74 whereas
RIBES and METEOR range from 0.19 to 0.42 and
0.58 to 0.76 respectively. TER scores vary be-
tween 61.7 to 123.65 and chrF scores lie between
4.93 to 61.89. COMET which offers a compre-
hensive evaluation toolkit, assigns scores using BT
ranging from 0.50 to 0.85. The results demonstrate
that the use of backtranslation has less impact and
has not improved models with high BLEU score
NMT baselines, for instance, the HI model has no
improvement and it decreases the evaluation met-
rics. Backtranslation has shown a significant effect
in languages such as Tamil where the EN-TE in-
creases by 1.39 BLEU score. Indic languages are
subject-object-verb (SOV) languages, whereas En-
glish is subject-verb-object (SVO), which means
that word order frequently changes significantly.
In backtranslation, synthetic Indic sentences de-
rived from English may have an SVO structure that
differs from natural Hindi constructions providing
more “translationese”. Dravidian languages such
as Tamil, Telugu, Kannada, and Malayalam have
rich agglutinative morphology, where word stems
combine with extensive inflections and deriva-
tions. This is difficult for models with limited
data to generalize, leading to issues in tense, as-
pect, modality, gender, and case generation when
translating back and forth. The discrepancies be-
tween RIBES, METEOR, chrF, TER, METEOR,
COMET, and BLEU are due to their focus on dif-
ferent aspects of language quality. An interest-
ing finding from our backtranslation investigations
is that Assamese, which performed poorly with
NMT, performed even worse with backtranslation.

Similarly, Hindi despite having a better result with
NMT, failed to produce substantial improvements
through backtranslation. TA, KN, TE, and ML are
agglutinative, which means that words are often
created through the combination of smaller units
(morphemes) having particular meanings. Hence,
these languages benefit from word formation while
using BT because their learned patterns can be uti-
lized continuously during backtranslation. How-
ever, in EN-ML, KN-EN a small decrease in eval-
uation metrics is noticed. The findings show a
slight decrease in evaluations in some ILs when
BT is used. Particularly, variations to this decre-
ment exist, especially in translations from English
to ILS. The limited effect may be caused by a num-
ber of factors, including the inherent characteris-
tics of the language pair being translated, potential
domain inconsistencies, and the quality and diver-
sity of the language.

6 Conclusion

In this paper, a baseline NMT model on the
Samanantar dataset utilizing transformer architec-
ture is developed. In terms of BLEU, RIBES,
METEOR, chrF, and COMET, Hindi excels when
compared to other languages using NMT. From the
result, it has been observed that the ILs-English
NMT model outperforms and achieves higher
BLEU scores than the English-ILs NMT model.
For EN-IL translation using the NMT model, PA,
GU, BN, and HI perform better than other lan-
guages while for IL-EN translation PA, TE, BN,
and HI perform better than other languages. The
paper also discusses and investigates the effective-
ness of backtranslation (BT) for ILs and checks its
performance in MT model. The results show that
although BT enhanced the model’s performance,
however, this improvement was not as large as an-
ticipated, and the model did not significantly out-
perform the baseline NMT models. One reason for
the lack of noticeable improvements could be that
the baseline NMT models’ performance is subpar.
An analysis of the experiment shows that while
NMT models perform substantially better in some
cases, they generally produce disappointing results
over a wide range of languages. Even in these
circumstances, their performance is below expec-
tations. Since BT uses NMT models to produce
data, its shortcomings affect its capacity to produce
high-quality data. Another factor could be BT per-
forms best when for experiments high-quality data
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in both languages are available. However, even af-
ter filtration, the data obtained from experiments
with ILs is not particularly clean or reliable. This
means that the models that are used to create BT
data aren’t very good. Hence, there is not much ef-
fect of BT being noticed using ILs. In future work,
our findings can be expanded by examining mono-
lingual datasets of varying sizes and domains to
precisely determine the different levels of satura-
tion for backtranslation.

Limitation

The limitation of this work originates mainly from
the scope and methodology of the back translation
studies for 11 ILs. While this work gives helpful
insights into enhancing translation quality, it does
not cover all ILs, which limits the findings’ gen-
eralizability. It is also observed that the size and
quality of the original dataset were a problem, par-
ticularly for these ILs, since the results might have
been impacted by noisy or inadequate data. Fur-
thermore, computing constraints prevented the ex-
ploration of more advanced strategies, such as fine-
tuning large-scale models for each language. Fur-
thermore, these works only used backtranslation as
a data augmentation strategy, leaving the potential
for future research into complementing techniques
such as multilingual pretraining or synthetic data
production. These limitations identify potential ar-
eas for future research that could improve the tech-
nique and widen the scope of our work.
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A Appendix

The following section contains translation in-
stances using both NMT and NMT with backtrans-
lation models.

1. English to Odia

English: He built a WiFi door bell, he
said.

Reference: 69 SIQTIR @Qle' Qg Fils
PR 6Q FPRE

Reference Transliteration: Se WiFi kabaata
ghanti nirmana karithiba se kahichhanti.
Reference Word-wise English: He WiFi
door bell built has he said.

Generated using NMT model:: 64 SIQ
PR 6QIQ 60R A6 Rl @IRT
Transliteration: Se WiFi door bell nirmana
karithiba kahichhanti.

Word-wise English: He WiFi door bell built
has said.

Generated using Backtranslation model:
69 @228 64, 69 666\ GIRFIR KIS
QEPRAE |

Transliteration: Se kahichhanti je, se gotie
WiFi kabaata bareichhanti.

Word-wise English: He said that he a WiFi
door has built.

QOdia to English

Odia: 64 GIRNFIR 6QIQ 6QMm acllsl
@RYYQ RLR3

Transliteration: Se wifi door bel nirmana
karithiba kahichhanti.

Word-wise English: He said that he has
made a WiFi door bell.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model: he said he
has constructed wifi.

Generated using Backtranslation model:



he said that he had constructed the wifi.

. English to Assamese
English: During his trip, Iwasaki ran
into trouble on many occasions.

Reference: Q3 Trare [(fey smmoe 3=1-
=i Rermo AfJfee |

Transliteration: Eijatraat bibhinna somoyot
Iwasaki bipadat porisil.

Word-wise English: This journey in various
times Iwasaki trouble in faced.

Generated uisng NMT model: a3 R
FIIO (TLS WIAHA IR 'J |
Generated uisng Backtranslation model:
a3 Frars [{ifey swwe 3aefs [emo
*ff3fea|

Transliteration: Ei bishoye poroborti lekhat
alochona kora habo.

Word-wise English: This topic on next
writing discuss done will be.

Assamese to English

Assamese: 93 Tare R[(feg swwo
eI Reme siffe

Transliteration: eai jatraat eebivii somoyot
iwasaik eebopodot pirisol

Word-wise English: This journey was in
various times Iwasaki trouble in faced.
Reference: During his trip, Iwasaki ran into
trouble on many occasions.
Generated using NMT model:
followed by a few days ago.
Generated using Backtranslation model:he
said that he had a fine example for his wife
and his wife.

this was

. English to Punjabi

English: He built a WiFi door bell, he
said.

Reference: €76 foar, €ns ffq erdt-at
39 9% geret 31

Transliteration: Usne keha, usne ik WiFi
door bell banayi hai.

Word-wise English: He said, he a WiFi door
bell has made.

Generated using NMT model: @@ faa fa
8a' & eret-aret ot uidt emrel |
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Transliteration: Unha keha ki unha ne WiFi
di ghanti vajaayi.

Word-wise English: They said that they
WiFi’s bell rang.

Generated using Backtranslation model:
I

Transliteration: Usne ek WiFi door ghanti
banayi, “usne keha.”

Word-wise English: He a WiFi door bell
made, “he said.”

Punjabi to English

Punjabi: QFI?S faar, @Fl?i g edl-ard
39 98 gt 31

Transliteration: Usne keha, usne ik WiFi
door bell banayi hai.

Word-wise English: He said, he a WiFi door
bell has made.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model:he said, he
has built a wi-fi door bell.

Generated using Backtranslation model:
he has created a wi-fi door bell.

. English to Gujarati

English: He built a WiFi door bell, he
said.

Reference: dHQl AlSSIOSR dd ei-lel sd,
M dHQL 56] ©g.

Transliteration: Temne WiFi door bell
banavyo hato, em temne kahyu hato. Word-
wise English: He WiFi door bell built was,
he said was.

Generated using NMT model: &HQ‘[ dlgs-
$18 R oAl sdl. |

Transliteration: Temne WiFi bari banavi
hati.

Word-wise Translation:
made had.

Generated using Backtranslation model:
AHBL AlEsLE GlRE) ted (Mgl s .
Transliteration: Temne WiFi baranu ghant
nu nirmaan karyu hato.

Word-wise English: He WiFi door bell’s
construction did was.

He WiFi window



Gujarati to English

Gujarati: dH8l AlFsIOSR dd oAl
Sdll, 2H dHSl 58] .

Transliteration: Temne vaiphai dor bel

banavyo hato, em temne kahyu hutu.
Word-wise English: He built a Wi-Fi
doorbell, he said.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model:he had built
the wimbledon bell, he said.

Generated using Backtranslation model:he
built a wi-fi bell,” "’he said.”.

. English to Marathi

English: He built a WiFi door bell, he
said.

Reference: d UM i, AT WiFi SISR s
CECCIRCIES

Transliteration: Te mhanale ki, tyanni WiFi
door bell banvali aahe.

Word-wise Translation: He said that he

WiFi door bell made has.

Generated using NMT model: il am-
g ERIH sel TaR chedl.

Transliteration: Tyanni WiFi darachi bell
tayar keli.

Word-wise Translation: He WiFi door’s
bell prepared did.

Generated using Backtranslation model:

Transliteration: Tyanni WiFi daravarachi
bell banavali.

Word-wise Translation: He WiFi door-on
bell made.

Marathi to English

Marathi: d ®Umel &I, I WiFi SI8R
S SIaet! 3TTe.

Transliteration: tem hanale ka, ta yanni
WiFi doar bel banavali ahe

Word-wise Translation: They said that they
have made a WiFi doorbell.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model: they have
created wifi dover bell,” ”he said.”
Generated using Backtranslation model:
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9999 G’he has made Wiﬁ pie bell,’, ’7he Said.”

. English to Kannada

English: He built a WiFi door bell, he
said.

Reference: €9z30) fgjﬁd t3e0s 23e>° 30339
BRT38 0 €9z3T HePTD.
Transliteration:  Avaru WiFi
ghante nirmisidare endu heLidaru.
Word-wise Translation: He WiFi door bell
built has, he said.

Generated using NMT model: €9z33) 333

dvaarada

Be2dreressdy AeERTIT.
Transliteration: Avaru WiFi kada
tayarisidaru.

Word-wise Translation: He WiFi door
prepared.

nn

Generated using Backtranslation model:
"D f;dfé 239ReD AERTD” "ot
e9RD BeDTA."”
Transliteration:  Avaru WiFi
ghante kattidaru endu heLidaru.
Word-wise English: He WiFi door’s bell
built has, he said.

dvaarada

Kannada to English

Kannada :e9530) 233, tdeo® 23e° 303
BRT38 0o €953 BePTD.
Transliteration: Avaru vaiphai dor bel
tayarisiddare endu avaru helidaru.
Word-wise English: They have made a
Wi-Fi doorbell, they said.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model:
have made a wi-fi door bell.”
Generated using Backtranslation model:
he said that they have made wi-fi dorm.

999999

they

. English to Tamil

English: He built a WiFi door bell, he
said.

Reference:3{6U[J, ST60T  6D6Uco6DILI
&5H6 SIMIeSLIL essflemw 2 (HeuTs
SHWHTHS Fam)6oTT.

Transliteration: Avar WiFi kadhavu mani
amaithadhaga avar sonnaar.



Word-wise English: He WiFi door bell
made as he said.

Generated using NMT model: 2|6UIy
() 6M6UcoedILI &HHe Loessilemw
&L 1geoTmry.”
Transliteration:
amaithaar.
Word-wise English: He WiFi door made.
Generated using Backtranslation model:
SI6UTEM6UcoEDILI H&6M6U &L Ig6BTITI.
Transliteration: Avar WiFi kadhavu
maniyai amaithadhaga sonnaar.

Word-wise English: He WiFi door bell built
said.

mmon

Avar WiFi kadhavai

Tamil to English

Tamil: 6], HTEIT EM6ULEDLI &H&6)
SiMleliy wessflenw 2 (HeuTsEsw
BT&S FaM)6sTITI.

Transliteration: Avar, tan vai-fai kathavu
arivippu maniyi uruvakkiyadag kuriJar.
Word-wise translation: He, he WiFi door
bell built said.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model: he said he
created the wifi door bell.

Generated using Backtranslation model:he
said he created the wi-fi doors.

. English to Telugu

English: He built a WiFi door bell, he
said.

Reference: e9e55 WiFi &5 3¢5 QBoeesd.

Q) BaINCH.

Transliteration: Athanu WiFi door bell
nirminchadu. Ani cheppadu.

Word-wise translation: He WiFi door bell
built. That said.

Generated using NMT model: Wi-Fi
E3yS 5 DBPDKHE) BOF..
Transliteration: Wi-Fi  doorbell nu

nirminchinatlu teliparu.

Word-wise translation: Wi-Fi doorbell that
built informed.

Generated using Backtranslation model:
32 E°3)9) 1BoEE SO .

Telugu to English
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Telugu : ¢S5 WiFi &6 B dBoecd.
Q) WD,

Transliteration: Atanu WiFi dor bel nir-
maimcadu ani ceppadu.

Word-wise translation: He WiFi door bell
built said.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model: “he built the
wifi door bell.” ””

Generated using Backtranslation model:
he said he built the wifi door bell.

. English to Malayalam

English: He built a WiFi door bell, he said.
Reference: ®@0GGa0o 63@3 WiFi GWID
OMIMD DENILHIOWMT @RAIM  alD
61010},

Transliteration: Ayaal WiFi kavaadamani
nirmichu, ennu paranju.

Word-wise English: He WiFi door bell built,
said.

Generated using NMT model: @0GGaNo
60} O6NINNN I SENITd MIdaR]
203
Transliteration:
panithu.
Word-wise English: He WiFi door built.
Generated using Backtranslation model:
@PG3aNo 6311 6)6U66)N BOWID
&6nU@d MR 5)3, " @RGGEaN0 IO},
Transliteration: Ayaal WiFi kavaadamani
nirmichu ennu paranju.

Word-wise English: He WiFi door bell built,
said.

Ayaal WiFi kavaadam

Malayalam to English
Malayalam:@083a0o0 @) WiFi Gwod
OMIMD DENILHOWMT @RAIM  lD
61010},

Transliteration: Addeham oru WiFi dor bel
untakkiyennu avan palafifiu.

Word-wise translation: He a WiFi door bell
made said.

Reference: He built a WiFi door bell, he
said.

Generated using NMT model:He built a
WiF1i door bell, he said.

Generated using Backtranslation model:he
said he made a wifi door.



10. English to Bengali
English: He built a WiFi door bell, he said.
Reference: f5fd T @ fofy o
S3-FI3 (TIF @ (o IR
Transliteration: Tini bolechilen je tini ekti
WiFi dorjar ghonta toiri korechilen.
Word-wise Translation: He said that he a
WiFi door’s bell created had.
Generated using NMT model: fSfq Ice19,
" G313 AASI 0T IS |
Transliteration: Tini bolechen tini ekti WiFi
dorja toiri korechen.
Word-wise Translation: He said he a WiFi
door created has.
Generated using Backtranslation model:

fof = suReR wwen @& ok
PRME |

Transliteration: Tini bolechilen je tini ekti
WiFi ghontar bebostha korechilen.
Word-wise Translation: He said that he a
WiFi bell’s arrangement had done.

Bengali to English

Bengali: fSfF Tae @ fofF asfe ws-
T3 (O [ (ofF IRMEES|
Transliteration: Tini janan je tini €kati wai-
phai dor bel tairt karechélen.

Word-wise translation: He informs that he a
WiFi door bell made has.

Reference:He built a WiFi door bell, he said.
Generated using NMT model: He built a
WiFi door bell, he said.

Generated using Backtranslation model:he
said he had created a wi-fi door bell.

11. English to Hindi

English: He built a WiFi door bell, he

said.
Reference: 3Igi4 (S fAfA=Tw) e, fh

Transliteration: Unhone (Jamie Siminoff)
kaha, ki unhone ek WiFi door bell banai hai.
Word-wise translation: He (Jamie Simi-
noff) said, that he a WiFi door bell made is.
Generated using NMT model: 3814 el
foh 361 Ueh ATSHIS SR &t 518 &
Transliteration: Unhone kaha ki unhone ek
WiFi door bell banai hai.

Word-wise translation: He said that he a
WiFi door bell made is.

Generated using Backtranslation model:

31 gl feh Ueh aTSThIS SR ael SIS 8 |
Transliteration: Unhone kaha ki ek WiFi
door bell banai hai.

Word-wise translation: He said that a WiFi
door bell made is.

Hindi to English

Hindi: G@ﬁ (@ﬂ:ﬁ @ﬁ?\fq;) <hal, o G%ﬁfr
Ueh aISthIS SR &l oS 2.

Reference:He built a WiFi door bell, he said.
Transliteration: Unhone (Jamie SiminofY)
kaha, ki unhone ek WiFi1 dor bel banai hai.
Word-wise translation: They (Jamie Simi-
noff) said, that they a WiFi door bell made
have.

Generated using NMT model: he (jamie
siminouf) said he has made a wifi door bell.
Generated using Backtranslation model:
he (jamie siminouf) said he made a wifi door
bell.

B Error Analysis

All the generated translations are categorized and
analyzed into Multidimensional Quality Metrics
(MQM)' based error analysis categories. Differ-
ent categories of error are analyzed based on their
accuracy, fluency, and mistranslations that impact
the translation quality. For example, while trans-
lating of English to Odia language, it has been
observed that the NMT model generated transla-
tion for “He built a WiFi door bell, he said” has
a minor error. It translates as “he built a WiFi
doorbell, he said,” but uses "6@m" (bel) (translit-
eration for bell) rather than the native Odia "Q&}"
(“bell”). The translation generated by NMT result
is more consistent than the backtranslation model,
though both exhibit jarring translations. While the
translation of the NMT model is simpler, errors
still remain due to inaccurate word choices. Sim-
ilarly, the term “doorbell” is missing from both
translations when analyzing the error for the Odia
to English translation generated using the nmt and
backtranslation models. This results in a signifi-
cant meaning error as the intended object is inac-
curately converted to “WiFi,” distorting the trans-
lation. This type of error falls under the category of
‘Omission’ under the MQM framework. Despite

'MQM, Error types: Typology, n.d., accessed: 2024-
10-31.  [Online].  Available: https://themgm.org/
error-types-2/typology/
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the fact that both outputs are acceptable in English,
the omission error hinders readability and clarity
of meaning. By leaving out the word “door bell”,
the translations lose important context, changing
how the subject’s action is interpreted and introduc-
ing incomplete understanding. Similarly, while an-
alyzing the English to Assamese translation utiliz-
ing NMT models, the statement in English, “Dur-
ing his trip, Iwasaki ran into trouble on many occa-
sions,” is incorrectly translated into Assamese as,
“This will be discussed in the next article,” which
is unrelated. This is a serious accuracy error un-
der the MQM framework that totally obscures the
meaning. However, while using the back trans-
lation model, it is able to translate the sentence,
probably because of its closer grammatical struc-
ture as well as vocabulary compatibility. In this
case, NMT’s fluency is low since it produces a sen-
tence that is wholly unrelated to the input, while
the backtranslation is fluent and accurately reflects
the reference text. For Assamese to English trans-
lation, the NMT model erroneously generates a
timeline-based sentence, “this was followed by a
few days ago,” which does not accurately portray
the intended narrative of difficulties. The transla-
tion generated using backtranslation model is en-
tirely incomprehensible, implying unrelated parts
such as “fine example for his wife,” which have no
resemblance to the original. This type of error falls
under the category of mistranslation, accuracy, and
incoherence. This translation generated from the
models contains serious mistranslation errors that
completely change the meaning of the text, ren-
dering both outputs unintelligible to the intended
reader.

For the case of English to Punjabi language
translation, NMT model renders “He built a WiFi
doorbell, he said” as “he said he played a Wi-Fi
bell,” which is inaccurate since “built” is mistaken
for “played.” Nevertheless, the backtranslation
model, which yields “he built a WiFi doorbell, he
said,” is more accurate, despite a few small gram-
matical errors. Both translations lacked natural
flow. In Punjabi, precise terminology would bet-
ter indicate construction (“g&TeM™) (“Bana‘i’a”)
rather than (“@AT€1”) (Vaja’i). Translation gener-
ated from backtranslation model is easier to read.
Both translations lacked natural flow. In Pun-
jabi, precise terminology would better indicate
construction (“&&Tfem™) (Bana‘i’a) rather than
(“gAmEt”) (“Vaja’i”). A backtranslated statement
is easier to read. Meanwhile, for Punjabi to En-

glish language translation, both translations effec-
tively convey the majority of the original content.
However, since the backtranslation omits the orig-
inal speaker tag, there is a small amount of ambi-
guity, and the structure lacks consistency. The ab-
sence of “he said” makes the sentence appear in-
complete in terms of dialogue or quote structure.
This type of error falls under the category of ‘Omis-
sion’ and ‘Fluency’ under the MQM framework.
Minor challenges hinder the overall effectiveness
of backtranslation, although the meaning is primar-
ily maintained in both models.

From English to Gujarati translation, the NMT
model interprets “doorbell” as “Wimbledon bell,”
which is a severe accuracy issue. This issue
could be due to an uncertain vocabulary corpus in
English-Gujarati translations. However, the trans-
lation generated by the back translation produces
output closer to the desired meaning, but it con-
tains redundancy, such as “constructed,” which re-
duces the clarity. Similarly, for the translation of
Gujarati to English using the NMT model, “Wim-
bledon bell” is an incorrect translation for “WiFi
door bell,” most likely owing to phonetic or contex-
tual confusion, resulting in a significant terminol-
ogy issue. While the backtranslation model almost
catches the original meaning, there is a punctua-
tion issue with the quotation marks, causing some
uncertainty. The NMT model’s translation signifi-
cantly misrepresents the crucial term, resulting in
confusion. The backtranslation output is more ac-
curate, with minimal punctuation and fluency mis-
takes. This type of error falls under the ‘mistrans-
lation” and ‘Fluency’ categories under the MQM
framework.

Similarly, for translating English to Marathi
language, the NMT translation, “they have in-
vented wifi Dover bell, he remarked,” transforms
the “WiFi doorbell” to “Dover bell,” resulting in an
accuracy issue. Backtranslation, on the other hand,
retains the term “doorbell,” despite slight difficul-
ties with clarity and contextual accuracy. It has
been noticed that NMT has reduced fluency due
to the arbitrary addition of “Dover,” whereas back-
translation gives somewhat enhanced fluency. The
fundamental vocabulary problems cause misinter-
pretation, and punctuation further complicates in-
telligibility. Similarly, for translation of Marathi
to English, both models misinterpret “door bell”
as “dover bell” or “pie bell,” representing signifi-
cant terminology errors. Additionally, both trans-
lations exhibit punctuation issues with quotation

164



marks, creating readability issues. This type of er-
ror falls under the ‘mistranslation’ and ‘Terminol-
ogy’ categories under the MQM framework. The
major vocabulary problems cause misinterpreta-
tion, and punctuation further reduces clarity.

In the case of translation from English to Kan-
nada translation, the NMT model’s translation
“they have made Wi-Fi bell, he said” comprises an
accuracy concern, since it fails to indicate that the
bell is built and functional. The backtranslation is
also imprecise. Both outputs contain awkward lan-
guage, which reduces overall fluency. The use of
the appropriate Kannada phrase for “WiFi” would
improve readability. When translating from Kan-
nada to English sentence using the Backtransla-
tion methodology, the word “dorm” is misused,
changing its meaning to imply something quite
unrelated. While the translation generated from
NMT model is more precise, the absence of ini-
tial topic background diminishes precision. The
translation output generated from the backtransla-
tion model deviates from the meaning of the source
language, whereas the NMT model is more accu-
rate but might benefit from improved consistency.
This type of error falls under the ‘fluency’ and ‘ter-
minology’ category under the MQM framework.

However, in the case of English to Telugu trans-
lation, NMT and backtranslation both handle the
word “doorbell” inconsistently. While the back-
translation slightly improves the clarity, NMT cre-
ates errors, such as interpreting it as “doarbell.”
However, the translation generated from NMT
models is slightly awkward but understandable,
while the back translation is marginally better in
readability. Similarly, while translating from Tel-
ugu to English language translation, the NMT
model accurately translates "WiFi door bell” and
provides the entire concept with clarity and struc-
ture. The translation generated from the backtrans-
lation model, such as others, omits the “door,”
which slightly alters the object’s specificity. This
type of error falls under the ‘Omission ’ and ‘Ac-
curacy’ category under the MQM framework. The
backtranslation model loses some specificity by
omitting off “door,” whereas the NMT approach
produces a clear and precise translation.

While analysis of English to Malayalam trans-
lation, NMT clearly translates the statement with
small variations, such as changing “doorbell” to
“door ring.” Backtranslation creates ambiguity by
misinterpreting “WiFi door.” The translation gen-
erated from NMT models accurately translates

the statement with slight modifications, such as
changing “doorbell” to ”door ring.” Backtransla-
tion causes uncertainty by misinterpreting “WiFi
door.” The NMT methodology generates more flu-
ent text, whereas backtranslation introduces some
ambiguity by misinterpreting “WiFi door.”. For
Malayalam to English translation, The translation
generated from the NMT model captures the entire
translation accurately, maintaining the terminol-
ogy “WiFi door bell” correctly. However, a com-
mon problem seen in translation generated from
the backtranslation model leaves out “door” from
“WiFi door bell,” which somewhat reduces speci-
ficity. The backtranslation’s omission of “door”
reduces the clarity. With the NMT model, correct
translation is provided. Hence, this type of error
falls under the ‘Omission * and ‘Accuracy’ cate-
gory under the MQM framework.

Similarly, while translating from English to
Bengali sentence, the translation generated from
the NMT and back translation model provides cor-
rect words; however, the NMT model incorrectly
translates “doorbell” as “door knocker.” The NMT
translation is more consistent in fluency than the
backtranslation, which has minor grammatical is-
sues. Likewise, for Bengali to English translation,
the NMT model accurately captures the meaning
of “WiFi door bell” while still keeping the quote’s
context. Similarly, backtranslation , the word
“door” is omitted, resulting in a slight loss of clar-
ity and object specificity. Hence, this type of er-
ror falls under the ‘Omission’ and ‘Accuracy’ cat-
egory under the MQM framework. The backtrans-
lation model includes a slight omission, whereas
the NMT model accurately represents the source
text.

For translation of English to Hindi language,
the NMT and backtranslation methods produce
similar sentences that accurately preserve the
meaning, using the Hindi term “&15 8”. Both the
translations generated express the speaker’s intent.
Fluency is strong in both models, with NMT hav-
ing a minor advantage due to its consistent phras-
ing. However, while translating Hindi to English
sentence, the NMT model correctly captures the
message and uses the crucial terminology “WiFi
doorbell” while keeping the main context. The
backtranslation model omits the word “door” in
“WiFi door bell,” resulting in a modest omission
and loss of detail. Both translations are mostly cor-
rect, but the backtranslation model’s omission of
the word “door” diminishes specificity.
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