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Abstract

This study evaluates the question-answering
capabilities of Large Language Models
(LLMs) in Urdu, addressing a critical gap
in low-resource language processing. Four
models GPT-4, mBERT, XLM-R, and mT5
are assessed across monolingual, cross-
lingual, and mixed-language settings using
the UQuAD1.0 and SQuAD2.0 datasets.
Results reveal significant performance gaps
between English and Urdu processing, with
GPT-4 achieving the highest F1 scores (89.1%
in English, 76.4% in Urdu) while demon-
strating relative robustness in cross-lingual
scenarios. Boundary detection and translation
mismatches emerge as primary challenges,
particularly in cross-lingual settings. The
study further demonstrates that question
complexity and length significantly impact
performance, with factoid questions yielding
14.2% higher F1 scores compared to complex
questions. These findings establish important
benchmarks for enhancing LLM performance
in low-resource languages and identify
key areas for improvement in multilingual
question-answering systems.

1 Introduction

The rapid advancement of LLMs has revolution-
ized natural language processing, demonstrating
remarkable capabilities in various tasks, particu-
larly in English and other high-resource languages.
However, their effectiveness in low-resource lan-
guages, such as Urdu, remains a critical area requir-
ing systematic evaluation. As Lewis et al. (2020)
demonstrated that Question Answering (QA), as
a fundamental test of language understanding,
serves as an excellent probe for assessing these
models’ cross-lingual and multilingual capabili-
ties.
Wu and Dredze (2022) highlighted significant

disparities in the performance of large language

models (LLMs) between high-resource and low-
resource languages. Similarly, Arif et al. (2024b)
showed that while models like GPT-4 and mT5
achieve impressive results in English, their per-
formance often degrades substantially when han-
dling languages with limited training data or com-
plex morphological structures. Furthermore, Daud
et al. (2017), Rahim and Khoja (2024), and Kazi
et al. (2023) emphasized that Urdu, spoken by ap-
proximately 170 million people worldwide, serves
as a particularly intriguing case study due to its
rich morphological structure, distinct script, and
limited computational resources.
The challenge of cross-lingual question answer-

ing has gained increasing attention in recent years.
Clark et al. (2020) focused primarily on transfer
learning and fine-tuning approaches. However,
the emergence of large-scale multilingual mod-
els has opened new possibilities for zero-shot and
cross-lingual applications. Conneau et al. (2020)
demonstrated the potential of cross-lingual repre-
sentation learning, while Pfeiffer et al. (2020) ex-
plored adapter-based approaches for cross-lingual
transfer.
The development of Urdu-specific resources has

also seen notable progress. Kazi and Khoja (2021)
created UQuAD1.0, providing crucial benchmarks
for evaluating model performance. These re-
sources, combined with advances in multilingual
model architectures, create an opportunity to sys-
tematically assess how well current LLMs han-
dle cross-lingual andmultilingual QA tasks involv-
ing Urdu. Kazi and Khoja (2024) proposed a
context-aware QA framework tailored to Urdu, uti-
lizing sliding window score specifically designed
for comprehension of long-context dependencies.
Their methodology sets a benchmark that aligns
with this study’s focus on evaluating cross-lingual
model performance for low-resource languages.
Arif et al. (2024a) have shown that models

with fewer parameters but more language-specific
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training often outperform larger, general-purpose
models in Urdu NLP tasks. This finding raises
important questions about the trade-offs between
model size and language-specific optimization,
as discussed by Chen et al. (2023). Further-
more, Wang et al. (2024) suggest that carefully de-
signed prompting strategies can significantly im-
pact cross-lingual performance.
The relationship between script systems and

model performance presents another crucial con-
sideration. Unlike languages that use Latin script,
Rahman et al. (2023) note that Urdu’s Nastaliq
script introduces additional complexity in text pro-
cessing and token alignment. Wang et al. (2019)
demonstrated that script differences can signifi-
cantly impact model performance in cross-lingual
tasks, making this an important factor in our eval-
uation.
Our work makes several key contributions to

this developing field:

• We present the first comprehensive evalua-
tion of LLMs’ question answering capabil-
ities across monolingual, cross-lingual, and
mixed-language settings involving Urdu.

• We analyze performance patterns across dif-
ferent question types and lengths, providing
insights into the models’ handling of varying
complexity levels.

• We identify and quantify specific challenges
in cross-script processing and boundary de-
tection, offering valuable insights for future
model development.

• We establish benchmark results for fourmajor
LLMs (GPT-4, mBERT, XLM-R, and mT5)
in Urdu QA tasks, providing a foundation for
future research.

Our evaluation framework includes five experi-
mental settings: (E1) full Urdu prompts, (E2) Urdu
questions with English context, (E3) English ques-
tions with Urdu context, (E4) full English prompts,
and (E5) mixed-language prompts. This setup al-
lows us to examine various cross-lingual compre-
hension and generation challenges.
The findings reveal significant performance

gaps, with models experiencing noticeable degra-
dation in Urdu and cross-lingual settings. GPT-4,
for instance, achieves an F1 score of 89.1% in En-
glish but drops to 76.4% in Urdu, with further de-
clines in cross-lingual tasks. These results under-

score the complexities ofmultilingualmodel devel-
opment and the need for progress in low-resource
languages like Urdu.
This study contributes valuable insights into

LLMs’ cross-lingual limitations, emphasizing the
ongoing need for robust multilingual modeling, es-
pecially for morphologically complex languages.
The remainder of this paper is organized as fol-

lows: Section 2 provides a review of related work,
highlighting key advancements and challenges in
multilingual NLP and cross-lingual question an-
swering. Section 3 gives details of the method-
ology, including models selected and prompting
techniques. Section 4 describes the datasets used
and experiments done. Section 5 presents the
results and discussion, focusing on performance
gaps, question type analysis, and error patterns.
Section 5 outlines the limitations of the current
study.

2 Related Work

The exploration of large language models (LLMs)
in multilingual contexts, particularly for low-
resource languages like Urdu, has garnered sig-
nificant attention in recent years. This litera-
ture review examines key studies that have con-
tributed to understanding and advancing LLMs’
capabilities in cross-lingual question answering
(QA) and related tasks.Cross-lingual QA involves
answering questions in one language based on
context provided in another, posing unique chal-
lenges for LLMs. Zhou et al. (2021) investi-
gated zero-shot cross-lingual transfer for multilin-
gual QA over knowledge graphs, highlighting the
difficulties LLMs face when transferring knowl-
edge across languages without fine-tuning . Sim-
ilarly, Riabi et al. (2020) proposed synthetic data
augmentation to enhance zero-shot cross-lingual
QA performance, demonstrating that generating
synthetic data in target languages can improve
model accuracy without additional annotated data
. The scarcity of high-quality datasets in Urdu
has been a significant barrier to developing ef-
fective NLP models. To address this, Arif et al.
(2024a) introduced UQA, a corpus for Urdu QA
generated by translating the Stanford Question
Answering Dataset (SQuAD2.0) using the EATS
technique, which preserves answer spans in trans-
lated contexts . Additionally, Kazi and Khoja
(2021) developed UQuAD1.0, an Urdu QA dataset
combining machine-translated SQuAD data with
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human-generated samples, providing a substantial
resource for trainingUrduQAmodels . Evaluating
LLMs on low-resource languages like Urdu has re-
vealed performance disparities compared to high-
resource languages. A study by Arif et al. (2024b)
assessed general-purpose models such as GPT-4-
Turbo and Llama-3-8b against specialized models
fine-tuned on specific tasks, focusing on classifi-
cation and generation tasks in Urdu. The findings
indicated that models with fewer parameters but
more language-specific data performed better than
larger models with less language-specific data,
underscoring the importance of tailored training
for low-resource languages Prompting techniques
play a crucial role in zero-shot learning scenarios,
where models are expected to perform tasks with-
out task-specific training. Agarwal et al. (2022)
explored zero-shot cross-lingual open-domain QA,
emphasizing the impact of prompt design onmodel
performance across languages. Their work sug-
gests that carefully crafted prompts can enhance
LLMs’ ability to generalize across languages, even
in the absence of fine-tuning. Despite advance-
ments, challenges persist in developing LLMs for
low-resource languages. The limited availability
of high-quality training data, coupled with inher-
ent linguistic complexities, hampers model perfor-
mance. Future research should focus on creat-
ing comprehensive multilingual datasets, develop-
ing effective cross-lingual transfer learning tech-
niques, and designing models that can adapt to
the nuances of low-resource languages like Urdu.
In summary, while significant progress has been
made in cross-lingual QA and the development of
resources for low-resource languages, ongoing ef-
forts are essential to bridge the performance gap be-
tween high-resource and low-resource languages
in NLP applications.

3 Methodology

This study investigates the performance of large
language models (LLMs) on Urdu Question An-
swering (QA) using zero-shot and cross-lingual
prompts. We evaluate multiple models, explore
various prompt settings, and assess model re-
sponses to identify the strengths and limitations of
LLMs in a low-resource language context.

3.1 Models Selected

We selected the following LLMs for evaluation,
focusing on their capacity for multilingual under-

standing:

• GPT-4: Known for its strong multilingual ca-
pabilities, particularly with zero-shot and few-
shot prompts (OpenAI, 2023).

• mBERT: Multilingual BERT, pre-trained on
104 languages, commonly used for low-
resource languages (Devlin et al., 2019).

• XLM-R: Cross-lingual XLM-RoBERTa,
trained on 100 languages with enhanced
performance in cross-lingual tasks (Conneau
et al., 2020).

• mT5: A multilingual version of T5, which
has demonstrated effectiveness in question-
answering tasks across languages (Xue et al.,
2020).

These models were selected based on their es-
tablished performance in multilingual NLP tasks
and availability for zero-shot or cross-lingual QA
tasks.

3.2 Prompting Techniques
We employed a zero-shot prompting approach
where models are given questions in Urdu with-
out prior fine-tuning. The models are tested on
their ability to understand and respond accurately
in Urdu. Different prompt formats are tested to un-
derstand how prompt structure influences model
performance:

• Original Urdu Prompts: Both the context
and question are presented in Urdu, allowing
us to evaluate the models’ zero-shot capabili-
ties in handling native Urdu input.

• Translated Prompts: Questions and context
are translated between Urdu and English to
create various cross-lingual scenarios, includ-
ing:

– Urdu Question, English Context:
Tests comprehension when the question
is in Urdu but context is in English.

– English Question, Urdu Context:
Tests understanding when the question
is in English and context in Urdu.

• Full Urdu Prompt: Both the question and
context are in Urdu.

• Full English Prompt: For comparison, we
also provide English questions and contexts.
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• Mixed-Language Prompts: Combining lan-
guages within the prompt to evaluate models’
ability to bridge language gaps in real-time.

3.3 Evaluation Metrics
To assess model performance, we utilized the fol-
lowing evaluation metrics, which are standard in
question-answering tasks:

• ExactMatch (EM):Measures the percentage
of responses that exactly match the ground-
truth answers, ensuring a strict assessment of
accuracy.

• F1 Score: Calculated based on the overlap of
predicted answers with ground-truth answers,
accounting for partial matches to capture nu-
anced correctness.

• ROUGE-L: Measures the longest common
subsequence between the predicted and actual
answer, providing insights into answer rele-
vance.

4 Experimental Details

4.1 Data
In this study, we utilize the UQuAD1.0 (Kazi and
Khoja, 2021) and SQuAD 2.0 (Rajpurkar et al.,
2018) datasets to evaluate question-answering
performance in Urdu and English, respectively.
UQuAD1.0, specifically tailored for the Urdu lan-
guage, comprises approximately 49,000 question-
answer pairs, including 45,000 machine-translated
pairs derived from SQuAD and 4,000 manually cu-
rated pairs to ensure linguistic and cultural rele-
vance to Urdu. The manually curated QA pairs
consists of diverse array of question types, cate-
gorized by cognitive difficulty as shown in Table
1. Since UQuAD1.0 is an extractive machine read-
ing comprehension dataset, it exclusively includes
questions with answers directly found as spans of
text in the context, thereby excluding yes/no ques-
tions.
For English, we use SQuAD 2.0, an exten-

sive dataset with over 130,000 question-answer
pairs, including over 50,000 unanswerable ques-
tions crafted to challenge model comprehension.
Since UQuAD is a direct translation of SQuAD,

it allows controlled cross-lingual experiments with
consistent question-answer pairs in Urdu and En-
glish. This dual data set approach allows us to mea-
sure the zero-shot capabilities of themodels in both

Statistic Value
QA Pairs 4,000
Data Sources Urdu Wikipedia,

O-level content
Unique Paragraphs 1,972
Average Sentences per
Paragraph

6.33

Average Paragraph Length 168.11 tokens
582.45 characters

Average Question Length 12.92 tokens or
43.70 characters

Average Answer Length 3.48 tokens
14.27 characters

Question Types What
When, Where,
Who

Topics Covered Politics, Religion,
Education
Miscellaneous

Table 1: Statistics of the Crowdsourced UQuAD1.0
Dataset

low-resource (Urdu) and high-resource (English)
contexts, providing a broad assessment of linguis-
tic adaptability and cross-lingual understanding.
Both datasets consists of:

• Context: A passage of text.

• Question: Question based on the passage.

• Answer: A text span from the passage.

4.2 Experiments
In this study, we used LLM to assess their per-
formance in QA tasks, specifically focusing on
their capabilities in a zero-shot cross-lingual en-
vironment for Urdu. Due to the limited avail-
ability of cross-lingual datasets tailored for QA in
low-resource languages, our approach provides in-
sights into the effectiveness of LLMs in handling
QA tasks without extensive fine-tuning. For our
experiments, temperature settings were not appli-
cable since our task focused on answer span extrac-
tion rather than text generation. Span extraction
relies on direct probability distributions over pos-
sible token positions, making temperature parame-
ters unnecessary for this specific application. Each
experimental configuration is assigned a unique
identifier (E1, E2, etc.) to facilitate reference
throughout the study, as shown in Table 8. The
prompt settings are named as follows:
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• E1 - Full Urdu prompt: In this setting, both
the context and the question are provided in
Urdu, using UQuAD1.0 exclusively. This
prompt tests the model’s ability to interpret
and respond in Urdu, providing insights into
its performance in low-resource language set-
tings.

• E2 - Urdu Question, English Context:
Here, the question is given in Urdu from
UQuAD1.0, while the context is provided
in English from SQuAD 2.0. This cross-
lingual prompt evaluates the model’s capac-
ity to bridge language gaps, understanding a
question in Urdu and finding answers in En-
glish.

• E3 - English Question, Urdu Context: For
this setting, the question comes from SQuAD
2.0 in English, while the context is provided
in Urdu from UQuAD1.0. This approach
tests the model’s ability to interpret context
in Urdu while understanding and responding
to an English question, further assessing its
cross-lingual adaptability.

• E4 - Full English Prompt: Both the context
and question are in English, sourced entirely
from SQuAD 2.0. This monolingual English
prompt acts as a baseline for evaluatingmodel
performance in a high-resource language en-
vironment.

• E5 - Mixed Language Prompt: In this
prompt setting, context and question data are
mixed between Urdu and English, combining
inputs from both UQuAD1.0 and SQuAD 2.0.
This configuration tests themodel’s adaptabil-
ity to handle code-switching, evaluating its
ability to seamlessly interpret and respond
within a mixed linguistic framework.

Table 2 presents the performance compari-
son across different models and prompt settings,
demonstrating each model’s capacity to handle
both monolingual and mixed-language inputs. No-
tably, GPT-4 consistently outperformed other mod-
els across all settings, showing robust exact match
(EM), F1, and ROUGE-L scores. The model per-
formed particularly well in fully English settings
(E4), achieving the highest overall scores. How-
ever, performance decreased for the same models
when the prompts were fully in Urdu (E1) or in
a mixed-language setting (E5). This underscores

the challenges models face when processing low-
resource languages directly without fine-tuning.
Table 3 provides a closer examination of cross-

lingual scenarios, where the question and context
are presented in different languages. Here, GPT-4
again leads in terms of F1 and ROUGE-L scores,
but its performance drops significantly in cross-
lingual settings compared to fully monolingual En-
glish prompts. For example, when tested with
Urdu questions and English contexts (E2), as well
as English questions and Urdu contexts (E3), we
observed a reduction in F1 scores by 3.8% and
4.7%, respectively. This indicates that even sophis-
ticated models face difficulties bridging language
gaps without fine-tuning, likely due to limited ex-
posure to certain linguistic nuances during pretrain-
ing. Through this setup, we aim to provide a com-
prehensive evaluation of each model’s strengths
and limitations in handling both monolingual and
cross-lingual prompts in Urdu. These prompt set-
tings and naming conventions will be used consis-
tently throughout the discussion sections, offering
a structured view of model performance across var-
ied linguistic scenarios.

5 Discussion

This section discusses the findings from results, fo-
cusing on performance gaps, question type anal-
ysis, error patterns, prompt setting impacts, and
model-specific observations.
Language Performance Gap: An analysis of

the language performance gap shows a marked
decrease in model accuracy when transitioning
from English to Urdu prompts. On average, EM
scores dropped by 18.5%, F1 scores by 12.7%,
and ROUGE-L scores by 13.3% when shifting
from English to Urdu. This significant drop high-
lights the models’ limitations in handling low-
resource languages, as well as the need for more
language-specific training data to mitigate these
gaps. The language performance gap is most ap-
parent in mBERT and XLM-R, which are pre-
trained on a wide variety of languages but still
struggle with Urdu-specific constructs and contex-
tual understanding.
Question Type Analysis: UQuAD1.0, being an

extractivemachine reading comprehension dataset,
exclusively contains questions with answers that
are direct spans from the context. However, the
models displayed varying levels of effectiveness
across different question types. Factoid questions
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Model Prompt Setting Exact Match F1 Score ROUGE-L
GPT-4 Full Urdu (E1) 65.8% 76.4% 74.2%

Full English (E4) 84.3% 89.1% 87.5%
Mixed Lang. (E5) 71.2% 81.5% 79.8%

mBERT Full Urdu (E1) 48.5% 61.2% 59.7%
Full English (E4) 65.7% 75.3% 73.8%
Mixed Lang. (E5) 52.3% 64.8% 62.9%

XLM-R Full Urdu (E1) 53.2% 65.7% 63.9%
Full English (E4) 69.1% 78.4% 76.5%
Mixed Lang. (E5) 57.8% 68.9% 66.7%

mT5 Full Urdu (E1) 58.4% 67.9% 66.2%
Full English (E4) 73.8% 80.2% 78.6%
Mixed Lang. (E5) 61.4% 72.1% 70.3%

Table 2: Overall performance of models across different prompt settings.

Model Question-Context Lang Exact Match F1 Score ROUGE-L
GPT-4 Urdu-English (E2) 64.5% 75.2% 73.1%

English-Urdu (E3) 62.8% 73.9% 71.8%
mBERT Urdu-English (E2) 45.2% 57.8% 55.9%

English-Urdu (E3) 43.7% 56.3% 54.2%
XLM-R Urdu-English (E2) 49.8% 62.4% 60.5%

English-Urdu (E3) 48.1% 60.9% 58.7%
mT5 Urdu-English (E2) 54.6% 66.1% 64.3%

English-Urdu (E3) 53.2% 65.5% 63.8%

Table 3: Cross-lingual performance for different models with varying language settings.

(e.g., Who, What, When, Where) showed a 14.2%
higher F1 score on average compared to com-
plex questions (e.g., Why, How). This difference
suggests that factoid questions are less context-
dependent and simpler for models to answer ac-
curately, whereas complex questions introduce
greater ambiguity and require deeper comprehen-
sion of the context. Furthermore, response times
were 42% longer on average for complex ques-
tions, indicating the additional processing needed
to handle thesemore demanding queries. This vari-
ance in question type performance underlines the
importance of training models specifically on com-
plex question structures. Additionally, the exclu-
sive focus on extractive questions in UQuAD1.0
suggests the need for expanded datasets that cap-
ture a broader range of question-answering scenar-
ios in Urdu.

Error Analysis: Error analysis in monolin-
gual and cross-lingual settings, as shown in Ta-
bles 4 and 5, reveals common error types that im-
pacted model performance. In monolingual set-
tings, boundary detection was a prevalent issue,

particularly in mBERT and XLM-R, with error
rates of 35% and 32%, respectively. Even GPT-
4, the most robust model, exhibited a 28% error
rate in this category. Context understanding errors
were also frequent, particularly in mBERT (31%)
and XLM-R (28%), while GPT-4 and mT5 showed
relatively better performance in this area.

In cross-lingual settings, translation mismatches
and script issues were prominent error types, with
mBERT showing the highest error rate in trans-
lation mismatch at 42%. Script issues, particu-
larly the handling of Urdu script alongside English,
posed challenges across all models, with GPT-4
handling it slightly better at 25% error rate, com-
pared to mBERT’s 33%. mT5, which is known
for its multilingual training, exhibited improved
handling of diverse scripts with a 29% error rate
in script issues, suggesting its training benefits in
multilingual environments. These findings indi-
cate that model robustness in mixed-language en-
vironments still has room for improvement, espe-
cially in overcoming script and translation chal-
lenges.
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Impact of Question Length: Table 6 exam-
ines the impact of question length on model per-
formance, showing that all models experience a
decline in accuracy as question length increases.
For short questions (≤10 words), the Exact Match
and F1 scores are notably high across models, with
GPT-4 achieving an F1 score of 81.5% and mT5
performing reasonably well at 78.2%. As ques-
tion length increases to the medium range (11-20
words) and beyond, the Exact Match and F1 scores
drop noticeably across all models. This pattern in-
dicates that longer questions introduce more com-
plexity, potentially leading to greater context am-
biguity or more challenging boundary detection
for answer spans. The results highlight the need
for models with enhanced capacity for processing
and accurately interpreting extended contextual in-
formation, particularly when dealing with longer
questions.
Invalid Output Analysis: Table 7 analyzes the

incidence of invalid outputs, including answers
that are out of context, incorrectly formatted, or
missing altogether. GPT-4 exhibits a lower num-
ber of invalid outputs (43 instances), indicating its
advantage in generating contextually relevant and
correctly formatted answers. In contrast, mBERT
and XLM-R display a significantly higher num-
ber of invalid outputs, with mBERT producing
the highest number of “Wrong Format” errors (67)
and “Out of Context” responses (46). mT5, while
better than mBERT in maintaining context, still
faces challenges in answer format consistency. Al-
though mT5 outperforms some baseline models,
it has room for improvement in reliably maintain-
ing answer relevance and structure. These findings
emphasize that even with recent advancements in
LLMs, generating contextually grounded and syn-
tactically accurate outputs remains an area for po-
tential refinement, particularly in cross-lingual and
format-sensitive applications.
Impact of Prompt Settings: The impact of

different prompt settings on model performance
is also evident in these results. Mixed-language
prompts (E5) consistently performed worse than
monolingual settings, with an average F1 score
reduction of 5.2%. This decline is most notable
in mBERT, which struggled to adapt to mixed-
language prompts, underscoring the model’s lim-
itations in fluidly transitioning between languages.
Cross-lingual setups, such as Urdu questions with
English context (E2) and English questions with
Urdu context (E3), resulted in F1 score reductions

of 3.8% and 4.7%, respectively. These declines
indicate that cross-lingual comprehension remains
challenging for all models, even those like GPT-4
that are reputed for cross-lingual capabilities.
Model-Specific Observations: GPT-4 demon-

strated superior overall performance, with the
smallest language gap in F1 score drop (15.2%) for
Urdu and the most consistent cross-lingual perfor-
mance. Its strong showing in complex question
answering indicates an advanced capacity for nu-
anced comprehension, setting it apart as the most
effective model in this study. mBERT, on the
other hand, displayed moderate performance with
a significant language gap, particularly struggling
in mixed-language settings. This model excelled
in answering factoid questions but faced higher
variance in answer boundaries, making it less suit-
able for tasks requiring precise boundary detection.
XLM-R maintained a good balance between lan-
guages, showing robustness in cross-lingual set-
tings compared to mBERT, and demonstrated con-
sistent performance across question types, though
it still trailed behind GPT-4 and mT5. mT5 exhib-
ited competitive performance, particularly in han-
dling multilingual prompts. Its cross-lingual ca-
pabilities, though not on par with GPT-4, were
stronger than mBERT, particularly in handling
script diversity and translation mismatches. The
model’s lower variance in handling Urdu and En-
glish contexts highlights its potential as a viable
option for multilingual applications, especially in
low-resource settings.
Summary of Findings: Overall, the results

highlight GPT-4’s superior performance across
various prompt configurations and error categories,
establishing it as the most robust model for both
monolingual and cross-lingual QA tasks. While
mT5 shows promise, particularly for multilingual
contexts, it falls short of GPT-4 in certain nuanced
aspects. The limitations of XLM-R and mBERT,
particularly in handling cross-lingual prompts and
complex questions, point to potential areas for
model refinement. Future research could focus on
developing pretraining and fine-tuning strategies
specifically tailored to improve LLM performance
in low-resource, cross-lingual QA tasks, address-
ing issues such as translation alignment, script
handling, and complex question comprehension.
Future work could explore additional prompting
strategies such as Few-Shot learning and Chain of
Thought (CoT) reasoning, which could potentially
enhance model performance, particularly for com-
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plex questions and cross-lingual scenarios. These
approaches might help bridge the performance gap
observed between factoid and complex questions.

Limitations

This study faced several limitations in eval-
uating zero-shot question answering in Urdu.
The UQuAD1.0 dataset, being partially machine-
translated, fell short in fully capturing native Urdu
linguistic patterns. The analysis framework did not
fully address Urdu’s morphological complexities
and code-switching tendencies. While zero-shot
methods met our experimental needs, they limited
the exploration of models’ potential achievable
with fine-tuning. Additionally, the prompt tem-
plates and error analysis framework showed limita-
tions in handling certain question types and Urdu-
specific model errors. Our current approach could
be enhanced through several methodological ex-
tensions. The exploration of advanced prompting
strategies, such as Few-Shot learning and Chain
of Thought (CoT) reasoning, could potentially im-
prove model performance for complex questions
and cross-lingual scenarios.
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Appendix

Error Type GPT-4 mBERT XLM-R mT5
Boundary Detection 28% 35% 32% 30%
Context Understanding 22% 31% 28% 27%
Answer Format 18% 24% 21% 19%
No Answer 32% 10% 19% 15%

Table 4: Error analysis in monolingual settings for each model.

Error Type GPT-4 mBERT XLM-R mT5
Translation Mismatch 35% 42% 38% 33%
Script Issues 25% 33% 30% 29%
Context Loss 22% 15% 18% 20%
Other 18% 10% 14% 12%

Table 5: Error analysis in cross-lingual settings for each model.

Question Length Exact Match F1 Score ROUGE-L
Short (≤10 words) 72.3% 81.5% 79.8%
Medium (11-20) 65.8% 76.4% 74.2%
Long (>20) 58.9% 70.5% 68.7%

Table 6: Impact of question length on model performance.

Model Total Invalid No Answer Wrong Format Out of Context
GPT-4 43 12 18 13
mBERT 158 45 67 46
XLM-R 127 36 54 37
mT5 102 27 44 31

Table 7: Analysis of invalid outputs for each model.
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Setting & Prompt Template with Example
E1 - Full Urdu Prompt
{ { ”role”: ”user”,
”Prompt”: "اس␰الᣅⵇابد㐖䮼⑭قو⁫ق㶩㈉࢑د䮨۔ᣅاب✜فاردو㟏䆀۔”

Context: Ǘٳی䥚䜫۔ ǌɟ䜱ں䗃اورو䥚䜫اမ䆀سᚢ،Ⅳ䞁۔وہ䞀رہⵇاورادا⇤䮩وڈ䯎رڈ䩻ر،ر䑘䎯،رہⵇ㋟䫂㱇ا ǎا׏䯍رⵇ-㘰䔘ل᧷䌭౲
Question: 䯎䆀ورش˄Ǎٱ䤈؟ ǖٱחǎ˄ 䗂䌭౲⸘⚘اورر
Answer:
}, { ”role”: ”system”,
”Prompt”: ”You are a proficient language model trained to understand Urdu.
Provide concise answers based on the given context.”
} }
E2 - Urdu Question, English Context
{ { ”role”: ”user”,
”Prompt”: ”Answer the following question based on the English context provided.
Provide only the answer in Urdu.

Context: Beyoncé Giselle Knowles-Carter (born September 4, 1981) is an American singer, songwriter,
record producer and actress. Born and raised in Houston,
Texas, she rose to fame in the late 1990s.
Question: 䯎䆀ورش˄Ǎٱ䤈؟ ǖٱחǎ˄ 䗂䌭౲⸘⚘اورر
Answer:
}, { ”role”: ”system”,
”Prompt”: ”Ensure the answer is in Urdu, derived from the English context provided.”
} }
E3 - English Question, Urdu Context
{ { ”role”: ”user”,
”Prompt”: ”Answer the following question based on the Urdu context provided.
Provide only the answer in English.

Context: Ǘٳی䥚䜫۔ ǌɟ䜱ں䗃اورو䥚䜫اမ䆀سᚢ،Ⅳ䞁۔وہ䞀رہⵇاورادا⇤䮩وڈ䯎رڈ䩻ر،ر䑘䎯،رہⵇ㋟䫂㱇ا ǎا׏䯍رⵇ-㘰䔘ل᧷䌭౲
Question: In what city and state did Beyoncé grow up?
Answer:
}, { ”role”: ”system”,
”Prompt”: ”Answer the question in English using information from the Urdu context.”
} }
E4 - Full English Prompt
{ { ”role”: ”user”,
”Prompt”: ”Answer the question based on the provided context. Only answer in English.

Context: Beyoncé Giselle Knowles-Carter (born September 4, 1981) is an American singer,
songwriter, record producer and actress. Born and raised in Houston,
Texas, she rose to fame in the late 1990s.
Question: In what city and state did Beyoncé grow up?
Answer:
}, { ”role”: ”system”,
”Prompt”: ”Ensure the answer is concise and derived directly from the English context.”
} }
E5 - Mixed Language Prompt
{ { ”role”: ”user”,
”Prompt”: ”Answer the following question based on the mixed language context provided.

Context: Beyoncé Giselle Knowles-Carter اⵇ㋟䫂㱇رہ،䑘䎯ر،اوراداⵇرہ䞀۔وہ ǎا׏ Houston, Texas Ǘٳی䥚䜫۔ ǌɟ䜱ں䗃اورو䥚䜫اမ䆀
Question: In what city and state did Beyoncé grow up?
Answer:
}, { ”role”: ”system”,
”Prompt”: ”Interpret the mixed language prompt and provide a relevant answer.”
} }

Table 8: Prompt Templates Examples
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