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Introduction

We are excited to welcome you to the Fourth Workshop on Intelligent and Interactive Writing Assistants
(In2Writing 2025). The workshop is being held in-person on May 4th 2025 in conjunction with NAACL
2025 in Albuquerque, New Mexico.

The purpose of this interdisciplinary workshop is to facilitate discussion around writing assistants, the-
reby enhancing our understanding of their usage in writing process and predicting the consequences. To
this end, we strive to bring together researchers from the human-computer interaction (HCI) and natural
language processing (NLP) communities by alternating our workshop venue between HCI and NLP ven-
ues. Previous editions of the workshop were held during ACL 2022, CHI 2023 and CHI 2024.

Our call for papers this year focused on answering the question: How can we develop technology that
appropriately supports diverse writing tasks? With the increased influx and adoption of tools for com-
putational writing assistence, it is an opportune moment to discuss research on methods for development
of tools more aligned with user needs and the impacts of the long-term use of these tools on indivi-
duals, communities, and language as a whole. We invited regular short (4-page) and long (8-page) paper
submissions as well as system demos (4-page). Authors were asked to indicate of they wanted their sub-
missions to be archival or non-archival. We received 17 submissions in total, each of which received
two reviews and a meta review. We sincerely thank our Program Committee for their efforts during the
review period. We accepted 12 submissions in total - 10 of which were archival and included in these
Proceedings. We are thankful for all the authors for choosing our workshop to showcase their work.

At the workshop, in addition to poster and oral presentations of the papers, we have an exciting series of
talks. Our keynote speaker is N Katherine Hayles (Distinguished Research Professor of English at the
University of California, Los Angeles and the James B. Duke Professor of Literature Emerita at Duke
University as well as a Member of the American Academy of Arts and Science). We will also have
invited talks from Carly Schnitzler (Author of Crafting What We Cannot Live Without: How Creative
Computational Communities Generate Social Change, and Writing Program Faculty at Johns Hopkins
University), Max Kreminski (Director, Storytelling Lab at Midjourney) and Wei Xu (Associate Profes-
sor, College of Computing, Georgia Institute of Technology). We will also have an interactive panel
discussion with our speakers. We thank them for helping us make our workshop a vibrant and diverse
place for stimulating discussions on a variety of relevant topics.

We would like to thank our sponsors, Grammarly and Midjourney for their support.

We are grateful for our advisors for helping shape the direction of the workshop, Vipul Raheja (Gram-
marly), Dongyeop Kang (University of Minnesota) and Mina Lee (University of Chicago).

Finally, it is our great pleasure to welcome you in-person to the workshop. We hope that you will have
an enjoyable and productive time and leave with fond memories of In2Writing 2025!

- Katy Ilonka Gero, John Joon Young Chung, David Zhou, Ting-Hao Kenneth Huang, Vishakh Padma-
kumar, Thiemo Wambsganss, Sarah Sterman
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Abstract
Scientific figure captions are essential for com-
municating complex data but are often over-
looked, leading to unclear or redundant descrip-
tions. While many studies focus on generating
captions as an ‘output’, little attention has been
given to the writer’s process of crafting captions
for scientific figures. This study examines how
researchers use AI-generated captions to sup-
port caption writing. Through thematic anal-
ysis of interviews and video recordings with
18 participants from diverse disciplines, we
identified four key themes: (1) integrating cap-
tions with figures and text, (2) bridging gaps
between language proficiency and domain ex-
pertise, (3) leveraging multiple AI-generated
suggestions, and (4) adapting to diverse writ-
ing norms. These findings provide actionable
design insights for developing AI writing assis-
tants that better support researchers in creating
effective scientific figure captions.

1 Introduction and Backgrounds

Scientific figures communicate complex data and
concepts to readers in research papers (Durbin Jr,
2004). These figures are accompanied by captions,
providing essential context and explanations to en-
hance the reader’s understanding of the presented
information (Qian et al., 2021). Writing figure
captions may seem straightforward, but many re-
searchers overlook them, resulting in unclear expla-
nations that confuse readers (Jambor et al., 2021;
Huang et al., 2023). Crafting a good caption de-
mands clarity, brevity, and alignment with the fig-
ure’s purpose, making it more challenging than
it appears. It requires specialized language and
detailed explanations to effectively communicate
abstract and complex scientific concepts (Gomez-
Perez and Ortega, 2019). The difficulty of this task
has contributed to the prevalence of low-quality
captions in scientific literature (Huang et al., 2023),
highlighting the need for improved approaches to
caption writing.

Meanwhile, artificial intelligence (AI), espe-
cially large language models (LLMs), offers seem-
ingly promising solutions for producing reasonable
quality captions (Anagnostopoulou et al., 2024;
Liew and Mueller, 2022; Rotstein et al., 2024;
Gopu et al., 2023). For example, the SCICAP

project (Hsu et al., 2021) compiled a large dataset
of scientific figures and captions from arXiv pa-
pers to develop models for generating high-quality
captions for scientific figures. Many caption-
generation models have been proposed for scien-
tific figures (Rojas and Carranza, 2024; Cao and
Liu, 2024; Singh et al., 2023; Wu et al., 2024).
Despite these advancements, there remains a lim-
ited understanding of how AI-generated captions
benefit writers of scholarly papers. While prior re-
search has demonstrated that AI-generated captions
are effective from a reader’s perspective, as shown
through human evaluation methods (Zhang et al.,
2024; Aguirre et al., 2023; Hsu et al., 2023), their
utility for writers has been underexplored from
a Human-Computer Interaction (HCI) perspec-
tive. Prior studies often only focused on readers’
perspectives—having people evaluate AI-generated
captions by providing ratings or feedback—rather
than examining the writing process itself from the
writers’ perspective. Recent efforts have started
to address this gap. For instance, SCICAPENTER

showed that AI-generated captions can reduce cog-
nitive load for writers (Hsu et al., 2024), and an-
other study investigated how different configura-
tions and inputs improve caption generation to as-
sist writers (Ng et al.). However, these efforts em-
phasize quantitative measures, such as cognitive
load or usability of AI outputs, and fall short of
capturing qualitative, higher-level insights from
practitioners engaged in the caption-writing pro-
cess, which can guide the design of future writing
assistants.

This paper seeks to address this gap by exam-
ining how scholarly paper writers interact with
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AI-generated captions during the writing process
through a qualitative lens. We analyzed video
recordings and transcripts from a think-aloud
study (Ng et al.) in which participants rewrote
figure captions for their previously published pa-
pers, as well as their post-study interview responses.
Using thematic analysis (Clarke and Braun, 2017),
guided by a design space for writing assistants pro-
posed by Lee et al. (Lee et al., 2024), we tailored
the framework to the unique context of scientific
figure captions. We identified four main themes in
the study data: (i) the multimodal and complex con-
text inherent in figure caption writing, (ii) the gaps
between domain-specific knowledge and linguistic
expression, especially in describing complex scien-
tific concepts in English, (iii) the diverse ways par-
ticipants utilized AI-generated suggestions, and (iv)
the variations in norms and conventions for figure
captions across different academic disciplines. By
identifying these challenges and insights, this paper
seeks to bridge the gap between current AI capa-
bilities and the specific needs of scientific writers,
contributing to the advancement of more effective
and intuitive writing assistance technologies.

2 Methods

2.1 Data

We acquired the video recordings and transcripts
collected in a prior study by Ng et al. (Ng
et al.), which involved 18 participants from di-
verse research fields. The participant pool included
researchers from Computer Science/Informatics
(28%), Human-Computer Interaction (22%), Artifi-
cial Intelligence/Robotics (17%), and other fields
such as Energy and Minerals Engineering, Me-
chanical Engineering, Environmental Engineering,
Chemistry/Biochemistry, Materials Science, and
Cybersecurity (6% each). Participants were aged
22 to 44, with the majority (78%) between 26 and
29 years old. 72% of participants reported that
English was not their first language. We briefly
outline their study protocol below.

Original Study: Caption Re-Writing Study
and Interview. The original study used a mixed-
methods approach that combined writing tasks,
think-aloud protocols, and semi-structured inter-
views (Ng et al.). Sessions were conducted via
Zoom and lasted approximately one hour. The
procedure consists of three main steps: (1) Pre-
task Interview, participants described their typical

caption-writing process, figure creation methods,
and characteristics of effective captions.

(2) Writing Task, participants received a
Google Doc link to rewrite two captions from their
previously published works. They were provided
with three configurations of AI-generated captions
using GPT-4o, which varied by input type and out-
put length:

1. UNLIMITED: Figure image and reference
paragraphs as input, with no output length
restrictions.

2. 30-WORD: Same inputs as UNLIMITED, but
output limited to 30 words.

3. TEXT-ONLY: Reference paragraphs only
as input (no image), with unlimited output
length.

An example of these caption generation config-
urations is provided in Appendix A (Fig. 2). Par-
ticipants could use these AI-generated captions in
any way they found helpful while completing their
task. Throughout the process, participants verbal-
ized their thoughts using a think-aloud protocol.

(3) Post-task Interview, participants reflected
on the AI-generated options, suggested improve-
ments for AI tools, and compared their rewritten
captions to the originals.

2.2 Analysis Approach

We conducted a qualitative analysis to explore how
participants interact with AI-generated captions,
how they write captions, and how they view AI use
for scientific figures.

We adopted an existing design space for intel-
ligent writing assistants by Lee et al. (Lee et al.,
2024) as our deductive framework, applying its
five aspects, i.e., Task, User, Technology, Interac-
tion, and Ecosystem, to organize and interpret the
data. We used thematic analysis (Clarke and Braun,
2017) on interview transcripts and video record-
ings as follows: First, the first author of this paper
reviewed all the transcripts and manually annotated
text spans relevant to the five aspects. Then, these
annotation were then grouped into specific codes
(Fig. 1). Finally, the codes were synthesized into
higher-level themes, capturing areas of agreement
and divergence among participants. As a result, we
identified four main themes from the data, which
we describe in the section below.
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Figure 1: Codes developed for qualitative analysis of researchers’ interactions with AI-generated captions, catego-
rized under Lee et al. (Lee et al., 2024)’s design space aspects: TASK, USER, INTERACTION, and ECOSYSTEM.

3 Findings

Our analysis identified four key themes regarding
researchers’ experiences with AI-generated cap-
tions for scientific figure caption writing. These
themes corresponded to the TASK, USER, IN-
TERACTION, AND ECOSYSTEM aspects of the
guiding design space (Lee et al., 2024), while the
TECHNOLOGY aspect was less prominent in partic-
ipants’ concerns. Below, we detail the four themes
that emerged from our thematic analysis, noting
their alignment with the relevant design space as-
pects. In the following, we used the participant
labels (P1, P2, P3, etc.) from the original interview
study. Keeping these labels maintains consistency
between our analysis and the prior work.

3.1 Considering Figures, Captions, and Text
in a Multi-modal Context (TASK)

Our findings reveal a strong connection between
figures, captions, and main text in research papers.
Participants stressed the need for AI-generated cap-
tions to align with each figure and its context (P2,
P3, P7, P8, P11, P12). For example, P2 highlighted
the importance of context awareness: “It depends
on the figures in different sections of the research
papers. If it is in the results section or the methods
section, we will use the precise [caption].” More-
over, our findings highlight the importance of treat-
ing captions, figures, and main text as an intercon-

nected whole (P1, P2, P3, P7, P11, P15, P16). As
P15 explained: “It depends on the situation or con-
text of the paragraph. Sometimes I write text first
and then add the captions and images [figures].
But sometimes, if I already have images [figures], I
make sentences around them.”

Many participants also emphasized the impor-
tance of avoiding redundancy among figures, cap-
tions, and the main text (P7, P9, P11, P14, P16,
P17). As P11 noted: “Add details and data in cap-
tions or under figures that you didn’t mention in the
text of your paper... if you have described or men-
tioned some of the details that is [sic] visible in the
figure, there is no need to repeat that information
over and over again in the caption.”

3.2 Gaps in Confidence Across Language and
Domain Knowledge (USER)

Our findings indicate a clear contrast in partici-
pants’ confidence regarding language proficiency
versus technical or domain expertise. Many par-
ticipants, especially non-native English speakers,
reported lower confidence in writing captions due
to language concerns (P4, P5, P8, P10, P15). As
P8 noted: “Difficult to write these long captions
because for me it’s hard to construct nice and beau-
tiful sentences.” By contrast, participants generally
felt more assured in their domain knowledge (P1,
P11, P15, P16, P18). Several even believed their
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expertise surpassed the capabilities of AI. For ex-
ample, P1 remarked: “I feel like I know best. And
so I would do what I think is best. I feel like I might
know better than AI on how to caption the figure
on my paper.”

This theme highlights a key challenge in caption
writing: many researchers, especially non-native
English speakers, struggle with language despite
their technical and domain expertise. For captions
specifically, this language barrier is significant be-
cause captions must clearly communicate complex
visual information independently.

AI captioning tools can address this gap by
complementing researchers’ domain knowledge
with language support: Researchers verify scien-
tific accuracy, while AI improves linguistic clarity.
This collaboration directly addresses the unique
demands of figure captions, helping researchers
create clear, accessible visual explanations for di-
verse scientific audiences.

3.3 Leveraging Multiple (AI) Suggestions and
Perspectives (INTERACTION)

In the original study, participants were presented
with multiple AI suggestions generated by different
approaches. Our analysis shows that offering mul-
tiple perspectives—despite being generated by AI
instead of humans—can be beneficial, as it could
inspire paper writers. Paper writers can explore dif-
ferent angles instead of relying on a single solution,
thereby enhancing creativity and decision-making.
We further break it down into two types of usages:

3.3.1 Inspiration Through Diversity of
Suggestions

Participants valued AI’s ability to present mul-
tiple approaches to caption writing, often using
these ideas as inspiration rather than direct answers.
Many participants (P2, P3, P4, P6, P9, P10, P11,
P13, P14, P15, P16, P17, P18) incorporated multi-
ple suggestions into their work, finding it helpful
to compare options and select the most useful el-
ements for their final captions. P3 offered an in-
sightful analogy: “[It] feels like having three extra
collaborators write captions for me and then I’m
like cherry picking different parts to write my cap-
tion.” This collaborative view highlights how AI
can supplement, rather than replace, human creativ-
ity in scientific writing.

3.3.2 Trust Through Repetition of Suggestions
A notable finding emerged on how participants han-
dled multiple AI-generated suggestions. Partici-
pants often used a comparative approach, trusting
elements that appeared consistently across differ-
ent outputs. As P10 noted: “I will read all the
suggestions and think about what is [sic] the com-
mon things in the captions, so which means that
kind of information is important.” Several partici-
pants (P6, P10, P14) observed that seeing similar
content across AI suggestions influenced their own
writing, guiding them to adopt particular phras-
ings or details. This observation reveals a potential
cognitive bias in AI writing assistants, where repe-
tition across suggestions may inadvertently shape
researchers’ perceptions of what is important or
accurate. Recognizing this effect is essential for
designing AI tools that support, rather than unduly
influence, scientific communication.

3.4 Adapting to Diverse Norms in Scientific
Writing (ECOSYSTEM)

Our analysis identified significant variations in
caption writing practices across scientific disci-
plines and publication venues, shaped by explicit
venue-specific requirements and implicit discipline-
specific styles. It highlights the complex challenges
researchers face when crafting captions. These
challenges involve balancing formal guidelines
with unwritten conventions:

3.4.1 Explicit Venue-Specific Requirements
Participants stressed the importance of following
explicit guidelines set by conferences and journals,
highlighting a need for flexible AI writing assis-
tants. Several participants (P4, P6, P10, P11, P12,
P18) noted challenges related to page or word lim-
its and specific formatting rules. As P10 explained:
“A lot of conference and journal have different lim-
its. Sometimes I want to write more information,
but I have to cut down some of it.” This tension
between providing comprehensive captions and ad-
hering to publication constraints suggests that AI
tools should be capable of tailoring output to spe-
cific venue requirements, such as word count or
formatting rules.

3.4.2 Implicit Discipline-Specific Styles
Beyond explicit guidelines, variations in caption
styles across disciplines presented a more implicit
challenge. Many participants (P2, P5, P7, P8, P9,
P11, P12, P15) reported relying on examples from
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their field to guide their caption writing. As P15
described: “If I make the captions for the [figure],
then first I refer to other papers because there are
a lot of papers about with the same or similar
topics.”. This reliance on field-specific examples
highlights the influence of unwritten disciplinary
norms on caption writing. These norms are often
understood within the community but not explicitly
documented. Some participants also noted highly
specific conventions unique to their fields. For in-
stance, P9 remarked: “I don’t know other majors
and other research papers, how they arrange their
papers. But I think for data science area, it is not
professional to include numbers [in captions].”

These findings reveal a wide range of implicit
writing styles across disciplines that researchers
learn through exposure and practice rather than
formal guidelines.

4 Discussion

Our analysis identifies four key themes that can
guide the development of more effective writing
assistants for scientific figure captions: (1) inte-
grating captions with figures and text, (2) address-
ing gaps between language proficiency and do-
main expertise, (3) utilizing multiple AI-generated
suggestions, and (4) accommodating diverse writ-
ing norms. In this section, we propose practi-
cal design recommendations for future caption-
writing tools, using two illustrative examples to
highlight strengths and limitations: SCICAPEN-
TER (Hsu et al., 2024), which generates captions
with quality ratings and contextual information
to aid refinement (see Appendix B, Fig. 3), and
FIGURA11Y (Singh et al., 2024), which focuses on
accessibility by creating alt text drafts and offering
interactive revision tools (see Appendix C, Fig. 4).
By analyzing these systems, we identify gaps in
current approaches and offer insights to guide the
development of more versatile and user-centered
AI writing assistants.

4.1 Design Suggestions

4.1.1 Integrating Captions with Figure and
Text

Our study showed that writers often struggle to
maintain consistency between captions, figures,
and main text. While SCICAPENTER partially
addresses this need by displaying related figure-
mentioning paragraphs alongside captions, provid-
ing useful context during caption editing. However,

it lacks deeper integration between captions and
the broader manuscript structure for the writer to
tracing the connection easily.

Recommendation. Future AI caption writing
tools could enable interactive linking between cap-
tions, figures, and text to improve consistency and
reduce redundancy:

1. Interactive Linking and Visualization: Cre-
ate clickable, color-coded links between fig-
ure components, captions, and related text sec-
tions, allowing researchers to easily trace rela-
tionships between different elements of their
manuscript, enhancing overall coherence.

2. Automated Consistency Checking: Imple-
ment automated checks to flag discrepan-
cies in terminology or data representations,
prompting researchers to review and refine
content for improved accuracy and coherence
throughout their manuscripts.

4.1.2 Bridging Language Gaps While
Incorporating Domain Expertise

AI tools excel at generating linguistically co-
herent captions but often struggle with nuanced
domain-specific knowledge. While systems like
FIGURA11Y demonstrate the potential of human-
AI collaboration, they still have limitations in
understanding complex domain-specific relation-
ships.

Recommendation. Future AI caption writing
tools could combine AI language capabilities with
user domain expertise:

1. Domain Knowledge Input Interface: Al-
low researchers to input key domain concepts
or terminology, guiding AI outputs to ensure
captions are tailored to specific disciplines
or venues. This could involve developing an
interface where users can upload custom glos-
saries or select from a searchable ontology of
domain-specific terms, which would help the
AI model generate more accurate and relevant
captions.

2. AI Confidence Highlighting and Output Re-
finement: Develop AI models that assess their
confidence in generated content, highlighting
areas of low confidence for user refinement,
thus leveraging human expertise to ensure sci-
entific accuracy.

5



4.1.3 Leveraging Multiple AI Suggestions
Our study revealed that diverse AI suggestions in-
spire creativity. SCICAPENTER generates multiple
options with quality ratings, but lacks diversity in
focusing on different aspects of the figure (e.g.,
methods vs. results).

Recommendation. Future AI caption writing
tools could generate and combine diverse sugges-
tions:

1. Multi-prompt Generation: Implement paral-
lel prompting strategies using different instruc-
tion sets (e.g., focusing on visual elements,
data relationships, or research implications).

2. Interactive combination interface: Provide
a modular editing environment where users
can combine elements from multiple sugges-
tions, such as drag-and-drop paragraph com-
ponents.

4.1.4 Adapting to Diverse Writing Norms
Participants noted that caption styles vary across
disciplines and venues. While existing systems like
SCICAPENTER provide general-purpose solutions,
they lack customization for specific norms. For
example, it does not allow users to tailor captions
to discipline-specific styles or venue requirements.

Recommendation. Future AI caption writing
tools could adapt to different writing contexts:

1. Venue-Specific Template: Offer pre-
configured templates based on common
guidelines from major journals to ensure
compliance with submission standards (e.g.
word limits, formatting conventions).

2. Exemplar-Based Learning: Analyze cap-
tions from similar publications within a disci-
pline to generate outputs aligned with estab-
lished norms, using visually or contextually
similar figures as guides.

4.2 Limitations
Our study provides valuable insights into how re-
searchers interact with AI-generated captions for
scientific figures, but it has limitations that should
be addressed in future research. First, the original
study’s controlled environment, where participants
rewrote captions for their previously published pa-
pers, may not fully capture the complexities of real-
world scientific writing scenarios. Typically, paper

authors write captions for works in progress rather
than published papers, which presents different
challenges and considerations. Second, while we
refer to SCICAPENTER and FIGURA11Y as exam-
ples to illustrate design suggestions, these systems
differ significantly from the original study setup.
In the study, participants received AI-generated
captions through Google Docs in a one-way in-
teraction—they could not prompt the AI for re-
finements or engage in iterative feedback. This
contrasts with SCICAPENTER and FIGURA11Y,
which offer interactive caption refinement capabili-
ties. Our work provides foundational insights into
researchers’ needs that could enhance these and
future systems.

5 Conclusion and Future Work

This study explored how researchers interact with
AI-generated captions to improve scientific figure
caption writing. By conducting thematic analy-
sis of interviews and video recordings, we identi-
fied four key themes: (1) integrating captions with
figures and text, (2) bridging gaps between lan-
guage proficiency and domain expertise, (3) lever-
aging multiple AI-generated suggestions, and (4)
adapting to diverse writing norms. These themes
highlight the unique challenges of caption writ-
ing and provide actionable insights for designing
AI writing assistants. By focusing on the writer’s
process rather than just the output, this research
contributes to a deeper understanding of how AI
can assist researchers in crafting effective figure
captions. These insights lay the groundwork for
developing more effective and intuitive AI tools
that enhance scientific communication.

Building on these insights, future research
should focus on developing and testing AI tools
for scientific caption writing in real-world scenar-
ios. Such evaluations will reveal their effectiveness
and usability while providing deeper insights into
researchers’ needs and challenges. Observations of
authentic writing practices will guide refinements,
ensuring that AI systems address the complexities
of caption writing across disciplines. This work
will lead to more adaptable, user-centered AI solu-
tions that enhance both the writing process and the
quality of scientific communication.
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A AI-Generated Caption Example

Figure 2: GPT-4o generated captions in three different configurations: (i) GPT-4o (image+text) with a 30-word
limit, (ii) GPT-4o (text-only) with unlimited length, and (iii) GPT-4o (image+text) with unlimited length. Reprinted
From (Ng et al.).
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B Design of SCICAPENTER

[This image shows the interface of the SCICAPENTER system, which includes several key components for
document and caption management.]

Figure 3: Overview of SCICAPENTER system interface. PDF Upload Panel (A): A drag-and-drop interface for
uploading PDF files. Navigation Bar (B): A horizontal bar showing a list of figures extracted from the uploaded
document. Figure Image (C): The main area displaying the image of the selected figure. Caption Editor (D): A
text box for editing the caption of the selected figure. Caption Rating (F): A feedback system that allows GPT to
rate the quality of the caption, represented by a star rating. Caption Analysis (Check Table) (E): Icons indicating
the presence or absence of key elements in the caption, such as helpfulness or takeaway message. Explanation for
the Rating (G): A textual explanation providing insight into why a particular star rating was given to the caption.
Machine-generated Captions & Their Ratings (H): This section includes long and short captions generated by
AI models, each accompanied by their respective star ratings. Figure-mentioning Paragraphs (I): Paragraphs in
the document that mention the target figure, providing context or additional information.
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C Design of FIGURA11Y

[This image shows the interface of the FIGURA11Y system, which includes several key components for
document and caption management.]

Figure 4: Overview of FIGURA11Y system interface. On the left, it shows (A) the figure and (B) extracted metadata.
On the right, it shows (C) the description authoring field, (D) the Generate at Cursor feature with generated initial
text below, (E) the Potential User Questions request button and results, and (F) a pre-generated draft description.
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Abstract

Although Arabic is spoken by over 400 mil-
lion people, advanced Arabic writing assis-
tance tools remain limited. To address this
gap, we present ARWI, a new writing assis-
tant that helps learners improve essay writing
in Modern Standard Arabic. ARWI is the first
publicly available1 Arabic writing assistant to
include a prompt database for different profi-
ciency levels, an Arabic text editor, state-of-
the-art grammatical error detection and correc-
tion, and automated essay scoring aligned with
the Common European Framework of Refer-
ence standards for language attainment. More-
over, ARWI can be used to gather a growing
auto-annotated corpus, facilitating further re-
search on Arabic grammar correction and essay
scoring, as well as profiling patterns of errors
made by native speakers and non-native learn-
ers. A preliminary user study shows that ARWI
provides actionable feedback, helping learners
identify grammatical gaps, assess language pro-
ficiency, and guide improvement.

1 Introduction

Arabic is the national language of over 400 mil-
lion people and one of the UN’s six official lan-
guages (Ryding and Wilmsen, 2021; United Na-
tions, 2024). Yet, Arabic writing assistance tools
remain severely underdeveloped. Unlike English,
which has numerous competitive writing assistants
and CEFR-benchmarked grading systems (Coun-
cil of Europe, 2001), Arabic tools are limited to
a few commercial error-correction systems with
no objective public evaluation. Enhanced writing
assistants could benefit millions of Arabic writers
and aid corpus collection, advancing Arabic NLP.

The development of Arabic writing assistants
faces major challenges, with one of the most sig-
nificant being the lack of a diverse Arabic corpus
that captures the wide range of writing variations,

1https://arwi.mbzuai.ac.ae/

including grammatical errors made by both native
speakers and second language learners. Having
such a comprehensive corpus would enable the cre-
ation of writing assistants that not only provide
accurate error detection and correction suggestions
but also motivate learners to continuously enhance
their Arabic writing skills. Additionally, these as-
sistants would contribute to ongoing data collec-
tion while actively supporting users in refining their
writing abilities.

In response to these challenges, we introduce
ARWI, a writing assistant tool specifically designed
to help MSA writers improve their essay-writing
skills. ARWI features an intuitive interface and
user experience based on the following core com-
ponents:

• Essay Prompt Database: A library of writing
topics across CEFR levels.

• Arabic Text Editor: Highlights errors, aids
structuring, and supports iterative drafting.

• Grammar Error Detection & Correction
(GED/C): Identifies errors (e.g., orthography,
morphology) and offers feedback.

• Automated Essay Scoring (AES): Assesses
grammar, vocabulary, and errors to estimate
CEFR levels (A1-C2).

• Progress Tracking: Stores revisions and vi-
sualizes improvement.

• User Profiling: Allows learners to specify
dialect, native language, and proficiency.

• Auto-Annotated Corpora: A growing reposi-
tory of diverse, auto-annotated essay samples.

Section 2 presents related work; and Section 3
presents a description of the ARWI system. We
discuss a preliminary user experiment in Section 4,
and our conclusions and outlook in Section 5.
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2 Related Work

2.1 Existing datasets for writing improvement

Prominent English datasets include the CoNLL-
2014 corpus (Ng et al., 2014)–derived from the
NUCLE (Dahlmeier et al., 2013) release with ap-
proximately 1.2 million words–along with WI-
LOCNESS (Bryant et al., 2019; Granger, 1998)
which offers 3,000 annotated essays (628K words)
grouped by CEFR levels. More recently, the Write
& Improve annotated corpus (Nicholls et al., 2024)
has provided a large resource of 23,000 annotated
essays with detailed CEFR annotations, support-
ing both Grammatical Error Detection/Correction
(GED/C) and Automatic Essay Scoring (AES)
tasks. In addition, several English GED/C datasets
such as GMEG-Yahoo and GMEG-Wiki (Napoles
et al., 2019) extend the scope by covering differ-
ent business domains as well as formal and infor-
mal speech registers. The JFLEG dataset (Napoles
et al., 2017) further complements these resources
by focusing on fluency as opposed to minimal
meaning-preserving edits.

Arabic datasets are limited in both size and di-
versity. The QALB-2014 corpus (Mohit et al.,
2014) contains around 1.2 million words across
21,396 sentences from online commentaries on Al
Jazeera articles, each paired with a corrected ver-
sion to facilitate GED/C research. QALB-2015
(Rozovskaya et al., 2015) adds another layer by
offering 622 annotated essay sentences (approx-
imately 140K words) from both native and non-
native writers. Complementing these, the ZAE-
BUC corpus (Habash and Palfreyman, 2022) com-
prises 214 annotated Arabic essays (about 33.3K
words) with CEFR grades, thus addressing both
GED/C and AES tasks. However, even combined,
these Arabic resources lack the extensive genre,
topic and proficiency-level stratification of their
English counterparts.

2.2 Arabic Writing Assistance Tools

In contrast to numerous English writing assis-
tants like Write&Improve,2 Grammarly, and others
(Sanz-Valdivieso, 2024), which assess fluency and
grammar, Arabic tools (e.g., Sahehly,3 Qalam4)
focus on common errors but lack overall writing
quality feedback. They show good performance in
identifying and correcting common errors, such

2https://writeandimprove.com/
3https://sahehly.com/
4https://qalam.ai/

as Hamza placement or confusion between Ha,
Ta, and Ta-Marbuta, but lack the capability to de-
tect and correct more nuanced error types, such as
merge/split errors or issues related to the shorten-
ing of long vowels, as outlined in comprehensive
error taxonomies (Alfaifi and Atwell, 2012; Alfaifi
et al., 2013).

2.3 LLMs as Arabic Writing Assistants

The advent of large language models (LLMs) has
led to the development of writing assistants based
on zero-shot or few-shot prompt engineering (Fi-
tria, 2023; Yancey et al., 2023; Pack et al., 2024;
Kim et al., 2024), as seen in multilingual (Chat-
GPT, Gemini, etc.) and Arabic-centric LLMs (Jais
Chat (Sengupta et al., 2023) and Fanar (Team et al.,
2025)). Despite their strong baseline performance,
these models tend to fall short when compared to
specialized systems focused on GED/C and AES
(Wu et al., 2023; Alhafni and Habash, 2025).

Recent fine-tuning experiments on English
GED/C and AES datasets have yielded promis-
ing results, demonstrating that pretrained LLMs
can achieve state-of-the-art performance in GEC
(Omelianchuk et al., 2024) if used within ensemble
models. This observation underscores the poten-
tial benefits of creating a rich, diverse corpus of
annotated Arabic texts, which would facilitate the
fine-tuning of LLMs specifically for MSA writing
assistance.

3 System Description

3.1 Overview of ARWI

ARWI functions as a web application, integrating a
front-end user interface with a backend of special-
ized REST API services and data collection infras-
tructure. The system includes an Arabic text editor
with diacritics support, GED/C auto-annotation,
AES module, and progress tracking that displays
learning trajectories and revision improvements.
ARWI delivers personalized, actionable feedback
to help users continuously enhance their writing
skills. Screenshots of the system are provided in
Figure 1 to illustrate ARWI’s current UI/UX and
typical pattern of use. Figure 2 in Appendix A
shows the English version of the interface.

3.2 Core Components

3.2.1 Collection of Essay Prompts
We develop an expandable database of essay
prompts to provide targeted writing tasks for all
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Figure 1: A before-and-after example of using ARWI’s Arabic interface. In (a) the text receives a B1 CEFR and a
large number of errors marked with red underlining; in (b) the results shows improved writing and is raised to B2
CEFR. See Appendix A for the English version of the interface.

CEFR levels. Each prompt covers a specific topic
across various domains, aligning with Arabic cul-
tural sensitivities and supporting both formal and
informal genres. ARWI enforces a minimum word
count: 50 words for beginners (A1-A2), 100 for in-
termediate writers (B1-B2), and 200+ for advanced
learners (C1-C2).

Beginner prompts focus on descriptive writing
(e.g., favorite animals, family traditions). Inter-
mediate learners engage with reflective or argu-
mentative topics (e.g., pros and cons of wearing
uniforms), while advanced writers tackle analyti-
cal discussions (e.g., AI ethics, environmental sus-
tainability). Additionally, some prompts include
optional media elements, such as images, to sup-
port descriptive tasks involving processes, interior
spaces, or graphical representations.

Many Arabic proficiency exams, including
CIMA5 and ALPT6, require writing tasks. Our
essay prompt design draws inspiration from these
exams, aligning with their task types. By mapping
prompts to the CEFR scale, we ensure appropri-
ate difficulty levels and help learners prepare for
CEFR-benchmarked Arabic proficiency tests.

3.2.2 Arabic Text Editor
The editor disables real-time spell-checking and
auto-corrections, instead providing actionable feed-
back from the GED/C module upon submission.
This approach encourages users to review and ap-

5https://www.imarabe.org/
6https://www.arabacademy.com/alpt/

ply changes manually, reinforcing learning and im-
proving retention. See Figure 1.

3.2.3 GED/C Module

For GED, we adopt a two-stage token-level classi-
fication approach, similar to (Alhafni et al., 2023),
by fine-tuning CAMeLBERT-MSA (Inoue et al.,
2021). The first classifier performs binary GED,
identifying whether a token is erroneous, while
the second classifier provides a more fine-grained
analysis, categorizing errors based on the ARETA
taxonomy (Belkebir and Habash, 2021). These clas-
sifiers are applied sequentially: the binary classifier
runs first, followed by the fine-grained classifier.
This cascaded setup ensures high precision in our
GED module.

For GEC, we develop a text-editing system that
predicts character-level edits for each input token,
generating the corrected text when applied (Alhafni
and Habash, 2025). Both GED/C models are fine-
tuned on a combination of QALB-2014 and ZAE-
BUC.

3.2.4 AES Module

The AES module leverages a fine-tuned version of
CAMeLBERT-MSA to predict the CEFR levels of
MSA essays. We fine-tune CAMeLBERT-MSA
was on the ZAEBUC dataset and a larger synthetic
dataset with topic, genre and level diversity for
essay scoring (Qwaider et al., 2025).
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3.2.5 User Progress Tracking System
The User Progress Tracking System provides writ-
ers with clear and measurable feedback, record-
ing CEFR scores and tracking error reduction over
time. This historical data is presented through a
linear graph that dynamically illustrates the user’s
learning trajectory.

3.2.6 User Profiling
Users who register have the option to input their
native language or Arabic dialect and estimated
proficiency level. This metadata enables more tar-
geted prompting and feedback. It also supports
further annotation of the auto-annotated essays col-
lected to create, for example, (non-)native, dialect,
or CEFR level specific profiles of users.

4 Preliminary User Experiment

Our goal is to determine if ARWI’s feedback leads
to measurable improvements in text quality such as
reduction in grammatical errors or increased CEFR
scores, and whether users find the UI/UX intuitive.

4.1 Experimental Setup
A total of 34 non-native mixed-gender undergrad-
uate Arabic learners organized into four groups
participated with proficiency levels ranging from
A1-B1. Five essay prompts were offered tailored
to the participants’ CEFR level. Topics included
Family and Friends, Sports and Hobbies, Spring
Break, Travel Experience, and Weekly Schedule,
with each essay suggested to be 120-500 words. A
user survey was designed for UI and UX assess-
ment, using a 5-point Likert scale with one-choice
answers, along with two open-ended questions re-
garding the most and least useful features. Partici-
pants had 20 minutes for writing, 10 for corrections,
and 10 for a user survey. A1 participants prepared
texts in advance, allowing more time for correction.

Out of 112 total submissions, where users
clicked the Check button and received feedback, 67
submissions were selected, representing the work
of 12 different users, because they provided mul-
tiple submissions to incremental improvements to
a single essay. 8 of these users reduced errors in
their essay. One user submission contained only 3
errors in a 212-word initial draft but 4 errors in the
final version, but with high CEFR scores suggest-
ing this participant focused on content rather than
error correction. The remaining submissions were
by A1-B1 learners, where submissions typically
contained tens of grammar errors.

Criteria Avg. Score Std. Dev
Clear navigation 3.68 0.90
User-friendly 3.71 0.89
Intuitive 3.59 1.09
Visually Appealing 3.03 1.03
Overall Satisfaction 3.65 0.58

Table 1: User feedback survey ratings regarding the
UI experience. Ratings are on a 5-point Likert scale,
with 5 being strongly positive, 3 neutral, and 1 strongly
negative.

No instances of overall CEFR score improve-
ment were observed during the 30-minute writing
sessions. Significant score improvements on this
relatively course-grained scale would likely require
a much longer learning period.

The survey results shown in Table 1 indicate
that the overall user experience of the system is
moderately positive (see Appendix B for more de-
tails). Criteria such as “Clear navigation”, “User-
friendly”, and “Overall Satisfaction” all received
average scores around 3.65 to 3.71, suggesting that
users generally find ARWI easy to navigate and
use. However, the “Visually Appealing” criterion
received a lower average score of 3.03, indicating
room for improvement in visual design. Standard
deviations (0.58 to 1.09) show a moderate degree of
variability in users’ perceptions, with the “Intuitive”
rating exhibiting slightly higher deviation. This
suggests that while many users appreciate the UI’s
intuitiveness, there is a subset for whom it is less
clear. When asked whether they would recommend
the system to others, approximately 85% of users
responded affirmatively.

5 Conclusions and Outlook

By integrating a collection of essay prompts, a
text editor, grammar error detection, correction
suggestions, and automated essay scoring mod-
ules, ARWI provides targeted, iterative, actionable
feedback that allows users to improve their writ-
ing and see improvements in their writing quality
over time. We make ARWI publicly available at:
https://arwi.mbzuai.ac.ae/.

Our preliminary experiment suggests the system
is useful, but improvements are needed to the UI, a
more fine-grained representation of progress would
be useful, and more intuitive error correction hints
are needed. We intend to incrementally improve
the system based on further user experimentation,
feedback, and analytics.
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Limitations

Several aspects of ARWI require further refinement.
The user interface needs adjustments based on user
study feedback, including font size and screen real
estate optimization. Error detection, classification,
and correction suggestions require improved accu-
racy. Additionally, a larger study with a more di-
verse pool of native and non-native students across
age groups, along with teacher feedback, is essen-
tial for a more comprehensive evaluation.

Ethical Considerations

The study parameters were approved by the internal
review board (IRB) of our university. All user study
participants were volunteers, and the purpose of the
study was explained to them directly.

We recognize that AI assessment systems can
make errors that may impact the student learning
process and could be misused. This is not our
intention. ARWI is designed to serve as a support
tool for teachers and learners, not as a standalone
evaluator.
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A ARWI Interface

Figure 2: A before-and-after example of using ARWI’s English interface. In (a) the text receives a B1 CEFR and
a large number of errors marked with red underlining; in (b) the results shows improved writing and is raised to
B2 CEFR. The essay prompt can be translated as “What are your favorite hobbies? When do you practice your
hobbies? And with whom? What is your favorite sport? Talk about an activity you enjoy on the weekend. Write
between 120-150 words.” The written essay can be translated as: “One of my favorite hobbies is reading, especially
in the fields of literature and history. I engage in this hobby during my free time, often in the evening after a long
day of work or during the weekend. Sometimes, I participate in book discussions with friends or colleagues who
share the same interest. As for sports, I enjoy swimming because it gives me a sense of refreshment and relaxation,
and it is also beneficial for my health. I practice it once or twice a week, often alone or with a friend. During the
weekend, I enjoy walking in nature or exploring new places in the city, such as libraries or quiet cafés. I find these
activities to be an opportunity to relax and recharge before the start of a new week. Sometimes, I spend time with
family or friends in a fun atmosphere, whether by sharing a meal together or playing board games.”
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B User Feedback Survey

Figure 3: Qualitative feedback collected from 34 users who participated in the preliminary experiments with Arwi.
The survey comprised five one-choice questions rated on a 5-point Likert scale and one binary question. The results
highlight that certain aspects of the user interface–specifically its intuitiveness and visual appeal–require further
refinement. Overall, users provided moderately positive feedback regarding their experience of usage.
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Abstract

Content generation conditioning on users’ read-
ability is an important application for person-
alization. In an era of large language mod-
els (LLMs), readability-controlled text gen-
eration based on LLMs has become increas-
ingly important. This paper introduces a novel
methodology called “Readability-Controlled
Instruction Learning (ReadCtrl),” which aims
to instruction-tune LLMs to tailor users’ read-
ability levels. Unlike the traditional meth-
ods, which primarily focused on categorical
readability adjustments—typically classified as
high, medium, and low or expert and layperson
levels—with limited success, ReadCtrl intro-
duces a dynamic framework that enables LLMs
to generate content at various (near continu-
ous level) complexity levels, thereby enhancing
their versatility across different applications.
Our results show that the ReadCtrl-Mistral-
7b models significantly outperformed strong
baseline models such as GPT-4 and Claude-3,
with a win rate of 52.1%:35.7% against GPT-
4 in human evaluations. Furthermore, Read-
Ctrl has shown significant improvements in
automatic evaluations, as evidenced by bet-
ter readability metrics (e.g., FOG, FKGL) and
generation quality metrics (e.g., BLEU, SARI,
SummaC-Factuality, UniEval-Consistency and
Coherence). These results underscore Read-
Ctrl’s effectiveness and tenacity in producing
high-quality, contextually appropriate outputs
that closely align with targeted readability lev-
els, marking a significant advancement in per-
sonalized content generation using LLMs 1.

1 Introduction

Existing personalization methods mainly focus on
the semantics of the content that individuals need,
such as retrieving information based on individuals’
search queries (Chen et al., 2023; Kirk et al., 2024;

∗* indicates equal contribution
1Our code and data will be released at https://

github.com/bio-nlp/ReadCtrl

Figure 1: ReadCtrl instruction following ability. While
current SOTA LLMs such as GPT and Claude (under the
few-shot setting) show an upward trend in aligning their
output with the target grade level, they fall significantly
short of the ‘perfect’ adherence curve. Other weaker
LLMs like Mistral-7b demonstrate little to no capacity
to adjust to ReadCtrl instructions, as indicated by the flat
line parallel to the x-axis. Notably, Mistral-ReadCtrl’s
performance closely approaches ‘perfect’, showcasing
its advanced capability to tailor output to the specified
readability level as set out by ReadCtrl instructions.

Shanahan et al., 2023) and summarization based
on content representation (Richardson et al., 2023).
However, one important aspect of personalization
that has not been widely explored is readability-
controlled content generation, which is particu-
larly relevant for writers and readers with vary-
ing expertise levels(Vajjala, 2021). This involves
tailoring content to match individuals’ readabil-
ity levels, which can vary widely due to differ-
ences in education, domain familiarity, and writing
proficiency(Ribeiro et al., 2023). The emergence
of large language models (LLMs) has further ad-
vanced this field, ushering in a transformative era of
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personalized writing assistance(Pu and Demberg,
2023). It is crucial for content generated by these
models to be not only accurate and relevant but also
adaptable to the stylistic and cognitive preferences
of different users (e.g., writers and readers). The
emphasis on customized content creation under-
scores the critical role of LLM alignment methods
in digital interactions, especially in environments
where users may require varying levels of guidance
and editorial control(Zhou et al., 2023; Sun et al.,
2023; Qin et al., 2024). At the heart of this inno-
vative area are the principles of readability control
instructions, designed to dynamically adapt the out-
put vocabulary distribution to the specific context
of each interaction. This can be achieved by an-
alyzing chat history, interpreting user profiles, or
responding to direct interaction requests, signifi-
cantly enhancing LLMs’ versatility (Huang et al.,
2023).

Previous efforts in the domain of controllable
text generation have primarily centered on binary
readability adjustments, typically categorized into
tasks of simplification, complication, or sibling
style transfer (Goldsack et al., 2022; Guo et al.,
2021; Luo et al., 2022). Despite their objectives,
these approaches often fail to fully address the di-
verse personalization needs due to the limited va-
riety in training data and a concentrated empha-
sis on readability. In traditional supervised fine-
tuning scenarios, designing multiple readability-
level ground truths for training data to facilitate
readability control is not scalable. As a result, mod-
els may not have sufficient exposure to varied text
complexities, limiting their ability to adjust con-
tent according to user-specific readability needs
accurately. In response, the field of artificial intel-
ligence is shifting towards more dynamic systems
that can adapt outputs to meet users’ unique pref-
erences and requirements (Kirk et al., 2024). This
shift is heralding a new era of personalized con-
tent creation that extends beyond standard domains
like information retrieval to specialized areas, en-
hancing user engagement and satisfaction through
tailored content.

This paper addresses these challenges by intro-
ducing a novel methodology termed “readability-
controlled instruction learning (ReadCtrl).” Our
findings demonstrate that ReadCtrl can empower
LLMs to transform input text into content with
controlled readability accurately. As illustrated
in Figure 1, our investigation across a range of

state-of-the-art LLMs shows varying degrees of
compliance with readability-controlled instructions.
Mainstream models like GPT (Achiam et al., 2023)
and Claude (Anthropic, 2024), despite demonstrat-
ing an Upward trend, fall significantly short of
the ideal ‘perfect’ adherence curve—they show a
tendency towards compliance but lack precise out-
put control. In contrast, models that previously
struggled with readability control, such as Mistral-
7b (Jiang et al., 2023)—illustrated almost as a
horizontal line in the figure—have shown signifi-
cant enhancement with the integration of ReadC-
trl, such as Mistral-ReadCtrl. These models now
nearly meet the ideal performance curve, showcas-
ing their improved ability to customize outputs to
specific readability demands. Specifically, ReadC-
trl incorporates explicit instruction tuning based on
readability and is rigorously tested through tasks
designed to evaluate the model’s ability to adjust
output complexity. These tasks include text sim-
plification, which aims to reduce the output’s read-
ability relative to the input; paraphrase generation,
which maintains the input’s readability; and se-
mantic entailment generation, which adjusts the
output’s readability, potentially increasing or de-
creasing it in relation to the input. By employing a
clear instruction—“Given an input text, please out-
put an entailment with a readability score around
{target readability score}”—models like Mistral-
ReadCtrl demonstrate the efficacy of ReadCtrl in
generating content that is not only semantically
coherent but also finely adjusted to meet diverse
comprehension needs and preferences.

In our initial experiments, we evaluated the
model’s performance in a "seen setting," where
models were tested using datasets on which they
were trained, such as ASSET (Alva-Manchego
et al., 2020) for text simplification, PAWS (Zhang
et al., 2019) for paraphrase generation, and
SNLI (Bowman et al., 2015) for semantic entail-
ment. This setting established a baseline for in-
struction tuning, confirming that the models could
effectively adhere to readability instructions in fa-
miliar contexts. Subsequent experiments involved
an "unseen setting," testing the models against new
datasets they had not encountered during training,
such as WikiSmall (Zhu et al., 2010) for text sim-
plification, MRPC (Dolan and Brockett, 2005) for
paraphrase generation, and MultiNLI (Williams
et al., 2017) for semantic entailment. This phase
was critical for assessing the models’ adaptability
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and accuracy in novel contexts, reflecting their gen-
eralizability and real-world applicability. We uti-
lized several readability assessment metrics, includ-
ing the Gunning Fog Index (Gunning, 1952) and
Flesch-Kincaid Grade Level (Kincaid et al., 1975),
to quantitatively evaluate the complexity of the gen-
erated texts. Additionally, we employed a range of
automatic generation metrics for generation quality
evaluation, such as BLEU (Papineni et al., 2002),
SARI (Xu et al., 2016), Factuality (Laban et al.,
2022), Consistency and Coherence (Zhong et al.,
2022), to assess the quality of the generated texts,
aiming to balance readability, information reten-
tion, factuality, consistency, and coherence during
evaluation.

These evaluations confirmed the effectiveness
of our ReadCtrl methodology across a diverse
range of tasks and datasets. Particularly, Mistral-
ReadCtrl excelled in both seen and unseen set-
tings, showcasing robust performance metrics.
For instance, in the unseen MRPC dataset, Mis-
tral ReadCtrl achieved the lowest readability gap
(1.66), the highest factuality (0.8184), and excellent
BLEU (0.3798) and SARI (44.4327) scores, signif-
icantly outperforming competitors like GPT-4 and
Claude-3. In the WikiSmall dataset, it recorded
a readability gap of just 2.09, the highest coher-
ence score (0.9763), and a strong SARI score of
42.1033. Furthermore, detailed human and LLM-
as-a-judge (Lan et al., 2024) evaluations were con-
ducted to compare Mistral-ReadCtrl with GPT-
4 across different tasks and readability require-
ments. Mistral-ReadCtrl demonstrated superior
performance, achieving a win rate of 52.1% in
human evaluations and 58.3% in AI assessments,
compared to GPT-4’s 35.7% and 38.4%, respec-
tively. Notably strong results were observed in
tasks involving WikiSmall (62.5% in Human Eval,
67.7% in AI Eval) and SNLI (66.7% in Human
Eval).

2 Methodology

2.1 Task Overview

Our methodology is designed to evaluate the effec-
tiveness of instruction tuning conditional on read-
ability across a suite of tasks, specifically focusing
on text simplifications, paraphrase generation, and
semantic entailment generation. These tasks are
strategically chosen to test the model’s capability
in adjusting the complexity of its output to match
specified readability levels. They serve a broad

spectrum of applications, from enhancing educa-
tional material accessibility to refining technical
documentation for diverse audiences.
• Text Simplifications: Here, the aim is to reduce

the readability level of the given input text, mak-
ing it more accessible to a wider audience or read-
ers with varying comprehension skills. This task
challenges the model to simplify complex text
while preserving its essential content and mean-
ing, demonstrating the ability to decrease textual
complexity upon demand.

• Paraphrase Generation: In this task, the model
is tasked with rewording the given text to pro-
duce a paraphrase that maintains the original’s
readability level. This requires a nuanced under-
standing of language to ensure the output remains
true to the input’s complexity and style, facili-
tating content reformulation without altering its
accessibility.

• Semantic Entailment Generation: This in-
volves creating text that semantically follows
from the given input, with the flexibility to in-
crease or decrease the readability level. The
model must grasp the underlying meaning of the
input text and generate output that logically en-
tails the input, demonstrating versatility in pro-
ducing content with adjustable complexity levels.
We employ the instruction tuning approach con-

ditional on readability for all these tasks. This
method provides explicit instructions to the model
to control the output text’s readability score, en-
suring that the generated content aligns with the
intended complexity level for the target audience.
This approach underlines our belief that these tasks
can all contribute to readability control generation,
where, depending on the task—be it text simplifica-
tion, paraphrase generation, or semantic entailment
generation—the model is calibrated to generate
output with the desired readability level. In text
simplification, the goal is to lower the readability of
the output relative to the input, while in paraphrase
generation, the output’s readability should mirror
the input’s. For the semantic entailment generation
task, the output’s readability may vary, being either
higher or lower than the input’s, thereby offering a
versatile tool for adjusting text complexity across a
wide range of contexts.

2.2 Instruction Design for Readability Control

To achieve the desired readability level across vari-
ous tasks, we employ straightforward and singular
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Figure 2: Overview of ReadCtrl data construction.

instruction. This approach emphasizes the model’s
ability to tailor its output to meet specific readabil-
ity goals, demonstrating its versatility and effec-
tiveness in readability control. The instruction is as
follows:

"Given an input text, please output an entailment
with a readability score around target readability
score."

This concise instruction mandates the model to
generate content that not only semantically follows
from the given input but also aligns with a specified
readability level, showcasing the model’s capacity
to produce targeted outputs that cater to diverse
comprehension needs and preferences.

2.3 Implementation and Readability Scoring

The readability of the generated text is quantita-
tively evaluated using a suite of established read-
ability metrics. We calculate the following read-
ability scores 2:
• Gunning Fog Index: Estimates the years of for-

mal education required to understand the text on
the first reading (Gunning, 1952).

• Flesch-Kincaid Grade Level: Translates the US
grade level needed to comprehend the text (Kin-
caid et al., 1975).

• Automated Readability Index: Outputs a score
correlating to the US grade level necessary for
understanding (Senter and Smith, 1967).

• Coleman-Liau Index: Estimates the US grade
level needed to comprehend the text using let-
ter count instead of syllable count (Coleman and
Liau, 1975).
These metrics are selected for their diverse ap-

proaches to assessing text complexity, offering a
comprehensive understanding of the text’s readabil-
ity. Subsequently, an average Reading Grade Level
(RGL) is derived from these scores to represent the
text’s overall readability. The integration of these

2More details can be found in Appendix A.

readability assessments into our methodology al-
lows a nuanced approach to generating text that
meets the specified readability criteria. By adjust-
ing the instruction based on the target RGL, we can
fine-tune the complexity of the output, making our
approach adaptable to a wide range of applications,
from educational content to technical documenta-
tion. This process underscores the importance of
readability in tailoring content to specific audience
needs, a critical factor in communication effective-
ness across various domains.

3 Experiments

3.1 Dataset
Our experimental framework is designed to as-
sess the model’s performance across various tasks,
specifically focusing on text simplification, para-
phrase generation, and semantic entailment gen-
eration. To facilitate a comprehensive evaluation,
we utilize six distinct datasets, two for each task,
which enables us to explore the model’s capabili-
ties in both seen and unseen settings. The datasets
employed in our experiments are outlined as fol-
lows:
• Text Simplification: For this task, we use the

ASSET (Alva-Manchego et al., 2020) and Wik-
iSmall (Zhu et al., 2010) datasets. ASSET is a
diverse corpus for automatic sentence simplifica-
tion, providing high-quality simplifications with
multiple references per source sentence, making
it ideal for instruction tuning and evaluation in
seen settings. WikiSmall serves as an additional
dataset for evaluating performance in an unseen
setting, offering a different collection of simpli-
fied sentences derived from Wikipedia articles.

• Paraphrase Generation: We utilize the PAWS
(Zhang et al., 2019) (Paraphrase Adversaries from
Word Scrambling) and MRPC (Microsoft Re-
search Paraphrase Corpus) (Dolan and Brock-
ett, 2005) datasets. PAWS contains pairs of sen-
tences paraphrasing each other, including those
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constructed through controlled word scrambling,
making it suitable for training and the seen set-
ting evaluations. MRPC offers a collection of sen-
tence pairs labeled as paraphrases or not, sourced
from online news sources, to test the model’s
paraphrasing ability in unseen settings.

• Semantic Entailment Generation: For this task,
the SNLI (Stanford Natural Language Inference)
(Bowman et al., 2015) and MultiNLI (Multi-
Genre Natural Language Inference) (Williams
et al., 2017) datasets are employed. SNLI is a
large collection of sentence pairs annotated with
textual entailment information, used for instruc-
tion tuning and seen setting evaluation. MultiNLI
extends this to a broader range of genres and con-
texts, providing a robust challenge for the model
in unseen settings.
In our experimental setup, instruction tuning is

performed on the training sets of ASSET, PAWS,
and SNLI to align the model’s output with spe-
cific readability goals. The effectiveness of this
approach is then evaluated in two distinct settings:
a seen setting, using the test sets of ASSET, PAWS,
and SNLI, and an unseen setting, using the test sets
of WikiSmall, MRPC, and MultiNLI. This method-
ology allows us to not only measure the model’s
immediate response to the instruction tuning but
also its generalizability and adaptability to different
textual contexts and tasks.

3.2 Evaluation Metrics
To comprehensively evaluate the model’s perfor-
mance across the different tasks, we employ a mul-
tifaceted set of metrics that assess various aspects
of the generated texts. These metrics enable us to
gauge the model’s effectiveness in adjusting read-
ability, maintaining factual accuracy, and ensuring
textual coherence and consistency. The following
metrics are used:
• Average Readability Score: This metric calcu-

lates the average readability level of the generated
texts, providing insight into the overall accessibil-
ity of the content produced by the model.

• Readability Gap (Delta): The readability gap is
measured as the difference between the requested
readability level and the actual readability level
of the generated text. This metric assesses the
model’s precision in hitting target readability lev-
els.

• Factuality: Factuality is evaluated based on the
methodology from the SummaC (Laban et al.,

2022) work, which offers a means to assess the
factual alignment of the generated text with the
source content or input.

• Consistency and Coherence: These aspects are
measured using criteria from the UniEval (Zhong
et al., 2022) framework, which provides standard-
ized metrics for evaluating the logical consistency
and coherence of the text, ensuring that the gener-
ated content is not only readable but also logically
structured and coherent.

• SARI: The SARI (System output Against Refer-
ences and the Input sentence) (Xu et al., 2016)
metric is utilized to assess the quality of text sim-
plification. It measures the model’s ability to
produce simplified text that is both accurate and
helpful, comparing the generated output against
both the original text and reference simplifica-
tions.

• BLEU: The BLEU (Bilingual Evaluation Under-
study) (Papineni et al., 2002) metric is applied
to evaluate paraphrase generation and semantic
entailment tasks. It quantifies the linguistic simi-
larity between the generated texts and reference
texts, indicating the model’s capability to produce
coherent and contextually appropriate content.
These metrics collectively offer a robust frame-

work for assessing the nuanced performance of the
model across various dimensions of text generation,
readability adjustment, and content quality.

3.3 Evaluated Models

In our study, we evaluate a diverse set of mod-
els to understand their efficacy in handling tasks
related to term definition generation, text simplifi-
cation, and text complication, particularly focusing
on adjusting text complexity according to specified
readability levels. The models include:
• GPT-3.5: As a precursor to GPT-4, GPT-3.5 has

demonstrated substantial capabilities in generat-
ing human-like text across various tasks. It serves
as a baseline to understand the incremental im-
provements brought about by its successors and
other models.

• GPT-4: The latest iteration from OpenAI’s GPT
series at the time of our study, GPT-4, represents
a significant leap in language model performance,
offering improved comprehension and generation
capabilities over its predecessors.

• Claude-3: As a model known for its understand-
ing and generation abilities, Claude-3 has been in-

23



Models Readability Gap↓ Factuality↑ Consistency↑ Coherence↑ BLEU↑ SARI↑
ASSET (seen) | WikiSmall (unseen) - Text Simplification

Claude-3 3.6323 | 4.53 0.5221 | 0.4612 0.9301 | 0.9391 0.934 | 0.9396 0.1874 | 0.1606 40.6964 | 32.9996
GPT-3.5 2.8635 | 3.12 0.7231 | 0.6721 0.9641 | 0.9401 0.9648 | 0.9231 0.2739 | 0.194 41.0061 | 33.9842
GPT-4 2.7465 | 2.69 0.6547 | 0.5892 0.9688 | 0.9556 0.9687 | 0.949 0.2061 | 0.1666 39.7319 | 31.4657
Mistral-ReadCtrl 1.8384 | 2.09 0.7687 | 0.7168 0.9423 | 0.9477 0.9653 | 0.9763 0.4317 | 0.4321 49.3521 | 42.1033

SNLI (seen) | MultiNLI (unseen) - Semantic Entailment Generation
Claude-3 4.6433 | 5.64 0.5102 | 0.3904 0.919 | 0.8292 0.9331 | 0.8346 0.0446 | 0.0303 48.3281 | 44.4344
GPT-3.5 2.8333 | 6.7 0.5176 | 0.3967 0.9049 | 0.8829 0.8982 | 0.896 0.0875 | 0.0378 51.0201 | 44.0607
GPT-4 2.4733 | 3.36 0.5632 | 0.5167 0.9488 | 0.8961 0.9382 | 0.8879 0.105 | 0.0562 52.1153 | 46.4204
Mistral-ReadCtrl 1.8733 | 2.21 0.7406 | 0.6542 0.9491 | 0.8804 0.9437 | 0.9122 0.183 | 0.1137 51.6644 | 43.8289

PAWS (seen) | MRPC (unseen) - Paraphrase Generation
Claude-3 2.4333 | 2.61 0.5141 | 0.4736 0.921 | 0.9154 0.9183 | 0.9012 0.2393 | 0.1679 38.3459 | 36.7783
GPT-3.5 1.5433 | 2.64 0.7443 | 0.5868 0.9761 | 0.9683 0.9746 | 0.9679 0.3873 | 0.2059 37.9808 | 37.3417
GPT-4 1.4467 | 2.19 0.7085 | 0.5203 0.979 | 0.9635 0.978 | 0.9639 0.3122 | 0.153 34.3525 | 34.8477
Mistral-ReadCtrl 0.6367 | 1.66 0.7871 | 0.8184 0.9677 | 0.9669 0.9735 | 0.9769 0.6649 | 0.3798 60.5332 | 44.4327

Table 1: Main results for seen | unseen tasks in ReadCtrl.

cluded as a baseline for its efficiency in handling
various NLP tasks and its purported adaptability
to instruction-based prompts, making it a relevant
comparison for our instruction-tuned model.

• Mistral 7B ReadCtrl: Our proposed model has
been instruction-tuned to adjust the readability
level of generated texts based on explicit instruc-
tions. Mistral 7B is designed to excel in the
specific tasks of text simplification, paraphrase
generation, and semantic entailment generation,
leveraging instruction tuning to achieve precise
control over the readability of its outputs.
Each of these models brings unique strengths

and capabilities to the table, allowing us to con-
duct a comprehensive comparison that not only
highlights Mistral 7B’s advancements in control-
ling readability but also situates these achievements
within the broader context of current NLP technolo-
gies. By evaluating Mistral 7B against these estab-
lished models, we aim to demonstrate its efficacy
and potential applications in enhancing readability
control in automatic text generation.

3.4 Results

3.4.1 Performance on seen tasks
Table 1 presents a performance comparison of
Claude-3, GPT-3.5, GPT-4, and our model, Mistral-
ReadCtrl, on seen tasks involving three datasets
where instruction tuning was implemented: AS-
SET, SNLI, and PAWS. Regarding the Readability
Gap, Mistral-ReadCtrl demonstrates superior preci-
sion in adhering to target readability levels, achiev-
ing the lowest scores across all datasets, indicating
effective control over text readability. Factuality
scores, which assess the accuracy of content com-

pared to the original, show that Mistral-ReadCtrl
maintains higher factual consistency than its coun-
terparts. When evaluating Consistency and Coher-
ence, which measure the logical flow and structural
soundness of texts, Mistral-ReadCtrl performs ro-
bustly, though it is slightly outperformed by GPT-4
in the PAWS dataset. For BLEU and SARI metrics,
critical for evaluating the linguistic and contex-
tual appropriateness of text simplification and para-
phrase generation, Mistral-ReadCtrl again posts the
highest scores, showcasing its efficacy in producing
high-quality, contextually appropriate responses.

3.4.2 Performance on unseen tasks
Table 1 illustrates the performance of four mod-
els — Claude-3, GPT-3.5, GPT-4, and Mistral-
ReadCtrl — on unseen tasks, using the datasets
WikiSmall for text simplification, MultiNLI for
semantic entailment generation, and MRPC for
paraphrase generation. These results are crucial for
assessing each model’s ability to generalize beyond
the data types encountered during training.

In the WikiSmall dataset, Mistral-ReadCtrl out-
performs other models with the lowest readability
gap of 2.09, suggesting superior control aligning
with the target readability levels. It also achieves
the highest factuality and coherence scores and sig-
nificantly outstrips the competition in BLEU and
SARI scores, indicating its effectiveness in main-
taining content quality in text simplification tasks.

Mistral-ReadCtrl again shows notable perfor-
mance for the MultiNLI dataset, which focuses
on semantic entailment generation, with the lowest
readability gap of 2.21 and the highest factuality
and coherence scores among the models. However,
while its BLEU score is the highest, it slightly trails
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Figure 3: Win rate (%) for Mistral-ReadCtril vs GPT-4
(3 shots) using AI (Claude3 and GPT3.5) and Human
evaluation.

behind GPT-4 in SARI, demonstrating strong but
not leading performance in generating entailments
that are semantically aligned with the input.

In the MRPC dataset, which tests the model’s
ability to generate paraphrases, Mistral-ReadCtrl
leads to a readability gap of 1.66, the highest factu-
ality and coherence scores, and the best BLEU and
SARI scores. This highlights its exceptional ability
to generate paraphrases that not only adhere closely
to the desired readability level but also maintain
high levels of linguistic and contextual integrity.

Overall, the data from the unseen tasks confirm
Mistral-ReadCtrl’s robust generalization capabili-
ties across different types of text generation tasks,
demonstrating its potential as a versatile tool in
NLP applications where adapting to varied content
types and maintaining consistent quality is critical.

4 Human Evaluation

4.1 Human Evaluation settings

Our human evaluation was conducted by 5 human
evaluators and 1 expert evaluator 3. We randomly
sampled 6 data from the test datasets of 6 data
sets, and a total of 36 data appeared in the human
evaluation. We give detailed instructions to the
annotators: “You are evaluating two systems, both
of which are trying to convert inputs to specific
readability requirements to produce output suitable

3More details can be found on Appendix B.

Grade 2
Employ short, straightforward sentence structures 100%
Focus only on essential details, omitting unnecessary complexity 85.7%
Use very simple vocabulary and avoid complex words 76.2%
Break down information into clear sequential steps 35.7%
Grade 5
Introduce some more varied and content-specific vocabulary 71.4%
Use longer sentences with conjunctions to combine ideas 57.1%
Provide additional context and relevant details 28.6%
Explain concepts more directly instead of narratives 23.8%
Grade 8
Use complex sentence structures like passive voice 66.7%
Employ richer descriptive language and vivid details 54.8%
Incorporate academic and technical terminology 47.6%
Establish clear logical connections between ideas 21.4%
Grade 11
Construct elaborate compound-complex sentences 42.9%
Use sophisticated vocabulary from all domains 40.5%
Write with consistent formality and academic tone 33.3%
Employ advanced stylistic techniques like figurative language 23.8%

Table 2: Readability control strategies for Mistral 7B
ReadCtrl. The number represents what proportion of
the system output in the corresponding grade level uses
the corresponding method to adjust the readability.

for the user. I will show you the input and output
of the two systems on grade 2/5/8/11, respectively.
Tell me which system’s output you prefer by spec-
ifying system 1 or system 2 or tie if the quality
is the same. Please explain the reason for your
preference.”. And they worked using our evalua-
tion system to select preference; see Figure 4 (left).
Each time, we randomly shuffle the outputs of two
systems (Mistral-ReadCtrl and GPT-4), and they
can choose the one that better meets the readabil-
ity requirements and has higher output quality. If
they think the outputs of the two systems are tied,
they can choose both. After we get judgments from
multiple people per instance, we do not aggregate
their labels before calculating the win rate but count
them individually. We also used a similar setting of
our human preference evaluation for AI evaluation
with claude-3-opus-20240229 and gpt-3.5-turbo-
0125 as the judge 4.

After preference evaluation, we then worked
with one Linguistics expert for the readability con-
trol strategies annotation. We summarized 4 differ-
ent reasons for each grade level (see Table 2) and
then asked the expert to use our evaluation system
for readability control strategies annotation; see
Figure 4 (right). Each time, the expert needed to se-
lect all qualified control strategies for the output of
our system (Mistral 7B ReadCtrl), where multiple
selections are allowed.

4More details can be found on Appendix C
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4.2 Human Evaluation Results

As shown in Figure 3, the human evaluation prefers
Mistral-ReadCtrl with an overall win rate of 49.4%
as opposed to GPT-4, while AI evaluation gave us a
broader win rate of 58.3%. Specifically, both seen
settings (ASSET, SNLI, PAWS) and unseen set-
tings (WikiSmall, MultiNLI, MRPC) exhibit con-
sistent results across human evaluation and AI eval-
uation. Among these, the lead in WikiSmall and
SNLI is most pronounced. Delving further, human
annotations shed light on the operational tactics
of Mistral-ReadCtrl. For example, when catering
to Grade 2 readability, it implemented straightfor-
ward sentence structures with 100% adherence, fo-
cused on essential details 85.7% of the time, and
employed very simple vocabulary in 76.2% of in-
stances. For more advanced Grade 5 and 8 re-
quirements, it adeptly introduced content-specific
vocabulary (71.4% for Grade 5) and complex sen-
tence structures (66.7% for Grade 8), illustrating
the model’s dexterity in scaling complexity accord-
ing to the readability demands.

5 Related Work

Early efforts for readability control in natural lan-
guage generation (NLG) included microplanning
steps to tailor the text to match different target
reading levels (Moraes et al., 2016; Agrawal and
Carpuat, 2019; Marchisio et al., 2019). More recent
studies, such as those by Luo et al. (2022), have
investigated controllable abstractive and extractive
approaches for generating summaries tailored for
layman and expert audiences from biomedical doc-
uments. Concurrently, recent work Pu and Dem-
berg (2023); Rao and Tetreault (2018); Yao and
Yu (2021) examined the ability of the language
models to adapt its outputs to different target au-
diences and writing styles, ranging from formal
to informal, whereas Imperial (2022) highlighted
that GPT2 models struggle with preserving the lin-
guistic complexity of input prompts. Significant
developments have also been made in models for
Plain Language Summarization (PLS) from scien-
tific papers (Devaraj et al., 2021; Goldsack et al.,
2023; Guo et al., 2023), focusing on generating
simplified texts that retain the original content’s
meaning.

Text Simplification aims to enhance the read-
ability of sentences by reducing their linguistic
complexity, with various important societal appli-
cations, such as increasing accessibility for those

with cognitive disabilities and also for patient ed-
ucation, non-native speakers, and children with
reading difficulties (Martin et al., 2020; Cao et al.,
2020). Various aspects of simplified outputs have
been addressed, including adapting to specific lev-
els (Nishihara et al., 2019), incorporating edit oper-
ations (Kumar et al., 2020; Mallinson et al., 2020),
enforcing lexical and syntactic constraints (Martin
et al., 2019), applying linguistically motivated syn-
tactic rules (Maddela et al., 2020), and integrating
complex span extraction and lay language gener-
ation (Chen et al., 2018; Kwon et al., 2022; Jiang
and Xu, 2024; Yao et al., 2023) into the simplifi-
cation process. In contrast to traditional text sim-
plification, which primarily focuses on controlling
the extent of paraphrasing, our approaches are de-
signed to produce succinct and informative output
for various tasks in both seen and unseen settings,
while maintaining different fine-grained levels of
desired readability.

Finally, our work follows the instruction tuning
technique (Zhang et al., 2023a) to help LLMs learn
to follow readability-controlled instructions. Tra-
ditional supervised fine-tuning (SFT) techniques
often struggle with fine-grained readability con-
trol, as they depend on manual annotation or syn-
thetic data generation for enriching readability data,
followed by model fine-tuning. This method re-
quires considerable financial and time resources,
with repeated tasks for each domain-specific appli-
cation. Alternatively, recent advances in instruc-
tion learning offer a more generalized approach,
as highlighted in several studies (Wei et al., 2021;
Wang et al., 2022; Honovich et al., 2022; Zhang
et al., 2023b; Tran et al., 2023). Instruction learn-
ing operates on the premise that the model already
possesses the necessary knowledge and skills to
perform the target task but requires instructional
data to learn how to follow the instructions effec-
tively. By using a FLAN-style Instruction Fine-
Tuning method (Wei et al., 2021), we gathered task-
specific instructions for ReadCtrl and conducted
fine-tuning. Our evaluations, both automatic and
human, on seen and unseen tasks, confirm ReadC-
trl’s effectiveness, simplifying the adaptation pro-
cess and broadening application scope with mini-
mal data needs.

6 Conclusion

The ReadCtrl approach enhances the adaptability of
LLMs by dynamically adjusting content complex-
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ity to bridge the gap between writers and readers
with diverse expertise. By outperforming main-
stream models like GPT-4 in evaluations, Mistral-
ReadCtrl demonstrates its capability to generate
nuanced, high-quality outputs, highlighting its po-
tential in enabling personalized writing and reading
experiences.

7 Limitations

In this paper, we propose a new instruction-learning
approach to enhance the controllability of readabil-
ity levels. While this adjustment is not specific to
any particular language, we conducted all of our
experiments and analysis exclusively on English-
language summarization datasets. Additionally,
due to the resource limitation, our analysis was
limited to Text Simplification (ASSET and Wik-
iSmall datasets), Paraphrase Generation (PAWS
and MRPC datasets), and Semantic Entailment
Generation (SNLI and MultiNLI datasets), reflect-
ing their prevalent application in NLG studies. Con-
sequently, this paper does not extend to exploring
style variations in non-English and other relevant
tasks and datasets, such as some mentioned text-
to-text generation datasets in the tutorial at ACL
2024 (Dou et al., 2023). Thus, the scope of this
study is confined, and the results may not be uni-
versally applicable across different linguistic and
stylistic contexts. For readability evaluation, stud-
ies have shown that readability formulas may not
be ideal for medical text (Zheng and Yu, 2017)
because short texts (e.g., abbreviations and frag-
mented texts rather than complete sentences) are
common in EHR notes. In future work, we may ex-
plore machine-learning-based approaches (Zheng
et al., 2018) for readability in subdomains. Finally,
due to resource constraints, we were unable to have
actual grade 2, 5, 8, and 11 students provide pair-
wise preference feedback during our human eval-
uation. In the future, we plan to collect human
evaluation feedback from more appropriate target
groups to enhance the reliability of our results fur-
ther.

8 Ethics Statement

While Mistral-ReadCtrl has demonstrated a high
level of readability controllability on several NLG
datasets dataset, this does not imply their use as
general controllable interactive models (like some
chatbot systems). These models should be thor-
oughly evaluated before being used in different

settings to ensure reliability.

References
Josh Achiam, Steven Adler, Sandhini Agarwal, Lama

Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774.

Sweta Agrawal and Marine Carpuat. 2019. Controlling
text complexity in neural machine translation. arXiv
preprint arXiv:1911.00835.

Fernando Alva-Manchego, Louis Martin, Antoine Bor-
des, Carolina Scarton, Benoît Sagot, and Lucia
Specia. 2020. Asset: A dataset for tuning and
evaluation of sentence simplification models with
multiple rewriting transformations. arXiv preprint
arXiv:2005.00481.

Anthropic. 2024. The claude 3 model family: Opus,
sonnet, haiku.

Samuel R Bowman, Gabor Angeli, Christopher Potts,
and Christopher D Manning. 2015. A large annotated
corpus for learning natural language inference. arXiv
preprint arXiv:1508.05326.

Yixin Cao, Ruihao Shui, Liangming Pan, Min-Yen Kan,
Zhiyuan Liu, and Tat-Seng Chua. 2020. Expertise
style transfer: A new task towards better communi-
cation between experts and laymen. arXiv preprint
arXiv:2005.00701.

Jin Chen, Zheng Liu, Xunpeng Huang, Chenwang Wu,
Qi Liu, Gangwei Jiang, Yuanhao Pu, Yuxuan Lei,
Xiaolong Chen, Xingmei Wang, Defu Lian, and En-
hong Chen. 2023. When large language models meet
personalization: Perspectives of challenges and op-
portunities. ArXiv, abs/2307.16376.

Jinying Chen, Emily Druhl, Balaji Polepalli Ramesh,
Thomas K Houston, Cynthia A Brandt, Donna M
Zulman, Varsha G Vimalananda, Samir Malkani, and
Hong Yu. 2018. A natural language processing sys-
tem that links medical terms in electronic health
record notes to lay definitions: system development
using physician reviews. Journal of medical Internet
research, 20(1):e26.

Meri Coleman and Ta Lin Liau. 1975. A computer
readability formula designed for machine scoring.
Journal of Applied Psychology, 60(2):283.

Ashwin Devaraj, Byron C Wallace, Iain J Marshall, and
Junyi Jessy Li. 2021. Paragraph-level simplification
of medical texts. In Proceedings of the conference.
Association for Computational Linguistics. North
American Chapter. Meeting, volume 2021, page 4972.
NIH Public Access.

Bill Dolan and Chris Brockett. 2005. Automati-
cally constructing a corpus of sentential paraphrases.
In Third international workshop on paraphrasing
(IWP2005).

27

https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://api.semanticscholar.org/CorpusID:260334118
https://api.semanticscholar.org/CorpusID:260334118
https://api.semanticscholar.org/CorpusID:260334118


Yao Dou, Philippe Laban, Claire Gardent, and Wei Xu.
2023. Automatic and human-ai interactive text gen-
eration. arXiv preprint arXiv:2310.03878.

Tomas Goldsack, Zhihao Zhang, Chenghua Lin, and
Carolina Scarton. 2022. Making science simple: Cor-
pora for the lay summarisation of scientific literature.
arXiv preprint arXiv:2210.09932.

Tomas Goldsack, Zhihao Zhang, Chenghua Lin,
and Carolina Scarton. 2023. Domain-driven and
discourse-guided scientific summarisation. In Eu-
ropean Conference on Information Retrieval, pages
361–376. Springer.

Robert Gunning. 1952. The technique of clear writing.
(No Title).

Yue Guo, Tal August, Gondy Leroy, Trevor Cohen, and
Lucy Lu Wang. 2023. Appls: A meta-evaluation
testbed for plain language summarization. arXiv
preprint arXiv:2305.14341.

Yue Guo, Wei Qiu, Yizhong Wang, and Trevor Co-
hen. 2021. Automated lay language summarization
of biomedical scientific reviews. In Proceedings of
the AAAI Conference on Artificial Intelligence, vol-
ume 35, pages 160–168.

Or Honovich, Thomas Scialom, Omer Levy, and Timo
Schick. 2022. Unnatural instructions: Tuning lan-
guage models with (almost) no human labor. arXiv
preprint arXiv:2212.09689.

Xu Huang, Jianxun Lian, Yuxuan Lei, Jing Yao, Defu
Lian, and Xing Xie. 2023. Recommender ai agent:
Integrating large language models for interactive rec-
ommendations. arXiv preprint arXiv:2308.16505.

Joseph Marvin Imperial. 2022. Uniform complexity for
text generation. arXiv preprint arXiv:2204.05185.

Albert Q Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, et al. 2023. Mistral
7b. arXiv preprint arXiv:2310.06825.

Chao Jiang and Wei Xu. 2024. Medreadme: A sys-
tematic study for fine-grained sentence readability in
medical domain. arXiv preprint arXiv:2405.02144.

J Peter Kincaid, Robert P Fishburne Jr, Richard L
Rogers, and Brad S Chissom. 1975. Derivation of
new readability formulas (automated readability in-
dex, fog count and flesch reading ease formula) for
navy enlisted personnel.

Hannah Rose Kirk, Bertie Vidgen, Paul Röttger, and
Scott A Hale. 2024. The benefits, risks and bounds of
personalizing the alignment of large language models
to individuals. Nature Machine Intelligence, pages
1–10.

Dhruv Kumar, Lili Mou, Lukasz Golab, and Olga
Vechtomova. 2020. Iterative edit-based unsu-
pervised sentence simplification. arXiv preprint
arXiv:2006.09639.

Sunjae Kwon, Zonghai Yao, Harmon S Jordan, David A
Levy, Brian Corner, and Hong Yu. 2022. Medjex: A
medical jargon extraction model with wiki’s hyper-
link span and contextualized masked language model
score. arXiv preprint arXiv:2210.05875.

Philippe Laban, Tobias Schnabel, Paul N Bennett, and
Marti A Hearst. 2022. Summac: Re-visiting nli-
based models for inconsistency detection in summa-
rization. Transactions of the Association for Compu-
tational Linguistics, 10:163–177.

Tian Lan, Wenwei Zhang, Chen Xu, Heyan Huang,
Dahua Lin, Kai Chen, and Xian-ling Mao. 2024. Crit-
icbench: Evaluating large language models as critic.
arXiv preprint arXiv:2402.13764.

Zheheng Luo, Qianqian Xie, and Sophia Ananiadou.
2022. Readability controllable biomedical document
summarization. arXiv preprint arXiv:2210.04705.

Mounica Maddela, Fernando Alva-Manchego, and
Wei Xu. 2020. Controllable text simplifica-
tion with explicit paraphrasing. arXiv preprint
arXiv:2010.11004.

Jonathan Mallinson, Aliaksei Severyn, Eric Malmi, and
Guillermo Garrido. 2020. Felix: Flexible text edit-
ing through tagging and insertion. arXiv preprint
arXiv:2003.10687.

Kelly Marchisio, Jialiang Guo, Cheng-I Lai, and Philipp
Koehn. 2019. Controlling the reading level of ma-
chine translation output. In Proceedings of Machine
Translation Summit XVII: Research Track, pages 193–
203.

Louis Martin, Angela Fan, Éric De La Clergerie, An-
toine Bordes, and Benoît Sagot. 2020. Muss: Multi-
lingual unsupervised sentence simplification by min-
ing paraphrases. arXiv preprint arXiv:2005.00352.

Louis Martin, Benoît Sagot, Eric de la Clergerie, and
Antoine Bordes. 2019. Controllable sentence simpli-
fication. arXiv preprint arXiv:1910.02677.

Priscilla Moraes, Kathleen F McCoy, and Sandra Car-
berry. 2016. Enabling text readability awareness dur-
ing the micro planning phase of nlg applications. In
Proceedings of the 9th International Natural Lan-
guage Generation conference, pages 121–131.

Daiki Nishihara, Tomoyuki Kajiwara, and Yuki Arase.
2019. Controllable text simplification with lexical
constraint loss. In Proceedings of the 57th annual
meeting of the association for computational linguis-
tics: Student research workshop, pages 260–266.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalu-
ation of machine translation. In Proceedings of the

28



40th annual meeting of the Association for Computa-
tional Linguistics, pages 311–318.

Dongqi Pu and Vera Demberg. 2023. Chatgpt vs human-
authored text: Insights into controllable text summa-
rization and sentence style transfer. arXiv preprint
arXiv:2306.07799.

Yiwei Qin, Kaiqiang Song, Yebowen Hu, Wenlin Yao,
Sangwoo Cho, Xiaoyang Wang, Xuansheng Wu, Fei
Liu, Pengfei Liu, and Dong Yu. 2024. Infobench:
Evaluating instruction following ability in large lan-
guage models. arXiv preprint arXiv:2401.03601.

Sudha Rao and Joel Tetreault. 2018. Dear sir or madam,
may i introduce the gyafc dataset: Corpus, bench-
marks and metrics for formality style transfer. arXiv
preprint arXiv:1803.06535.

Leonardo FR Ribeiro, Mohit Bansal, and Markus
Dreyer. 2023. Generating summaries with
controllable readability levels. arXiv preprint
arXiv:2310.10623.

Chris Richardson, Yao Zhang, Kellen Gillespie, Sudipta
Kar, Arshdeep Singh, Zeynab Raeesy, Omar Zia
Khan, and Abhinav Sethy. 2023. Integrating sum-
marization and retrieval for enhanced personaliza-
tion via large language models. arXiv preprint
arXiv:2310.20081.

RJ Senter and Edgar A Smith. 1967. Automated read-
ability index. Technical report, Technical report,
DTIC document.

Murray Shanahan, Kyle McDonell, and Laria Reynolds.
2023. Role play with large language models. Nature,
pages 1–6.

Jiao Sun, Yufei Tian, Wangchunshu Zhou, Nan Xu, Qian
Hu, Rahul Gupta, John Frederick Wieting, Nanyun
Peng, and Xuezhe Ma. 2023. Evaluating large lan-
guage models on controlled generation tasks. arXiv
preprint arXiv:2310.14542.

Hieu Tran, Zhichao Yang, Zonghai Yao, and Hong Yu.
2023. Bioinstruct: Instruction tuning of large lan-
guage models for biomedical natural language pro-
cessing. arXiv preprint arXiv:2310.19975.

Sowmya Vajjala. 2021. Trends, limitations and open
challenges in automatic readability assessment re-
search. arXiv preprint arXiv:2105.00973.

Peiyi Wang, Lei Li, Liang Chen, Dawei Zhu, Binghuai
Lin, Yunbo Cao, Qi Liu, Tianyu Liu, and Zhifang Sui.
2023. Large language models are not fair evaluators.
arXiv preprint arXiv:2305.17926.

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al-
isa Liu, Noah A Smith, Daniel Khashabi, and Han-
naneh Hajishirzi. 2022. Self-instruct: Aligning lan-
guage models with self-generated instructions. arXiv
preprint arXiv:2212.10560.

Jason Wei, Maarten Bosma, Vincent Y Zhao, Kelvin
Guu, Adams Wei Yu, Brian Lester, Nan Du, An-
drew M Dai, and Quoc V Le. 2021. Finetuned lan-
guage models are zero-shot learners. arXiv preprint
arXiv:2109.01652.

Adina Williams, Nikita Nangia, and Samuel R Bow-
man. 2017. A broad-coverage challenge corpus for
sentence understanding through inference. arXiv
preprint arXiv:1704.05426.

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze Chen,
and Chris Callison-Burch. 2016. Optimizing sta-
tistical machine translation for text simplification.
Transactions of the Association for Computational
Linguistics, 4:401–415.

Zonghai Yao, Nandyala Siddharth Kantu, Guanghao
Wei, Hieu Tran, Zhangqi Duan, Sunjae Kwon,
Zhichao Yang, Hong Yu, et al. 2023. Readme: Bridg-
ing medical jargon and lay understanding for patient
education through data-centric nlp. arXiv preprint
arXiv:2312.15561.

Zonghai Yao and Hong Yu. 2021. Improving formality
style transfer with context-aware rule injection. arXiv
preprint arXiv:2106.00210.

Zhiyuan Zeng, Jiatong Yu, Tianyu Gao, Yu Meng, Tanya
Goyal, and Danqi Chen. 2023. Evaluating large
language models at evaluating instruction following.
arXiv preprint arXiv:2310.07641.

Shengyu Zhang, Linfeng Dong, Xiaoya Li, Sen Zhang,
Xiaofei Sun, Shuhe Wang, Jiwei Li, Runyi Hu, Tian-
wei Zhang, Fei Wu, et al. 2023a. Instruction tuning
for large language models: A survey. arXiv preprint
arXiv:2308.10792.

Xinlu Zhang, Chenxin Tian, Xianjun Yang, Lichang
Chen, Zekun Li, and Linda Ruth Petzold. 2023b.
Alpacare: Instruction-tuned large language mod-
els for medical application. arXiv preprint
arXiv:2310.14558.

Yuan Zhang, Jason Baldridge, and Luheng He. 2019.
Paws: Paraphrase adversaries from word scrambling.
arXiv preprint arXiv:1904.01130.

Jiaping Zheng and Hong Yu. 2017. Readability formu-
las and user perceptions of electronic health records
difficulty: a corpus study. Journal of medical Internet
research, 19(3):e59.

Jiaping Zheng, Hong Yu, et al. 2018. Assessing the read-
ability of medical documents: a ranking approach.
JMIR medical informatics, 6(1):e8611.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin,
Zhuohan Li, Dacheng Li, Eric Xing, et al. 2024.
Judging llm-as-a-judge with mt-bench and chatbot
arena. Advances in Neural Information Processing
Systems, 36.

29



Ming Zhong, Yang Liu, Da Yin, Yuning Mao, Yizhu
Jiao, Pengfei Liu, Chenguang Zhu, Heng Ji, and
Jiawei Han. 2022. Towards a unified multi-
dimensional evaluator for text generation. arXiv
preprint arXiv:2210.07197.

Jeffrey Zhou, Tianjian Lu, Swaroop Mishra, Sid-
dhartha Brahma, Sujoy Basu, Yi Luan, Denny Zhou,
and Le Hou. 2023. Instruction-following evalu-
ation for large language models. arXiv preprint
arXiv:2311.07911.

Zhemin Zhu, Delphine Bernhard, and Iryna Gurevych.
2010. A monolingual tree-based translation model
for sentence simplification. In Proceedings of the
23rd International Conference on Computational Lin-
guistics (Coling 2010), pages 1353–1361.

A Readability Metrics

Developed by Kincaid et al. (1975), the Flesch-
Kincaid Grade Level(FKGL) score is a metric
that assigns higher scores to texts that are easier to
read. It is calculated using the formula:

FKGL = 206.835 − 1.015

(
totalWords

totalSentences

)
− 84.6

(
totalSyllables

totalWords

)

The Gunning Fog Index (GFI), proposed
by Gunning (1952), quantifies the level of formal
education required to comprehend a text upon first
reading. It is computed as:

GFI = 0.4
(

totalWords

totalSentences
+ 100

longWords

totalWords

)

where longWords are defined as words containing
more than seven characters. Higher values indicate
lower readability.

The Automated Readability Index (ARI), de-
veloped by Senter and Smith (1967), correlates to
the U.S. school grade level needed to understand
the text. It uses the formula:

ARI = 4.71
(

totalCharacters

totalWords

)
+0.5

(
totalWords

totalSentences

)
−21.43

Developed by Coleman and Liau (1975), the
Coleman-Liau Index (CLI) focuses on characters
rather than syllables to assess text readability. The
formula for CLI is:

CLI = 0.0588L− 0.296S − 15.8

where L is the average number of letters per 100
words, and S is the average number of sentences
per 100 words. This metric provides an estimate of
the grade level required to understand the text.

B More details about human evaluation

We provide additional details on our human eval-
uation setup. Human preference annotators are 5
students who have completed a bachelor’s degree or
above from an American university and are fluent
in English. We add some tasks with known an-
swers (i.e., cases where the most/least readable and
good/bad quality text should be clear), enabling us
to estimate the accuracy of annotators who work on
these. Annotators with low accuracy on tasks with
known answers are automatically removed from
our worker pool. Only the annotators who passed
these final tests were accepted to work on the hu-
man preference in this paper. We gave annotators
fair compensation (20$/hrs).
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Figure 4: Screenshot of the human evaluation.

Figure 5: Distribution of examples readability scores
from instruction tuning datasets

C More details about LLM evaluation

To reduce the heavy human evaluation and make
the evaluation easier to reproduce, we use a simi-
lar setting of our human preference evaluation for
AI evaluation. Comparison-based feedback eval-
uation assesses the accuracy of LLM in deciding
preferences between two responses. However, it
is widely acknowledged that current LLMs exhibit
significant positional bias (Lan et al., 2024; Wang
et al., 2023; Zheng et al., 2024; Zeng et al., 2023),
i.e., LLMs tend to prefer responses based on their
specific position in the prompt. We implement
a rigorous verification process to mitigate the ef-
fects of positional bias to evaluate the real capa-
bility. Specifically, given responses Ra and Rb

to be compared, we obtain the comparison based
on two orders, noted as F c

a = Fc(Ra, Rb) and

Parameter Value

Computing Infrastructure 40GB NVIDIA A100 GPU
Optimizer Adam
Optimizer Params β = (0.9, 0.999), ϵ = 10−8

Learning rate 3× 10−4

Learning Rate Decay Linear
Weight Decay 0
Warmup Steps 200
Batch size 128
Epoch 5

Table 3: Hyperparameter settings for Mistral 7B Read-
Ctrl.

F c
b = Fc(Rb, Ra). The objective scores are com-

puted by:

s =
1

N

N∑

i=1

1(L(F c
a,i, F

c
b,i))

where L(F c
a , F

c
b ) is true if and only if F c

a ̸= F c
b and

F c
a , F

c
b align with ground-truth preference label. N

is the number of test samples. The prompts we used
for LLM-as-a-judge (claude-3-opus-20240229 and
gpt-3.5-turbo-0125) evaluation can be found in Ta-
ble 4.

D Hyper-parameter Settings

The experiments were executed using the version
4.37.1 of the transformers library released by Hug-
ging Face. In Table 3, we report the hyperparam-
eters used to train the models on our combined
dataset. We use the Adam optimizer and employ
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a linearly decreasing learning rate schedule with
warm-up step is 200. In this section, we detail our
experimental setup, the datasets employed, and the
evaluation strategy adopted for assessing the per-
formance of our instruction-tuned LLMs in various
BioNLP tasks. Furthermore, all experiments were
conducted using two Nvidia A100 GPUs, each with
40 GB of memory. The CPU used was an Intel
Xeon Gold 6230 processor, and the system was
equipped with 192 GB of RAM.

E Experiments with GPT3.5, GPT4,
Claude-3

All of our experiments were conducted on the ver-
sion of GPT3.5, GPT4 and Claude 3 between 25
March 2023 and 13 April 2024 by using the Ope-
nAI’s API.10 We set temperature = 1, top_p=1,
frequency penalty = 0, and presence penalty = 0.

F ReadCtrl instruction following
evaluation setting

We have plotted Figures 1, 6, 7, 8, 9, 10, and 11 by
calculating the readability scores or reading levels
of the outputs generated in response to prompts
that request specific reading levels ranging from 1
to 12. These calculations were performed across
all test sets of the six datasets mentioned in the Ex-
periment section. Additionally, we calculated the
standard deviation of the readability scores across
these test sets to assess the consistency of the out-
put’s readability.

G Examples of output generated by
Mistral-ReadCtrl and GPT4 during
ReadCtrl instruction following
evaluation

Tables 4 present distinct levels of output generated
by the Mistral-ReadCtrl and GPT4 and their read-
ability scores given by Flesch-Kincaid Grade Level
(FKG), Gunning fog index (GFI), and Coleman-
Liau index (CLI) metrics.

We will delve into the observed discrepancies
between the Readability Gap and the performance
curves in our evaluation, as demonstrated by our
results for the PAWS and MultiNLI datasets. The
Readability Gap, calculated as the average differ-
ence between the actual readability score of the
output and the requested readability score across
all samples, shows intriguing variations in behavior
across different datasets.

For the PAWS dataset, although the Readability
Gap appears almost perfect in Table 1, the corre-
sponding curve does not exhibit as favorable per-
formance. This anomaly can be attributed to the
output readability distribution of PAWS, which is
somewhat concentrated within a specific range (typ-
ically between 4-8). While this concentration al-
lows for excellent performance within this median
range, it leads to a less generalized performance
across the full spectrum of readability levels (from
1-12). Therefore, even a small Readability Gap
in numerical terms may not accurately reflect an
evenly distributed ability to target all requested
readability levels.

Conversely, the MultiNLI dataset exhibits a
larger Readability Gap in Table 1, yet the perfor-
mance curve approaches perfection. This suggests
that while the average gap is larger, the outputs are
more uniformly distributed across the entire range
of readability levels, allowing for closer adherence
to the target levels across a broader spectrum. This
indicates a more generalized and adaptable perfor-
mance despite the numerically larger gap.

This analysis underscores the importance of con-
sidering both the Readability Gap and the distri-
bution of output readability scores when assessing
model performance. A low Readability Gap might
suggest excellent average performance but could
conceal poor adaptability across a range of read-
ability levels. Conversely, a higher Readability Gap
might indicate a more uniform distribution of per-
formance across all levels, suggesting a different
kind of effectiveness.

Further investigation into these patterns for all
six datasets employed in our study reveals similar
trends.
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Figure 6: ReadCtrl instruction following ability evalua-
tion on ASSET.

Figure 7: ReadCtrl instruction following ability evalua-
tion on SNLI

Figure 8: ReadCtrl instruction following ability evalua-
tion on PAWS

Figure 9: ReadCtrl instruction following ability evalua-
tion on WikiSmall
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Figure 10: ReadCtrl instruction following ability evalu-
ation on MultiNLI

Figure 11: ReadCtrl instruction following ability evalu-
ation on MRPC
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H Prompts
Type Prompt
AI Evalua-
tion

You are evaluating two systems, both of which are trying to convert inputs to specific readability
↪→ requirements to produce output suitable for the user.

I will show you the input and output of the two systems on grade 2/5/8/11, respectively. Tell me which
↪→ system’s output you prefer by specify system 1 or system 2 or tie if the quality is the same.
↪→ Please explain the reason for your preference.

Input:
{input}
System 1 output:
grade 2:
{system1_2}
grade 5:
{system1_5}
grade 8:
{system1_8}
grade 11:
{system1_11}
System 2 output:
grade2:
{system2_2}
grade 5:
{system2_5}
grade 8:
{system2_8}
grade 11:
{system2_11}

Please use the following json format for your output:
’grade 2 preference’: xxxx,
’grade 2 preference reasons’: xxxx,
’grade 5 preference’: xxxx,
’grade 5 preference reasons’: xxxx,
’grade 8 preference’: xxxx,
’grade 8 preference reasons’: xxxx,
’grade 11 preference’: xxxx,
’grade 11 preference reasons’: xxxx
Please only output your response following the required format, and do not output any other content. Now

↪→ tell me your preference and reasons:

Readability
Control
Generation
Prompt

Below is an instruction that describes a task. Write a response that appropriately completes the request.
### Instruction:
please output an entailment at a {grade}-reading level.
### Input:
{input}
### Response:

All prompts used in our work.
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Document FKG GFI CLI

The tarantula, the trickster character, spun a black cord and, attaching it
to the ball, crawled away fast to the east, pulling on the cord with all his
strength.

9.9 15.74 14.8

Requested level: second-grade reading level(Mistral ReadCtrl)
The tarantula spun a black cord. He attached it to the ball. He crawled
away to the east. He pulled on the cord with all his strength.

0.0 4.2 0.8

Requested level: second-grade reading level(GPT-4)
The tarantula tricked others by making a black cord. It attached it to a
ball and moved quickly towards the east while pulling the cord.

4.6 6.6 5.9

Requested level: fifth-grade reading level(Mistral ReadCtrl)
The tarantula, the trickster character, spun a black cord. He attached it to
the ball and crawled away fast to the east. He pulled on the cord with all
his strength.

2.6 6.7 4.2

Requested level: fifth-grade reading level(GPT-4)
The tarantula, who is known for playing tricks, made a black cord. He
attached it to the ball and quickly crawled east, pulling the cord as hard
as he could.

4.4 7.33 6.2

Requested level: eighth-grade reading level(Mistral ReadCtrl)
The tarantula, the trickster character, spun a black cord and attached it to
the ball. He crawled away fast to the east, pulling on the cord with all his
strength.

4.4 8.67 7.1

Requested level: eighth-grade reading level(GPT-4)
The tarantula, the sneaky character, made a black cord and tied it to the
ball. It quickly moved east, pulling the cord strongly.

4.2 8.08 6.2

Requested level: eleventh-grade reading level(Mistral ReadCtrl)
The tarantula, the trickster character, spun a black cord and attached it to
the ball before crawling away to the east, pulling on the cord with all his
strength.

11.1 14.36 14.8

Requested level: eleventh-grade reading level(GPT-4)
The character of the tarantula, known for trickery, spun a black cord. He
attached this cord to the ball and rapidly scuttled eastward, tugging at
the cord with maximum force.

6.8 10.0 9.0

Table 4: Examples of generated summaries for different readability levels measured using FKG, GFI and CLI
metrics.
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Abstract

This study examines the adoption, challenges,
and impact of AI writing assistants in Tanza-
nian universities, with a focus on their role in
supporting academic writing, enhancing acces-
sibility, and accommodating low-resource lan-
guages such as Swahili. Through a structured
survey of 1,005 university students, we ana-
lyze AI usage patterns, key barriers to adop-
tion, and the improvements needed to make AI
writing assistants more inclusive and effective.
Findings reveal that limited Swahili integration,
affordability constraints, and ethical concerns
hinder AI adoption, disproportionately affect-
ing students in resource-constrained settings.
To address these challenges, we propose strate-
gies for adapting AI models to diverse linguis-
tic, academic, and infrastructural contexts, em-
phasizing Swahili-language support, AI literacy
initiatives, and accessibility-focused AI devel-
opment. By bridging these gaps, this study
contributes to the development of AI-driven
educational tools that are more equitable, con-
textually relevant, and effective for students in
Tanzania and beyond.

1 Introduction

AI-powered writing assistants are increasingly used
in higher education to enhance academic writing,
research, and content generation by improving
grammar, coherence, and fluency (Rahmi et al.,
2024; Widiati et al., 2023; Song and Song, 2023).
While these tools are highly effective in high-
resource languages such as English, French, and
Mandarin, they perform poorly in low-resource
languages like Swahili due to a lack of linguistic
datasets. This often results in AI-generated con-
tent that is inaccurate or contextually irrelevant
for Swahili-speaking users (Shikali and Mokhosi,
2020; Wanjawa and Muchemi, 2020; Murindanyi
et al., 2023; Mathayo and Kondoro, 2024).

Wanjawa et al. (2022) noted that AI models
trained predominantly on English struggle with

Swahili’s morphological complexity, syntax, and
academic vocabulary, making them less effective
for formal academic writing in Tanzanian universi-
ties.

Despite the global rise in AI writing assistant
adoption, there is limited research on their effec-
tiveness in non-Western academic settings, partic-
ularly among Swahili-speaking students in Tanza-
nia. Maginga et al. (2024) demonstrate the impor-
tance of localized Swahili-language AI training in
improving contextual understanding and commu-
nication, showing how general AI models often
fail to account for linguistic and cultural nuances
relevant to Swahili-speaking users. In addition
to linguistic limitations, students face infrastruc-
tural barriers, affordability constraints, and ethi-
cal concerns that hinder effective use of AI writ-
ing tools (Carroll, 2018; Voss et al., 2023). These
challenges disproportionately impact students who
rely on Swahili for academic communication and
coursework, thereby limiting equitable access to
AI-driven educational support.

Tanzania’s language policy further complicates
the adoption of AI writing tools. While Swahili
serves as the medium of instruction in primary
and secondary education, English takes over at
the university level, creating a linguistic divide
that students must learn to navigate (Tibategeza
and du Plessis, 2012). This transition often places
Swahili-speaking students at a disadvantage, par-
ticularly when using AI tools that are optimized for
English-language input and academic conventions.
As Mwansoko (2003) explains, Swahili has devel-
oped its own formal academic register, character-
ized by distinct syntactic, lexical, and morpholog-
ical features; yet these are frequently overlooked
by AI models primarily trained on English, lim-
iting the relevance and accuracy of AI-generated
academic content for Tanzanian users.

Given these challenges, it is critical to explore
how AI writing assistants can be adapted to bet-
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ter serve students who use low-resource languages
in resource-constrained environments. This study
addresses this gap through three central research
questions:

1. How can AI writing assistants support
student learning and academic outcomes,
particularly for Tanzanian university stu-
dents?

2. How can AI tools be improved to bet-
ter serve low-resource languages such as
Swahili?

3. What strategies can enhance AI writing
assistant accessibility and inclusivity in
resource-constrained settings?

These questions are vital as AI continues to
shape academic learning globally, yet its limita-
tions for low-resourced languages users remain un-
derexplored. By understanding the experiences
of Swahili-speaking students, we aim to develop
more inclusive AI tools that address linguistic and
infrastructural inequities.

To investigate these questions, we conducted a
structured survey involving 1,005 university stu-
dents across Tanzania. The goal was to assess their
adoption patterns, challenges, and expectations re-
garding AI writing assistants. Moussa and Belhiah
(2024) and Yu and Canton (2023) highlight that
university students are key users of digital learn-
ing tools and play a pivotal role in shaping insti-
tutional adoption trends. Similarly, Shibani and
Shum (2024) argues that students’ experiences with
AI can influence policy, curriculum development,
and workforce readiness.

Findings from this study will contribute practical
recommendations to improve AI writing assistants
for Swahili speakers, while also addressing issues
of accessibility, equity, and linguistic inclusiveness
in AI-powered education (Lee, 2024; Vassel et al.,
2024; Sabharwal and Sahni, 2024).

2 Related Works

AI-powered writing assistants have been widely
adopted in higher education for improving gram-
mar, fluency, coherence, and overall academic writ-
ing quality, particularly in high-resource languages
such as English (Rahmi et al., 2024; Syarifah and
Fakhruddin, 2024; Zhao, 2022). These tools sup-
port personalized feedback, scaffold writing sup-
port, and structure planning. However, concerns

persist about misinformation, over-reliance, aca-
demic dishonesty, and loss of critical thinking
(Negeri et al., 2024; Pramjeeth and Ramgovind,
2024).

Studies from Tanzania have highlighted both en-
thusiasm and caution in AI adoption: while stu-
dents find AI tools helpful, faculty members ex-
press skepticism, citing concerns over academic
integrity, job security, and data misuse (Mambile
and Mwogosi, 2025). These findings echo trends
in South African institutions, where AI adoption is
increasing but still hindered by infrastructural limi-
tations, ethical uncertainty, and inequities in access
(Mbangeleli and Funda, 2024; Funda and Mban-
geleli, 2024). Research shows that AI tools have
the potential to improve student engagement, per-
sonalization, and administrative efficiency, yet their
integration requires ethical frameworks and na-
tional policies that address data governance, trans-
parency, and fairness (Afolabi, 2024; Opesemowo
and Adekomaya, 2024).

Swahili, though one of Africa’s most widely spo-
ken languages, remains underrepresented in natu-
ral language processing (NLP) due to limited an-
notated datasets and digitized academic resources
(Shikali and Mokhosi, 2020; Wanjawa and Mu-
chemi, 2020; Mathayo and Kondoro, 2024). These
limitations continue to affect the performance of
AI models in tasks such as translation, summariza-
tion, question answering, and academic content
generation (Wanjawa et al., 2022). Recent research
has explored various strategies to overcome these
challenges, including retrieval-augmented gener-
ation(RAG), hybrid summarization frameworks,
and multilingual pretraining adapted to African
languages (Ndimbo et al., 2025; Alghamdi et al.,
2024). Efforts to address Swahili’s morphological
complexity, particularly in verb forms have also
contributed valuable linguistic resources for im-
proving tokenization and syntactic modeling (Math-
ayo and Kondoro, 2024). While these develop-
ments offer promising directions, most AI tools re-
main poorly aligned with Swahili’s academic writ-
ing norms, highlighting the need for more targeted
adaptation and fine-tuning for educational use cases
(Mwansoko, 2003).

At a continental level, scholars are calling for
the development of linguistically inclusive AI mod-
els. Kshetri (2024) and Shahid et al. (2025) argue
that low-resource language users remain disadvan-
taged due to colonial data gaps and systemically
biased LLM training pipelines. Raychawdhary et al.
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(2024) demonstrates how language-adaptive pre-
training improves NLP outcomes across African
languages, including Swahili, but stresses the need
for broader investment in multilingual AI resources.
These studies reinforce the urgent need to adapt
generative AI to the context and complexity of lan-
guages like Swahili.

Ethical concerns also dominate the discourse on
AI in African education. Scholars emphasize the
importance of embedding AI ethics education in
university curricula and creating institution-specific
policy frameworks that guide responsible AI use
(Holmes et al., 2021; Ahmed et al., 2025; Ayandibu,
2024). In Nigeria and Kenya, for instance, the ab-
sence of national AI regulation has raised alarms
about data privacy, algorithmic bias, and trans-
parency in automated decision-making (Afolabi,
2024; Wang’ang’a, 2024). These issues are espe-
cially critical in regions where students face high
digital vulnerability due to weak infrastructure and
limited AI literacy (Chisom et al., 2024; Maina and
Kuria, 2024).

While prior research has investigated AI adop-
tion in African education and the development of
NLP for low-resource languages, few studies have
directly focused on Swahili academic writing sup-
port. Much of the current literature concentrates
on machine translation, sentiment analysis, or chat-
bot development, with little attention given to aca-
demic genre conventions, citation generation, or
discipline-specific writing (Murindanyi et al., 2023;
Raychawdhary et al., 2024). Our study fills this
gap by examining how Swahili-speaking university
students use AI writing assistants in academic set-
tings, what barriers they face, and how AI systems
can be redesigned to align with linguistic, cultural,
and infrastructural realities in Tanzania.

This work contributes to ongoing efforts to make
AI more inclusive, particularly in underrepresented
language contexts. By grounding our analysis in
the lived experiences of Tanzanian university stu-
dents, we offer new insights into AI accessibil-
ity, trust, and ethical concerns, and we propose
practical strategies for integrating Swahili into AI-
powered academic tools. Our findings support
broader calls for African-led AI development that
prioritizes language equity, student-centered de-
sign, and sustainable AI literacy programs in higher
education.

3 Methodology

3.1 Survey Design and Structure

This study employed a structured online survey to
investigate the adoption and use of AI writing assis-
tants among university students in Tanzania. The
survey was designed based on the Unified Theory
of Acceptance and Use of Technology 3 (UTAUT3)
framework, incorporating best practices from prior
studies on AI in education (Rahmi et al., 2024;
Shibani and Shum, 2024). The questionnaire was
structured into four key sections:

1. Demographics: Collected participants’ uni-
versity affiliation, year of study, academic dis-
cipline, and gender.

2. AI Usage and Adoption: Examined AI tool
usage frequency, primary applications (e.g.,
writing assistance, research, coding), and ac-
cess barriers.

3. Technology Adoption Constructs
(UTAUT3): Measured factors such as
performance expectancy, effort expectancy,
social influence, facilitating conditions, price
value, hedonic motivation, and habit.

4. Trust and Ethical Considerations: Investi-
gated students’ concerns about trust, plagia-
rism, privacy, and AI-generated content relia-
bility (Lee, 2024; Voss et al., 2023).

To ensure a comprehensive understanding, the
survey incorporated various question types, some
of which are outlined in Table 1.

The full survey instrument is provided in the
Appendix for transparency and reproducibility.

3.2 Participant Recruitment and Sampling

A convenience sampling approach was used to re-
cruit participants through WhatsApp Messenger
groups following a "do it and refer a friend" strat-
egy. The survey was specifically limited to univer-
sity and college students in Tanzania. No restric-
tions were placed on university type, but given the
online distribution method, participation was likely
skewed towards students with digital access.

The survey was conducted over four weeks, from
January 10 to February 4, 2025, receiving 1,005
valid responses from students across various aca-
demic disciplines. Table 2 summarizes participant
demographics.
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Survey Section Sample Question
Demographics - What is your academic discipline?

- What year of study are you in?
AI Usage - How frequently do you use AI tools like ChatGPT for aca-

demic purposes? (Daily, Weekly, Monthly, Rarely, Never)
- What are your primary use cases for AI tools? (Writing
assistance, Research, Coding, etc.)

Technology Adoption - AI tools help me complete tasks faster and more efficiently.
Challenges - Infrastructure limitations prevent me from fully utilizing AI

tools.
Trust & Ethics - I trust AI tools like ChatGPT to provide accurate and unbiased

information.
- What is the biggest challenge you face when using AI tools?

Table 1: Sample survey questions used in the study, categorized by survey section and question type.

Category Percentage (%)
Gender
Male 35.9
Female 63.5
Prefer not to say 0.6
Year of Study
Professional Courses 1.94
Diploma 4.79
Undergraduate 86.14
Postgraduate 7.14
How long have you been using AI Services?
Less than year 3.08
1 year 6.37
2 years 25.87
3 years 41.79
4 years 17.91
5 years and above 4.78
Never 0.20

Table 2: Participant demographics across gender, year
of study, and university type.

3.3 Enhancing Reproducibility

To ensure transparency and allow for replication,
several methodological details are provided. The
survey was conducted online via Google Forms
and distributed primarily through WhatsApp Mes-
senger groups. A snowball sampling approach was
employed, wherein participants were encouraged
to share the survey with their peers, facilitating
broader participation. Data collection took place
over a period of four weeks, from January 10 to
February 4, 2025.

In terms of ethical considerations, all partici-
pants provided informed consent before taking part

in the study. The survey introduction clearly ex-
plained how their data would be used, emphasizing
that participation was voluntary and that respon-
dents could opt in or out freely. To protect confi-
dentiality, no personally identifiable information
was collected, ensuring full anonymity. Addition-
ally, all responses were securely stored on an en-
crypted cloud platform with access restricted to
the research team, safeguarding data integrity. By
detailing these measures, the study upholds trans-
parency, replicability, and ethical integrity in AI
adoption research.

4 Results and Discussion

4.1 Supporting Learning Processes and
Academic Outcomes

Our findings indicate that 85% of surveyed stu-
dents use AI writing assistants for academic tasks,
with 32.2% using them daily and 36.4% on a
weekly basis. The most common applications in-
clude writing assistance, research support, coding
help, and content summarization. Students fre-
quently rely on AI tools for brainstorming and
structuring essays, refining their writing style, and
improving coherence in their academic work. En-
gineering and computer science students reported
using AI for debugging, code generation, and un-
derstanding programming concepts. Additionally,
AI tools were widely used for summarizing com-
plex research papers, simplifying academic lan-
guage, and assisting students in exam preparation.
These patterns are visually illustrated in Figure 1,
which shows a clear majority of students using AI
tools regularly.

Despite these advantages, a significant portion
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Figure 1: Frequency of AI Tool Usage for Academic
Purposes among Tanzanian University Students.

of students expressed concerns about the depth and
accuracy of AI-generated content. One student
commented,

"Sometime am not getting the right an-
swer."

Another added,

"They are not detailed when searching
for relevant topics... you need to pay ex-
pensively to access additional features."

These quotes reflect students’ frustration with the
limitations of free or general-purpose AI tools, es-
pecially regarding their reliability in producing ac-
curate and context-rich academic responses. Such
concerns align with a growing body of literature
highlighting the issue of hallucinations in large lan-
guage models (LLMs), where AI-generated outputs
may appear fluent and coherent yet contain factual
errors or misleading information (Guerreiro et al.,
2023; Perkovic et al., 2024; McIntosh et al., 2024).
This issue is particularly problematic in academic
contexts, where precision and evidence-based writ-
ing are essential.

A smaller but notable group raised concerns
around over-reliance and ethics. One student re-
marked,

"It reduces my critical thinking skills be-
cause I rely on AI to structure my es-
says instead of thinking through them
myself."

Another simply noted,

"Ethically, AI shouldn’t be trusted full."

These quotes reflect broader concerns about cog-
nitive offloading and diminished critical thinking

when students rely heavily on AI (Fan et al., 2022;
Nguyen et al., 2024). Scholars emphasize that the
opacity of AI systems complicates accountability
and autonomy, especially when learners lack in-
sight into how outputs are generated (Osasona et al.,
2024; Ashok et al., 2022). Broader ethical risks
such as bias, privacy, and inequality are especially
pronounced in education, where students may un-
critically trust AI-generated content (Huang et al.,
2023). These concerns underscore the need for
clear institutional guidelines and AI literacy to en-
sure responsible and informed use.

To address these challenges, universities should
introduce AI literacy programs that promote re-
sponsible use and encourage verification of AI out-
puts. Developers, on the other hand, must enhance
transparency by enabling citation generation and
explanation features in AI tools.

4.2 Developing AI Writing Assistants for
Underrepresented Languages and Writing
Tasks

A key finding from the survey is that 68.8% of
students expressed a preference for Swahili inte-
gration in AI tools, with 31.7% strongly agreeing
and 37.1% agreeing. This preference is clearly
depicted in Figure 2, which shows the distribution
of student responses across the Likert scale.

Figure 2: Student Preferences for Swahili Integration in
AI Tools. Based on Likert scale survey responses.

Many students cited difficulties with AI-
generated content that does not align with Tan-
zanian academic and cultural expectations. One
respondent noted,

"AI-generated responses often lack lo-
cal context and do not fit Tanzanian aca-
demic writing conventions."

Another shared,
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"Most AI-generated information is too
Eurocentric, making it hard to use for
our coursework, which requires African
and Tanzanian perspectives."

Student concerns about AI-generated content
lacking Tanzanian relevance reflect broader re-
search showing that most AI systems embed West-
ern cultural norms, often misaligning with local
academic expectations (Prabhakaran et al., 2022;
Tao et al., 2023). This is especially limiting in dis-
ciplines reliant on contextualized writing. Users
in collectivist societies, like Tanzania, often prefer
AI that aligns with communal values, yet current
tools rarely meet this need (Barnes et al., 2024).
Despite the strong overall preference for Swahili
integration, 21.5% of students remained neutral,
while 9.7% expressed no desire for its inclusion.

To improve Swahili representation in AI, devel-
opers should collaborate with Tanzanian univer-
sities to create high-quality Swahili datasets and
train AI systems on localized academic corpora.
Equally important, greater support should be di-
rected toward community-led initiatives such as
Masakhane and AfricaNLP, which play a crucial
role in advancing African language technologies
through grassroots research, open collaboration,
and regional expertise (Orife et al., 2020).

4.3 Accessibility and Inclusion Challenges in
AI Adoption

Accessibility remains a major barrier to AI adop-
tion among Tanzanian university students, partic-
ularly those from underprivileged or rural back-
grounds. Many reported struggling with the high
cost of subscriptions, poor internet connectivity,
and a lack of personal digital devices. One respon-
dent stated,

"Poor network accessibility and data
costs make it hard to use AI tools effec-
tively."

Another shared,

"I struggle to access AI tools because
of high subscription fees and unstable
internet."

Others called for more institutional support, with
one participant suggesting,

"Increase awareness and friendly sub-
scriptions."

These challenges are visualized in Figure 3,
which categorizes the most common barriers raised
in open-ended survey responses.

Figure 3: Key Challenges Students Face When Using
AI Tools, based on qualitative responses.

In addition to affordability and infrastructure lim-
itations, students highlighted gaps in institutional
support. Fewer than 25% reported receiving formal
AI training or encouragement from lecturers to en-
gage with AI tools. Students with disabilities also
expressed concerns about the lack of accessibility
features, such as screen readers and voice input,
which hinder equal participation.

Figure 4 presents a word cloud capturing the
most frequently mentioned themes in student
feedback, further emphasizing recurring concerns
around cost, internet access, and inclusivity.

Figure 4: Word Cloud of Student Responses on AI
Challenges and Improvements. Larger words indicate
more frequent mentions.

These findings echo broader concerns in the lit-
erature about digital divides in low-resource set-
tings, where infrastructural and economic barriers
limit access to educational technologies (Kivaisi
et al., 2023; Xu, 2024). To address these disparities,
we recommend the development of lightweight,
offline-compatible AI models, subsidized access
through universities, and inclusive AI literacy pro-
grams that support students across all backgrounds
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and abilities.

5 Conclusion

This study provides a comprehensive examination
of the adoption, challenges, and opportunities as-
sociated with AI writing assistants in Tanzanian
universities. The findings reveal high levels of
student engagement with AI tools particularly for
academic writing, research, and coding but also sur-
face critical barriers that hinder equitable and effec-
tive use. These include limited support for Swahili
and other low-resource languages, infrastructure
and cost-related accessibility issues, and ethical
concerns related to over-reliance, misinformation,
and academic integrity. Three core insights emerge
from this research. First, linguistic gaps persist:
although a majority of students prefer AI tools that
support Swahili, most current systems lack ade-
quate localization for Tanzanian academic contexts.
Second, accessibility remains a challenge: unsta-
ble internet access, high subscription costs, and the
digital divide disproportionately affect students in
rural or low-income settings. Third, institutional
support is inconsistent: students lack structured
AI literacy programs, and few universities have
established clear guidelines on ethical AI use or
integration into curricula.

To address these gaps, we recommend sev-
eral targeted interventions. Policymakers and
universities should establish national and institu-
tional frameworks for AI ethics and digital inclu-
sion. This includes investing in localized Swahili-
language AI datasets, promoting open-source AI
development, and ensuring affordable or subsidized
access to AI tools for students. Universities should
embed AI literacy training into academic programs,
encouraging responsible and critical use of AI writ-
ing assistants. AI developers, in turn, must create
lightweight, offline-compatible models that are in-
clusive of low-bandwidth users and students with
disabilities. Broadly, this study underscores the
need for AI technologies that are not only acces-
sible, but also contextually and culturally relevant.
By bridging linguistic and technological divides,
AI writing assistants can serve as inclusive tools
that support learning across diverse educational
contexts. For regions like Tanzania and the broader
Global South this research contributes to growing
calls for AI systems that promote ethical innova-
tion, educational equity, and digital justice in low-
resource settings.

Limitations

While this study offers valuable insights into the
adoption and challenges of AI writing assistants
in Tanzanian universities, it is not without limita-
tions. The use of convenience and snowball sam-
pling via WhatsApp may have introduced selection
bias, favoring digitally connected and AI-aware
students while underrepresenting those from ru-
ral areas or with limited internet access. The data
is self-reported, which may be affected by recall
and social desirability bias, and the absence of
interviewer support could have led to varied in-
terpretations of survey items. Although the sur-
vey included open-ended questions, the qualitative
data was limited in depth and could be enriched
by follow-up interviews or focus groups to capture
more nuanced perspectives, particularly from stu-
dents with disabilities or those using Swahili in
academic contexts. Additionally, the study is geo-
graphically limited to Tanzanian universities and
does not account for educator or institutional view-
points, which are vital to understanding broader
AI policy and integration. Finally, while ChatGPT
and similar tools were referenced, the study did
not conduct a comparative analysis of different AI
platforms or evaluate their technical accuracy, es-
pecially in low-resource language settings. These
limitations suggest opportunities for deeper, more
inclusive future research.
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Appendix A: Survey Instrument

The full student survey used in this
study is available at the following link:
https://forms.gle/JEfp3MbH42Uwq78d8

This includes all demographic, Likert scale,
multiple-choice, and open-ended questions used
to assess AI writing assistant usage, accessibility,
and attitudes.
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Abstract
Intelligent writing support tools have evolved
from solving surface-level issues to collaborat-
ing and creating language with writers. Along
with these new capabilities come concerns that
generated fluent text can impact writers’ pro-
cesses in unintended ways, especially for stu-
dents. In this workshop paper, we look to a
similar transition that writing centers experi-
enced over the last century, which shifted focus
from fixing surface-level issues to maintaining
student writer voices. We interviewed 10 cur-
rent writing tutors and grounded their described
practices with ideas proposed in writing center
literature. We employed these strategies in de-
veloping an intelligent writing tool prototype.
We describe the design of our tool and discuss
potential evaluations along with how to foster
deeper relationships between writers and writ-
ing centers using intelligent writing tools.

1 Introduction

With the emergence of large language models
(LLMs) and the advanced text processing capa-
bilities they entail, writing tools have undergone
a fundamental transformation from fixing surface-
level issues to creating spaces for collaboration and
co-creation between writers and AI agents. Com-
mercial systems and research prototypes alike have
expanded beyond suggesting grammar, spelling,
and sentence structure revisions (Ding and Zou,
2024) to helping writers reflect on the logical coher-
ence and flow of their writing (Dang et al., 2022),
overcome writer’s block (Tica and Krsmanović,
2024), gain new perspectives and ideas (Gero et al.,
2022; Gero and Chilton, 2019), and develop deeper
awareness of potential reader audiences (Benhar-
rak et al., 2024). This transformation has fostered
surging interest in both Human-Computer Interac-
tion (HCI) and Natural Language Processing (NLP)
communities to develop systems and agents that
can aid writers throughout their diverse writing
practices.

Yet, it is not clear how writing tools will impact
these writing practices, for better or worse. This
concern is especially vital for student writers, who
are still developing their own writing processes
(Andre and Schneider, 2004; Moore, 2016). Writ-
ing tools hold the promise of supporting student
learning, but the fluent text generated by many tools
might dilute students’ perception of ownership (Is-
lam and Greenwood, 2024) or open up risks of
plagiarism (King and ChatGPT, 2023).

The transition in writing tools today—and the
concerns this transition raises—echoes the evo-
lution of university writing centers over the last
century. Around 80 years ago, writing centers,
then referred to as writing “labs” or “clinics,” be-
gan emerging at universities across the United
States, aimed at addressing student writing prob-
lems (Carino, 1995, 1996). Much like how many
writers today use automated writing assistants to
finalize their writing, these centers functioned as
fix-up shops, “cleaning up” students’ papers indi-
vidually before submission (Carino, 1995; North,
1984). 40 years later the purpose of writing centers
began to shift. Writing centers became more writer-
centered rather than curriculum-centered, process-
oriented rather than product-oriented, and collab-
orative rather than instructional (Carino, 1995;
North, 1984). In response to growing concerns
of student ownership and plagiarism amid these
changes, writing centers developed strategies that
realized the vision of collaborative writing spaces
while centering the student within the writing pro-
cess (Brooks, 1991; Ryan and Zimmerelli, 2012;
Thompson and Mackiewicz, 2011). Writing cen-
ters have since become a widespread and success-
ful resource across institutions worldwide (Archer,
2010; Tan, 2011), demonstrating the value of col-
laborative support in students’ writing (Boquet and
Lerner, 2008).

In this workshop paper, we explore the paral-
lels between writing centers and intelligent writing

47



tools to rethink the roles of writing support tools
in the age of LLMs. We ask the question, how
can intelligent writing support tools facilitate
writer-centered, process-oriented, and collabo-
rative writing sessions? To answer this question,
we first conducted an interview study with 10 cur-
rent writing tutors at 3 US-based university writing
centers to explore their strategies during writing
sessions and their experiences with AI in writing.
This formative study grounded the high-level ideas
proposed in writing center literature (North, 1984;
Highline Writing Center, 2024; Thompson and
Mackiewicz, 2011) to concrete practices. We syn-
thesized these practices into design guidelines fo-
cused on creating writer-centered, process-oriented,
and collaborative writing sessions.

We illustrate how writing center strategies can
guide the development of writing support tools by
developing an LLM-based prototype writing tool,
Writor, based on our design guidelines. Writor
supports two writing stages based on the stages
described to us by the writing tutors (§3) and prior
writing center literature (§2): goal setting (§5.2)
and editing (§5.3). In the goal setting stage, Writor
prompts the writer to reflect on the assignment and
potential readers, synthesizing a set of goals with
writer input. Using these goals, Writor provides
feedback and suggestions to writers grounded to a
submitted draft in the editing stage. Writers can fol-
low up on feedback or request additional feedback
by highlighting sections of their text.

Crucially, Writor is designed to never give text
verbatim to a writer. Instead, Writor employs feed-
back strategies tutors highlighted in our interviews,
such as asking questions, providing writing sug-
gestions that are topically distinct from the current
writing, or pointing to sections of a writers’ own
text that can serve as guides for revision. We end
by discussing potential evaluations of Writor and
ways to foster relationships between writers, writ-
ing centers, and intelligent writing tools.

2 Related Work

2.1 Writing with AI
AI-powered writing tools now span a spectrum
of feedback provision, from surface-level gram-
mar and spelling corrections such as Grammarly1

to broader adjustments to structure (Weber et al.,
2024; Meyer et al., 2024; Han et al., 2024; Yang
et al., 2024), language (Wambsganss et al., 2022;

1www.grammarly.com

Meyer et al., 2024; Han et al., 2024), and adherence
to writing requirements (Dai et al., 2023; Han et al.,
2024). These tools have shifted from simple rule-
based systems (Ding and Zou, 2024; Ware, 2011)
to sophisticated AI-driven assistants that analyze
and generate writing feedback at multiple levels.

To support writers, AI tools employ a range of
feedback techniques. Some use Socratic question-
ing to prompt deeper reflection and critical thinking
(Kim and Tan, 2023; Arnold et al., 2021), while
others provide continuous summaries to help writ-
ers reflect through their writing processes (Dang
et al., 2022). Some AI writing assistants, such as
those explored by Kreminski and Martens (2022),
attempt to align feedback with a writer’s values
and intentions, ensuring that suggestions are con-
textually relevant. Gero et al. (2023) also points
out having conversational exchanges with comput-
ers as a form of receiving feedback. Additionally,
many AI systems take a generative approach for
feedback, offering text suggestions or rewriting sec-
tions for the writer (Yang et al., 2024; Ding and
Zou, 2024).

In addition to feedback-oriented tools, many
writing assistants offer more direct intervention.
Systems like CoAuthor (Lee et al., 2022) and Word-
craft (Yuan et al., 2022) actively participate in
text creation. The widespread usages of general-
purpose LLMs has further accelerated this trend, as
users can employ these models to draft texts such
as emails and essays (King and ChatGPT, 2023).
This direct generation approach raises important
questions about authorship (Islam and Greenwood,
2024) and what it means to develop authentic writ-
ing skills in an AI-augmented environment (Tseng
and Warschauer, 2023).

Considering the ethical concerns surrounding
generative texts and need for a structured approach
to effective writing feedback, we draw on exist-
ing writing and writing pedagogy theories to in-
form AI writing support. These pedagogical frame-
works highlight writer agency, process over prod-
uct, and non-directive feedback (Ryan and Zim-
merelli, 2012; Duke Writing Center, 2024; High-
line Writing Center, 2024; North, 1984), offer-
ing a principled alternative to fully generative ap-
proaches.

To situate our work in the broader landscape of
writing assistant design, we build on the framework
proposed by Lee et al. (2024), which maps five key
aspects of writing assistants: task, user, technology,
interaction, and ecosystem. Our work contributes
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most directly to the user, interaction, and ecosystem
aspects, focusing on how writing assistants can
embody principles from writing center pedagogy to
better support writers’ learning and development.

2.2 Writing and Writing Center Pedagogy
Current writing center pedagogy has been largely
influenced by North (1984)’s seminal essay "The
Idea of a Writing Center" in 1984. Since then, these
ideas have evolved into more specific strategies.
This section synthesizes writing center pedagogy
into three distinct, interconnected themes of writing
support: 1) writer-centered, 2) process-oriented,
and 3) collaborative.

The writer-centered approach tailors support to
"the writers it serves" rather than to fixed curricula
(North, 1984). To foster a writer-centered envi-
ronment, writing center literature has developed a
set of individualized scaffolding techniques. One
key type of scaffolding is motivational scaffold-
ing, which aims to cultivate students’ interests in
writing tasks and encourage their persistent engage-
ment with writing processes (Ryan and Zimmerelli,
2012; Mackiewicz and Thompson, 2013; Cromley
and Azevedo, 2005; David Wood, 1976). Some
motivational scaffolding practices include offering
genuine praise for specific accomplishments, ex-
pressing encouragement that builds confidence, and
demonstrating sympathy and empathy regarding
the difficulties inherent in complex writing tasks
(Mackiewicz and Thompson, 2013). Other scaf-
folding techniques include setting agendas with
writers oriented around their goals (Ryan and Zim-
merelli, 2012), negotiating priorities for the ses-
sions (Ryan and Zimmerelli, 2012), and acknowl-
edging writers’ cultural and linguistic backgrounds
to adjust tutoring styles (Kilborn, 1994).

A process-oriented approach to writing instruc-
tion emphasizes developing writers’ skills over
writers’ texts (North, 1984). One influential frame-
work within this approach is minimalist tutoring.
Initially focused on promoting student ownership
of their work (Braun and Clarke, 2006), minimalist
tutoring later evolved into a widely accepted strat-
egy for fostering student learning by minimizing
direct intervention (Ryan and Zimmerelli, 2012).
Instead of providing students with explicit correc-
tions, minimalist tutoring encourages them to en-
gage actively in the writing process (Brooks, 1991).
In minimalist, non-directive tutoring, tutors facil-
itate discussion, prompting students to articulate
their thoughts, evaluate their arguments, and take

control of revisions (Ryan and Zimmerelli, 2012;
Brooks, 1991; Clark, 2001). Ultimately, the goal
of minimalist tutoring is to cultivate independent
writers who can critically assess and refine their
work (Ryan and Zimmerelli, 2012).

Writing center literature further reinforces this
process-oriented philosophy through several scaf-
folding techniques to give feedback that encourages
students to engage with their writing and build up
their writing skills (Ryan and Zimmerelli, 2012).
Key scaffolding strategies include reacting as a
reader, where tutors provide feedback from the per-
spective of an imagined reader; prompting for clar-
ification, where tutors ask open-ended questions to
encourage students to expand on their ideas; and
metacommentary, where tutors explain the reason-
ing behind feedback to help students internalize the
revision process (Ryan and Zimmerelli, 2012).

For providing feedback, writing centers employ
a Higher Order and Lower Order Concerns frame-
work (HOCs and LOCs, respectively). The frame-
work prioritizes writing revisions by addressing
HOCs—global issues like argumentation, organi-
zation, and clarity—before LOCs such as gram-
mar and punctuation (Purdue Online Writing Lab
(OWL), 2024; Duke Writing Center, 2024; High-
line Writing Center, 2024). This framework further
encourages tutors to touch on the high-level issues
to foster learning and the writing process.

A collaborative approach in writing centers
emphasizes partnership between tutors and writ-
ers rather than a hierarchical instructional model
(North, 1984). Instead of tutors simply direct-
ing students, both parties engage in dialogue.
Writing center literature shows that collaborative
approaches encourage critical thinking (Bruffee,
1984) and deeper engagement with writing (Man-
ning et al., 2012; Thompson, 2009). Through dis-
cussion, tutors provoke thought in a social context,
encouraging active learning (Bruffee, 1984).

Moreover, writing itself is often viewed as a re-
externalized conversation, meaning that the writing
process mirrors the way ideas are developed and re-
fined through dialogue (Bruffee, 1984; McAndrew
and Reigstad, 2001). By engaging in dialogic inter-
actions about their writing, students can improve
their ability to articulate ideas clearly, refine their
arguments, and thereby develop stronger writing
skills overall (Ryan and Zimmerelli, 2012).
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3 Interview Study

Writing center principles introduce a framework to
help focus the development of intelligent writing
tools. To ground the writing center principles intro-
duced in §2 into practical guidelines, we examined
how writing tutors implement them in real tutoring
sessions through semi-structured interviews.

The study was guided by two research questions:

1. What strategies do writing tutors use to sup-
port students, and how are these strategies
implemented during tutoring sessions?

2. What are tutors’ perspectives on how AI could
support or transform writing center practices?

This study was approved by the relevant Insti-
tutional Review Board. The interview schedule is
included in the Appendix A.

3.1 Procedure

We recruited 10 writing center tutors (6 gradu-
ate, 4 undergraduate) from three universities (2
private, 1 public) located in the United States 2. Re-
cruitment was done through university email lists,
fliers, and participant referrals. Tutoring experience
ranged from 3 months to 5 years (mean=1.95 years,
SD=1.54 years). All interviews were conducted via
Zoom in English. Each interview lasted approxi-
mately one hour, and each participant was compen-
sated with a $20 Amazon gift card. Each interview
was audio-recorded, transcribed, and anonymized.

To identify themes and strategies tutors used to
support student writing processes, we conducted
a reflexive thematic analysis on the transcribed
interviews following (Braun and Clarke, 2006).
One author familiarized themselves with the inter-
view data and made initial notes on tutoring strate-
gies and themes. This author created an initial
set of codes for individual strategies (e.g., “read-
ing aloud”) and iterated on these codes through
discussions with another author. Iteration hap-
pened weekly during in-person discussions over
the course of a month and included the second au-
thor and first author recoding the same interview
transcript and meeting to resolve differences in
codes. Following iteration, the authors reviewed
the strategies and transcripts collectively to assess
supporting evidence for each strategy. After refin-
ing the strategies, the first author revisited the data

2According to participants, their writing centers were typi-
cally fully booked.

and checked for consistency between strategies and
observations from the study. Below we describe
the strategies surfaced by our interviews, organized
around the writing center literature’s characteriza-
tion of writing support as writer-centered, process-
oriented, and collaborative.

3.2 Writing Support is Writer-Centered

Empathy and Building Confidence. "How do you
feel?" Six out of ten tutors mentioned this specific
phrase during their interviews as they described
what they would typically say to students. Empa-
thy and confidence building emerged as an impor-
tant writer-centered approach, often mentioned as a
means of motivational scaffolding in writing center
literature (Ryan and Zimmerelli, 2012; Mackiewicz
and Thompson, 2013). For example, P5 mentioned
listening to and reassuring students when they feel
frustrated with reviewer comments or their relation-
ship with advisors, while P7 deliberately tried to
build emotional rapport to help students feel more
comfortable during sessions.

This foundation of empathy naturally fed into
confidence-building, where tutors used encourag-
ing language and praise to help students recognize
their own progresses. Five tutors used encourag-
ing language and verbal compliments to affirm stu-
dents’ writing abilities. For example, P2 empha-
sized the importance of helping students recognize
their own progress, creating an environment where
student can believe that, “Yes, [student] can be
a writer;” P5 described boosting students’ confi-
dence by reassuring them that their writing was
already strong, particularly for those experiencing
imposter syndrome or writing in a non-native lan-
guage.

Preserving Students’ Voices. Another crucial
aspect of the writer-centered approach was pre-
serving students’ voices in writing. Six tutors em-
phasized the importance of maintaining students’
original meaning and personal characteristics in
their writing. As P2 noted, they prefer to "keep
them[students’ writings] as a kind of personal char-
acteristic." P8 highlighted their training to ensure
"it’s the students’ ideas that we’re working with"
rather than imposing their own thoughts. P3 also
employed a strict rule in giving students no more
than four continuous words to ensure this, because
"sometimes I say a sentence, and they[students]
go: ’Oh, that’s what I like.’" This focus on pre-
serving student voices and maintaining ownership
aligns with many centers’ minimalist, non-directive
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tutoring (Thompson and Mackiewicz, 2011).
Centering the Writer with AI. Five tutors

brought up issues related to plagiarism raised by
supervisors or students when discussing AI in tu-
toring contexts. Tutors argued that any AI writing
support should prioritize student voices by adopt-
ing non-directive, minimalist feedback.

3.3 Writing Support is Process-Oriented

Using Examples and Analogies. Process-oriented
writing support strategies emerged as a significant
theme in our study. We identified three key strate-
gies, with each being independently mentioned by
eight tutors during our interviews. First, tutors em-
phasized the use of examples and analogies to fa-
cilitate student learning and comprehension. They
provided a wide range of examples, from providing
sentence structure options to sharing personal ex-
periences for understanding writing contexts. They
also used analogies to clarify complex concepts.
For instance, P3 described using a simple topic–
such as apples–to illustrate how to structure an
introduction: "If I was writing a paper on apples,
I would start with a broader history of apples and
how they fit into my thesis, and then gradually lead
into the thesis itself."

Providing Reader-Perspective. Second, eight
tutors delivered feedback from a reader’s perspec-
tive rather than a purely instructional standpoint.
Instead of providing directive feedback as tutors,
they shared their reactions and understanding of
the text as readers, helping students recognize how
their writing affects their audience. For example,
P9 provided their perspective as a reader and asked
clarifying questions accordingly by asking ques-
tions like, "I also noticed [something] as I was
reading...maybe you could expand here?"

Understanding Prompts. Third, tutors en-
sured students thoroughly understood assignment
prompts to maintain alignment with instructor ex-
pectations. Specifically, this involved having stu-
dents explain prompts in their own words and col-
laboratively reading instructions to establish shared
understanding. For instance, P6 emphasized check-
ing for misalignment, noting that if students ex-
plained the instructions differently from how they
initially interpreted them, they would "literally
point to parts of the instructions and say, ‘When
your instructor says to add more ethos to your pa-
per, what does ethos mean?’"

Orienting Process in AI. Organization and plan-
ning was the most highly regarded capability of AI

tools among tutors. Tutors shared their experiences
using AI for organization, flow, generating ideas,
and outlining. Three tutors reported using AI for
these purposes in their own writing, while one tutor
had experience using AI for writing tutoring. In to-
tal, six tutors perceived that AI could be effectively
employed in writing tutoring for process-oriented
tasks, making it the most highly perceived capabil-
ity of AI.

3.4 Writing Support is Collaborative

Tutoring is Conversational. "Sometimes they
show the writing... I say, close your laptop for
a second, and I close my laptop, too, and I say,
like, talk to me," P6 said. Six tutors highlighted
how conversation forms the foundation of collab-
orative writing support. Tutors actively created
opportunities for dialogue rather than delivering
one-way instruction. Some tutors, like P6 and P8,
intentionally asked students to close their laptops to
facilitate conversation, shifting focus from the writ-
ten text to the verbal expression of ideas. Tutors
also engaged in back-and-forth discussions instead
of direct instruction about writing strategies and
clarity, as noted by P4 and P9. Additionally, P7
emphasized that conversation is central to their tu-
toring philosophy, using dialogue as a primary tool
for helping students develop their ideas.

Understanding Expectations. Rather than pre-
scribing solutions, five tutors described a collabora-
tive process of understanding writers’ expectations.
Tutors usually dedicated initial session time to mu-
tual exploration of achievable goals for the session
that are "the most helpful to [the writer]", as P7
noted. This approach positioned writers as active
participants rather than passive recipients of instruc-
tion, creating a shared understanding that guided
their collaborative work rather than imposing a
tutor-directed agenda. "[The way] we’re trained
isn’t necessarily like we’re gonna go through and
tell you everything," P9 emphasized.

Collaborative in AI System. While tutors did
not specifically mention AI’s capabilities in fos-
tering a similar collaborative writing space, five
tutors highlighted that they found AI tools often
hard to comprehend writings. Unlike human tutors
who facilitated back-and-forth conversations, AI
systems seemed only capable of engaging in vague
discussion. As P6 noted, "ChatGPT sounds like the
classmate who didn’t do the reading, but still has
to participate in class."

51



Empathy to Writers
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G6: The system should assess and respond to what the 
writer wants to work on

Figure 1: Interview insights and design principles categorized by writer-centered, process-oriented, and collaborative.
Based on insights from formative interviews with writing tutors, we identified six core design principles.

3.5 Limitation

One limitation of this interview study is to only
interview writing center tutors. We chose to inter-
view tutors because they are trained practitioners
who intentionally apply writing center principles
in practice. Their perspective offers insights into
the rationale behind specific strategies–how and
why they implement them. Since our goal was to
translate these principles into actionable AI design
guidelines, understanding the intentional practices
of tutors was critical. However, we acknowledge
that students’ perspectives are also crucial for un-
derstanding how these strategies are received and
experienced. Future work should incorporate stu-
dent voices to gain a more comprehensive view of
effective writing support.

4 Design Goals

We translate tutoring practices from our interviews
into actionable design goals for intelligent writing
support systems, as shown in Fig.1. We unified
guidelines around how we perceived these strate-
gies interacting based on interviews with tutors and
writing center literature. "Empathy to Writers" and
"Building Confidence" were merged into G1, as
both contribute to motivational scaffolding. "Ex-
amples and Analogies" and "Reader-Perspective"
were combined into G3, as both are instructional
strategies tutors used in sessions to support process-

oriented learning.

5 System Design

We illustrate how our design guidelines can inform
the design of intelligent writing tools by develop-
ing Writor, an intelligent writing tool that aims
to provide process-oriented, writer-centered, and
collaborative writing support.

5.1 System Architecture & Workflow

Writor utilizes a client-server architecture with a
Flask-based backend and a JavaScript frontend.
The system operates in two key stages: (1) a prepa-
ration and goal-setting stage, where writers input
context, upload texts, and define their writing objec-
tives, and (2) an editing stage, where they receive
and engage with AI-generated feedback. The back-
end integrates prompting to OpenAI’s GPT-4o for
writing analysis and Firebase Firestore to store ses-
sion data and interaction history. All prompts for
Writor are included in Appendix B.

5.2 Preparation & Goal Setting

Writor begins with a preparation and goal setting
stage designed to help writers define their writing
objectives. Writor prompts the writer to input their
writing task details and specify areas they want
to improve. Based on the writer’s input, Writor
generates a list of five suggested goals. One of
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these generated goals focuses on the potential read-
ers and their expectations, encouraging writers to
consider their audience from the beginning. Writ-
ers can then select which of the generated goals
to use and write in their own additional goals. By
encouraging writers to discuss their goals for the
writing session, their current assignment, and po-
tential readers, Writor aims to address G4 (Design
Guideline 4) and G6. A writer’s selected goals—
along with the writing task details and a working
draft of the text itself—are then sent to the backend
for analysis. The prompts used for synthesizing
goals are illustrated in Fig.3 in Appendix B.

5.3 Editing Stage
Following goal-setting, Writor enables writers to
directly edit their text guided by feedback from
the system. Writor automatically fills the writer’s
working draft (uploaded in the goal-setting stage,
§5.2) to a text editor (Fig.2). Feedback based on
the writers’ selected goals are overlayed on the text
as highlighted sentences (Fig.2c) with correspond-
ing cards in the right sidebar (Fig.2e). If writers
wish to remind themselves of their submitted goals,
they can do so by expanding the goal panel in the
upper left corner of the interface (Fig.2a). Below
we describe the individual interface elements that
support the editing stage.

5.3.1 Text Editor
The text editor on the left panel serves as the core
space for writing and revising. It provides basic
text formatting tools including bold, italic, and un-
derline. The two key features in the editors are:

• Interactive Highlighting (Fig.2c): Each sug-
gestion or comment generated by Writor is
linked directly to spans of the writer’s text.
These spans are shown as highlights within
the text editor, color-coded to either praise or
feedback (described in more detail in §5.3.2).
When clicked, a highlighted span will scroll
the associated feedback card into view. If the
feedback card is clicked on the right sidebar,
the associated highlight will be emphasized
with greater highlight saturation.

• Highlight & Get Feedback Button (Fig.2b):
While Writor generates initial feedback when
a writer begins the editing stage, the text inter-
face also allows writer-initiated feedback. A
writer can highlight any sentence within the
text editor and request feedback from Writor

via an open-ended prompt. This function
gives writers the flexibility to initiate feedback
at any place in the text, addressing G6.

5.3.2 Feedback Sidebar
The primary interaction Writor provides is through
a feedback sidebar (Fig.2e). The feedback sidebar
presents praise for specific strengths within the
document (G1) and areas for improvement. For
each area of improvement, the generated feedback
includes one or more non-directive strategy: asking
questions (G5), providing examples and analogies,
or offering a reader perspective (G3).

All pre-populated cards (for both praise and ar-
eas for improvement) are arranged in the order they
appear in the text. Each card includes a header
summarizing the feedback followed by generated
feedback. Different background colors distinguish
praise, problem areas, and self-highlighted cards,
with praise cards featuring icons for additional em-
phasis. Background colors are coordinated with
highlighted spans in the text editor.

Each card allows a writer to ask follow-up ques-
tions or engage in open-ended discussions (G5),
grounded to specific feedback. A Find Example
button below the chat bar enables an additional
strategy: finding examples within the writer’s own
text that might be a first step to addressing the
current issue (G3 & G5). When writers request
examples via the Find Examples button, the system
searches the document for successful implementa-
tions within the writer’s own text addressing the
identified critique. If no examples can be found,
Writor provides analogies or examples on a differ-
ent topic (e.g., P3’s use of a basic topic like apples
to illustrate a suggested revision).

All prompts for feedback include the writing
task details, the writer’s selected goals, and the
writing itself (Appendix B). We limit initial feed-
back to five items and three praises in order to
not overwhelm writers with long lists of generated
feedback. The prompting strategy for areas of im-
provement follows the following pipeline and is
shown in Appendix B, Fig.8:

1. HOC Identification: Identifies high-order con-
cerns based on the writer’s selected goals
(G6); if no HOCs are selected, infers HOCs
automatically based on goals.

2. Sentence-Level Analysis: Maps identified
HOCs to specific sentences, focusing on the
most significant issues (limited to top 5).
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Figure 2: Edit Interface of Writor: (a) Expandable button for viewing selected writing goals; (b) Highlight & Get
Feedback for user-initiated analysis; (c) Interactive highlighting that connects feedback to specific text; (d) Progress
bar for tracking addressed feedback items; (e) Problem area feedback and praise cards.

3. Feedback Type Selection: Determines the
most appropriate feedback approach (e.g.,
reader-perspective feedback) for each iden-
tified sentence.

4. Final Feedback Creation: Generates concise
(under 600 characters) feedback using the
feedback type paired with open-ended ques-
tions to promote writer engagement.

Writor is still a prototype, and we are cur-
rently planning additional refinements to the sys-
tem. Among these refinements are import and ex-
port functionalities so writers can easily include
Writor in their existing workflows. Text will be ex-
ported as plain text, while all Writor comments will
be exported as an additional JSON with mapping
to the original text. We also plan to further evaluate
Writor’s generated output to ensure that sugges-
tions are indeed specific to highlighted spans, sug-
gestions consistently follow the feedback strategies
we employ, and that the current prompts are robust
to repeated requests for usable text.

6 Discussion & Future Work

In this workshop paper, we look to writing cen-
ters as one vision of writing technology that ap-
propriately supports diverse student writing tasks.
Our interviews with writing tutors (§3) and re-
sulting design guidelines (Fig.1) illustrate ways
that writing tools can support students in devel-
oping their writing by centering the student in
a collaborative, dialogic process. Growing con-
cerns about academic integrity (King and Chat-
GPT, 2023) and over-reliance on text generation

(Zhou and Sterman, 2024) present an opportunity
to re-imagine intelligent writing tools from content
generators to process facilitators. Our prototype
writing tool, Writor, illustrates one approach to this
new paradigm, encouraging writers to engage with
and refine their own writing rather than relying on
AI-generated revisions. Below we discuss potential
evaluations of Writor and further refinements that
we are excited to pursue.

Proposed Evaluations We plan to evaluate
Writor in a controlled experimental study compar-
ing Writor with a chat interface. The study will
be a counterbalanced within-subjects experiment
comparing Writor’s writing feedback with a basic
chat canvas interface. The basic chat interface will
replicate open-ended chat interactions with a text
editor (e.g., a chat sidebar with document and high-
lighted context). Participants will come in with
two pieces of writing, one focused on argumen-
tation (e.g., an argumentative essay) and one on
professional communication (e.g., a cover letter).
We selected argumentative essays and cover letters
because these were the two most frequently men-
tioned and distinctly different genres discussed by
tutors in our interviews. Each participant will use
either the chat interface or Writor to revise each
of their documents for 20-30 minutes. Following
each revision, participants will complete a brief
questionnaire about their experience with the tool
and their overall perception of their final document
and revision process. After using both tools, we
will conduct semi-structured interviews to gather
feedback about participants’ interaction with both
feedback approaches. We will compare editing
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behavior, qualitative feedback on the writing expe-
rience, and final documents across the conditions.
We also are brainstorming a more free-form deploy-
ment where students can use Writor in a classroom
assignment and provide lightweight, in-situ signals
on Writor’s feedback (e.g., thumbs-up) over the
course of the writing assignment (e.g., 2-3 weeks).

We also plan to evaluate the model’s sugges-
tions in isolation with writing center tutors. In this
study, tutors will rate AI-generated critiques and
praises on argumentative essays and cover letters
via surveys. Each writing sample will be paired
with five critiques and five praises generated by
the model. Tutors will rate each feedback item on
dimensions such as accuracy, specificity, actionabil-
ity, tone, overall quality, and adoption willingness.
This evaluation complements the interactive user
study by assessing how writing experts perceive
the standalone quality of the model’s feedback.

Fostering connections to writing centers One
risk of Writor’s (or similar tools’) success is the di-
version of interest from writing centers themselves.
Writing centers provide more than non-directive,
process-oriented feedback: they create social scaf-
folding for students and provide a first step for stu-
dents accessing additional resources (Mackiewicz
and Thompson, 2018; Thompson and Mackiewicz,
2011; North, 1984). Automated tools can bring
significant benefits of scale, access, and personal-
ization, but writing centers provide benefits inher-
ent to the social context of interacting with other
humans. Instead of seeing Writor as a threat to
writing centers, we seek to provide a first step for
students seeking support in their writing that works
synergistically with writing centers. One way we
are considering approaching this connection is by
providing writing center tutors from our formative
study with Writor and gathering their feedback on
(1) how effective they perceive Writor’s support to
be and (2) how they could see Writor integrating
as a first (or later) step in their process working
with students. Following our conversations with
writing tutors, we are considering offering partici-
pants in our evaluation with the option of seeking
writing support from local writing centers (with
their permission) after interacting with Writor.
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A Interview Questions

Opening (5-8 min)

• Welcome and introduction.

• Brief overview of the research project and
purpose of the interview.

• Present the consent form; assure confiden-
tiality and explain that the interview will be
recorded for research purposes; give time for
the participants to ask questions about the con-
sent form.

• Obtain consent.

Body (50 min)

Tutor Background (5 min)

• Can you tell me about your experience as a
writing tutor?

• How long? Where? Which grade level?

• What kinds of articles and students do you
mostly work with? At what stages of writing?

Tutoring Approaches and Strategies (15 min)

• [Grounded to a scenario the tutor described
earlier] We want to focus on the editing stage,
where students come in and present a draft.
What kinds of strategies do you usually use?

• Can you give examples of non-directive tutor-
ing strategies, such as scaffolding, that you
use for advising on a draft? How effective do
you find these? Do you think students find
these approaches useful?

• How do you balance offering guidance while
ensuring that students retain ownership of
their writing?

• What kinds of questions or prompts do you
find most effective for helping students think
critically about their writing?

• If you find out that a student might be using
a language model to write their script, what
guidance do you think is most necessary to
give them?

AI & Writing (24 min)
• Do you use AI during your sessions? If so,

how?

• How do you feel about students’ writing after
ChatGPT and other large language models
gained tremendous popularity? What are your
opinions on these tools from a writing tutor’s
perspective?

• How might an AI writing support tool comple-
ment the work done in writing centers? Are
you using any AI tools right now during your
sessions?

• How could AI augment or help before, during,
or after tutoring sessions with you?

• What opportunities do you see for expanding
access to writing support through AI?

• How could an AI tool potentially address
common issues you encounter in tutoring ses-
sions?

Closing (6 min)
• Is there anything else you’d like to share about

your experience as a tutor or your thoughts on
integrating writing center strategies into AI
systems?

• Do you have any concerns or suggestions for
the direction of this research project?

• Based on your experience, what advice would
you give to developers creating an AI writing
support tool?

Conclusion (2 min)
• Thank the tutor for their time and insights.

• Explain the next steps in the research process,
restating how the interview data will be used.

B Prompts
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Prompt for Generating Goals
Here is the writing prompt and potential requirements: ’{writing_prompt}’ Please analyze
what the expected goals are for the writing to fit the prompt and any grading rubrics or
requirements. The user also has their expectations for the editing service, which are:
{edit_expectations}. Given the information about the writing prompt and areas that users
want to work on, provide the top 4 goals that the user should aim for in their writing. Goal
5 should be a goal aimed at satisfying any potential readers’ expectations for the writing.
The writing type and potential readers are described here: {reader}. Be specific in your
goals, refrain from broad goals. Return ONLY a JSON object with the following structure:

{
"goals": [
"Goal 1",
"Goal 2",
"Goal 3",
"Goal 4",
"Goal 5"

]
}

Replace the placeholder goals with the actual goals. Do not include any extra text.

Figure 3: Prompt for Generating Goals

Prompt for Praise Feedback Generation
Please identify the sentences that the writer did well and provide encouraging feedback for
them. Here is the complete writing:{text}. The category should always include a praise word
like "Good Thesis", "Excellent Analysis".
Return your response in JSON form only for the top 3 most significant sentences, keep the
feedback under 300 characters, be concise yet constructive.

{
"Encouragement": [

{
"Sentence": "To conclude, Klara can never be considered a human because she never

acknowledges herself.",
"Feedback": "Great job on referring back to the thesis for conclusion!",
"Category": "Great Conclusion"

}
]

}

Figure 4: Prompt for Praise Feedback Generation

Context Prompt for Chats
Here is the entire writing for context: {text}. We are now conversing about the specific
sentence needing clarification or feedback, which is: {sentence}. You have previously
provided feedback on the sentence, which is {sentence_feedback}. The conversation so far is:
{conversation}
Please try to answer the question and give feedback according to the context.
Follow these guildelines: Do not directly provide the answer, but guide the writer toward
the answer. Do not give any text to copy and paste directly into the writing.Instead,
provide examples or feedback to help the writer understand how to improve their writing.
If the user insists on a direct answer, respond with: "I can’t provide a direct answer."
Keep your response under 400 characters.

Figure 5: Context Prompt for Chats
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Prompt for Self-Highlighted Feedback
User has a question about the selected sentence in the writing: {sentence} The question is:
{question}. Please provide a short, concise, emphatic, and encouraging feedback answering
the user’s question and specific to the sentence. Here is the complete writing:{text} Keep
in mind these are the user’s goals for the writing: {writer_goals_selected}. Keep the
feedback under 400 characters, be concise yet constructive. Return your response in JSON
form, **never** give users anything to copy and paste directly into their essay.

{
"Feedback": "This is my empathic feedback."

}

Figure 6: Prompt for Self-Highlighted Feedback

Prompt for Finding Examples
We have identified a problem with the following sentence in the essay: {sentence} The
problem is: {problem} Now, here’s the full essay for context: {essay}
Can you find examples from the essay where the writer has done well in addressing this kind
of problem? If so, please provide that example. If not, please provide an analogy or
example from a different context that could help the writer understand how to address this
problem.
Follow these guidelines: Provide **only one example**; Use second-person pronouns like "you".
Limit your response to 600 characters. Do **not** provide any text that can be directly
copied and pasted into the essay.

{
"Feedback": "This is my empathic feedback with user's examplary quotes."

}

Figure 7: Prompt for Finding Examples
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Prompt for Problem Area Feedback Generation

Step 1: HOC Identification
Given the following writing, writing details, and writer’s goals, identify up to 4 major high-order
concerns (HOCs) that need urgent revision. Ensure these concerns align with the assignment goals or
highlight major flaws not mentioned in the goals. High-order concerns include: Thesis/Argument:
Whether the main argument is clear and well-structured; Organization: The logical flow and
structure of ideas; Development: Whether evidence, examples, and reasoning support arguments.;
Audience and Purpose: How well the writing communicates its purpose to the intended audience.
Writing Details: {writing_detail} Writer’s Goals: {writer_goals_selected} Writing: {text} Return
response in JSON format:

{"HOCs": [
{"Issue": "Thesis", "Reason": "The thesis is vague and lacks specificity."},

]}

Step 2: Sentence-Level Issue Identification
The writing focuses on the following issues: {hoc_results}. Identify the problematic sentences
related to these issues. If a new sentence is needed, highlight the previous sentence where the new
sentence should be inserted. Writing: {text}Return response in JSON format (top 5 most significant
issues only):

{"Sentences": [
{

"Sentence": "The central idea for the essay is on apple.",
"HOC": "Thesis",
"Reason": "The thesis is unclear and lacks specificity."

}
]}

Step 3: Feedback Type Selection
There are two types of feedback: Reader-Perspective Feedback: Describes how the sentence is
perceived by the reader; Example/Analogy Feedback:Provides examples or analogies to clarify
improvements. List of problematic sentences with reasons: {sentence_results} Writing: {text}
Determine the most appropriate feedback type and return in JSON format:

{"Feedback_type": [
{

"Sentence": "The central idea for the essay is on apple.",
"HOC": "Thesis",
"Reason": "The thesis is unclear and lacks specificity.",
"FeedbackType": "Example/Analogy"

}
]}

Step 4: Final Feedback Creation
Provide feedback for the identified issues with an empathic and encouraging tone. Use the
selected feedback type. Feedback Type List: {type_results} Writing Details: {writing_detail}
Writer’s Goals: {writer_goals_selected} Writing: {text}. Guidelines: 1) Keep feedback under
600 characters 2) End each feedback item with an open-ended question to promote engagement. 3) Do
**not** provide text for users to copy and paste into their writing.

{"Feedback": [
{

"Sentence": "The central idea for the essay is on apple.",
"HOC": "Thesis",
"Reason": "The thesis is unclear and lacks specificity.",
"FeedbackType": "Example/Analogy",
"Feedback": "A good thesis on pear is:[thesis]. Can you think about using similar strategy?"

}
]}

Figure 8: Prompt for Problem Area Feedback Generation
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Abstract

This paper explores interaction designs for gen-
erative AI interfaces that necessitate human in-
volvement throughout the generation process.
We argue that such interfaces can promote
cognitive engagement, agency, and thoughtful
decision-making. Through a case study in text
revision, we present and analyze two interac-
tion techniques: (1) using a predictive-text in-
teraction to type the assistant’s response to a
revision request, and (2) highlighting potential
edit opportunities in a document. Our imple-
mentations demonstrate how these approaches
reveal the landscape of writing possibilities and
enable fine-grained control. We discuss impli-
cations for human-AI writing partnerships and
future interaction design directions.

1 Introduction

Current chatbot interfaces for large language mod-
els like ChatGPT, Claude, and Gemini limit inter-
action to a turn-taking conversation, even though
the underlying models could support more versatile
interactions, especially for writing tasks.

In this paper, we begin to explore the design
space of interactions that people can have with
model outputs, focusing on the potential opportu-
nities presented by interactions where human ini-
tiative is required for completing a task. Although
these interactions are, by construction, less effi-
cient at producing plausible outputs, we aim to
explore the potential benefits they might offer in
control, ownership, visibility of the solution space,
and feedback for model tuning.

We present two interaction techniques for re-
vision in writing: predictive-text and opportunity
highlighting. The first technique adapts the famil-
iar predictive-text interaction (top-k suggestions
or free typing) found on mobile devices to allow
people to type the assistant’s response word by
word. The second technique visualizes alternative

Figure 1: Predictive text interaction repurposed to type
the assistant’s response

Figure 2: Highlighting opportunities for divergent
choices

(and sometimes divergent) choices for revising text
according to a writer-specified goal.

2 Design Principles

AI support for writing has evolved primarily along
two interaction paradigms: conversational ex-
changes with an assistant (as in modern chatbots)
and editorial feedback systems (like inline markup
in Grammarly or reflection tools like Impres-
sona (Benharrak et al., 2024) and Textfocals (Kim
et al., 2024). While these paradigms have proven
useful, they both place the AI in a position of either
generating content or evaluating it, with humans
primarily reacting to AI output.
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We propose interaction-required approaches that
fundamentally shift this dynamic by necessitating
ongoing human involvement throughout the gen-
eration process. Our approach is guided by three
design principles that emphasize cognitive partner-
ship between humans and AI systems:

Prioritize cognitive engagement over efficiency
Although AI assistance can speed task comple-
tion, using it without cognitive engagement can
lead to overconfidence (Fernandes et al., 2025),
errors (Dakhel et al., 2023), and skill stagna-
tion (Gajos and Mamykina, 2022). Interactions can
instead be designed to encourage writers’ thought-
ful participation rather than optimizing solely for
speed or ease. This principle addresses how AI sys-
tems can support authentic self-expression, own-
ership, and accountability in writing, which many
writers desire (Biermann et al., 2022; Hwang et al.,
2024). The literature on explainable AI systems for
decision-making suggests cognitive engagement as
valuable goal (Datta and Dickerson, 2023).

Enable granular control Rather than offering
only coarse accept/reject options for completed
AI outputs, interfaces could instead allow writers
to influence the progress of generation. Granular-
ity could enable just-in-time feedback that shapes
the direction of AI assistance, providing a way for
users to clarify their goals without having to engage
in prompt refinement or writing examples.

Reveal the landscape of possibilities Interac-
tions should make visible the alternatives avail-
able at each decision point, helping writers under-
stand the range of options and make more informed
choices. Prior work has explored contextual sug-
gestions of alternative words or phrases at targeted
points (e.g., Reza et al. (2023); Gero and Chilton
(2019)), but some authors have explored interfaces
for navigating through the tree of suggestions in
a narrative generation context (Reynolds and Mc-
Donell, 2021).

2.1 Interaction-Required Suggestions

The degree to which a writing support interface
requires interaction can be measured, in principle,
by an amplification ratio, the ratio of the entropy
of system output (new text or edits) to the entropy
of user input. For example, asking a chatbot to
write a complete essay or make overall edits has
a high amplification ratio since the input entropy
is confined to the prompt. Accepting grammar

suggestions also has high amplification ratio, since
the user often only needs to click "Accept".

We conjecture that LLM-powered interfaces
with a low amplification ratio can be designed ac-
cording to these design principles to assist writers
at various points in the writing process.

3 A Case Study in Revision

We will present two interaction designs that em-
body these design principles for the purpose of
revision. As a running hypothetical example, sup-
pose Alex is a Wikipedia editor who wants to re-
vise the introduction section for the article on "Six
Thinking Hats", as it was on 2025-02-25:

“Six Thinking Hats was written by Dr.
Edward de Bono. "Six Thinking Hats"
and the associated idea of parallel think-
ing provide a means for groups to plan
thinking processes in a detailed and co-
hesive way, and in doing so to think to-
gether more effectively.”

We will use a revision instruction generated by
Claude.ai: “Rewrite this document to be more com-
prehensive, structured, and engaging.”

3.1 Typing the Assistant’s Response with
Predictive Text

Alex starts a chatbot conversation in the now-
customary way, asking for a revision according to
her goals 1. She now sees the assistant’s response
being formed—but instead of seeing the assistant
type its response, Alex sees an editable text box,
which starts empty except for the now-familiar but-
tons of predictive text.

Alex starts by ignoring the prediction buttons be-
cause she realizes it would be clearer to start with
“The book”, so she starts by typing that phrase. Af-
terwards the predictions give the title of the book,
followed by the author, which Alex readily accepts
with a few taps. After that, the top 3 suggestions
are “revolutionized”, “presents”, and “is”; she take
“presents”, an active verb that avoids exaggeration.
The next suggestions are “a revolutionary”, “an in-
novative”, and “a groundbreaking”, which exhibit
the same problem of exaggeration as before. These
suggestions were probably due to Alex’s prompt
of “engaging”, but the vacuous exaggeration of
the suggestions indicates to Alex that she needs to
consider what exactly should be engaging about
this introduction. So she pauses to read the rest

63



of the article and concludes that the most impor-
tant aspect is that the book provides a structured
approach to thinking in individual and group set-
tings. She needed to type “a structured”, but then
the predictions offered acceptable remaining words
with only a bit of guidance: “approach to thinking,
both individually and collectively.”

Takeaways This interaction leverages the famil-
iarity of the predictive-text interaction that is ubiq-
uitous on smartphones, but the simple extension
of this familiar interface to the context of typing
the assistant’s response to a revision request yields
several unique kinds of uses:

• The system sometimes helps with routine
tasks, like typing a book name (functioning
like an adaptive copy-and-paste).

• The same interaction can suggest alternative
wordings for phrases, using the natural 3– or
5–option button interface.

• Unlike a chat interface, the writer can exert
granular, just-in-time control over the system.

• Some suggestions can even be provocative,
leading the writer to pause and think more
about what they wanted to say.

The prototype shows short phrases in predic-
tion buttons, inspired by Arnold et al. (2016);
next-phrase suggestions can shape writer thinking
more than individual words even when not used
directly (Bhat et al., 2023; Arnold et al., 2018;
Jakesch et al., 2023).

3.2 Highlighting Edit Opportunities
Figure 2 shows a different interface with the same
source text and prompt. This interface shows
Alex’s document with highlights in places where
Alex might consider making edits to enact the revi-
sion goal that she has just specified. Hovering over
an opportunity highlight shows a provocative clue
of what an edit there might look like. Alex notices
that “and” is highlighted; reading the phrase she
notices that the phrase (“and the associated idea
of parallel thinking”) is not well connected to the
main thought of the paragraph and decides to seek
an alternative. Hovering the “and” reveals “is”, sug-
gesting that the next phrase could simply describe
the book itself more (e.g., “is a guide for. . . ”) or
perhaps state something concrete about its impact
(e.g., “is the top-cited book on. . . ”). Reading the

rest of the paragraph and article, Alex decides to go
with the description strategy, but chooses a differ-
ent word: “describes a process for groups to plan
thinking. . . ”. She makes this edit in the document
and the opportunity highlights update to suggest
other potential edits. She notices that the word “de-
tailed” doesn’t quite fit with how she understands
the book; even though it is not highlighted, she
hovers over it and sees an alternative, “structured”,
which seems more accurate.

Takeaways

• Alex retained full control over their document;
all of the words are her own.

• In contrast to editing systems like Gram-
marly, Alex also had detailed control (via the
prompt) over what sort of edit opportunities
they wanted to see.

• The interaction allowed Alex to explore alter-
native choices: every word offered an alterna-
tive, even those not highlighted.

• The words shown in edit opportunities were
sometimes substitutions but often instead of-
fered a different semantic or grammatical di-
rection that could be taken.

• It is still possible for the result to be entirely
AI-generated text, but that would require the
writer iteratively inspecting and applying ev-
ery suggested change.

4 Discussion

So far these interaction designs have only been eval-
uated informally; empirical studies with writers are
needed to determine how interaction-required sug-
gestion interfaces affect writers’ sense of owner-
ship, control, and awareness of alternatives. Anec-
dotally, however (from use by the authors and a few
others), both have been useful in low-level editing
(trimming and clarifying wording), the predictive-
text interface has been helpful for initial drafting
(e.g., based on an outline), but neither are useful
for larger-scale revision because they focus atten-
tion on localized choices; other tools are needed
to address those needs (e.g., Dang et al. (2022);
Benharrak et al. (2024); Kim et al. (2024)).

Although we described a case study in revision,
predictive text could be used in any assistant re-
sponse. We are particularly curious about how it
might have different effects across different types
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of tasks: open-ended tasks such as ideation, ana-
lytical tasks such as review generation, and close-
ended tasks such as refactoring code.

The straightforward application of predictive
text to typing the assistant’s response, as we pro-
pose in Section 3.1, presents opportunities to in-
crease cognitive engagement and control over the
status quo of accepting complete generated re-
sponses. Yet it is still possible to use the chat-
bot’s words uncritically by accepting suggestions
rapidly. (Should the interface be designed to al-
low larger-block acceptance?) And even cogni-
tive engagement with the suggestions could still
lead to a reduced sense of ownership over the re-
sult (Lehmann et al., 2022) and influence on hu-
man opinions (Arnold et al., 2018; Jakesch et al.,
2023). Additional exploration of the interaction
design (e.g., how alternatives are visualized and
navigated) is needed.

The additional control afforded by predictive
text (effectively prefilling the assistant’s response)
affords some additional risks for users to jailbreak
the model (Andriushchenko et al., 2024). However,
since prefilling is part of many commercial LLM
APIs, we doubt that this interaction design presents
significant marginal risk.

Predictive text can be viewed as an interac-
tive visualization of high-probability local alter-
natives within a sequence of categorical choices
(e.g., Figure 1 shows two-token predictions to pro-
vide awareness of where each suggestion could be
going.1 From this perspective a wide range of inter-
active visualization techniques are possible, such
as the Dasher text entry system (Ward et al., 2000)
(which may have accessibility benefits as well).
Design dimensions of these visualizations include
the granularity of suggestions (words, phrases, or
larger units such as copy-pasted text from a writer’s
other drafts) and how interacting with the sugges-
tion affects the surrounding text. The effects of
these design decisions might vary by stage of the
writing process.

The opportunity highlighting interface explored
an extreme design position of being minimally pre-
scriptive in AI help, but relaxing that extreme could
yield a range of alternative interaction designs. For
example, it could incorporate an interactive visu-
alization where the writer could navigate through
contextual alternatives at any point.

1We plan to implement the phrase preview interaction of
Arnold et al. (2016) to enable writers to see larger phrases
without having to use all of them.

Both of these models presuppose autoregressive
(left-to-right) language modeling, but additional
types of interaction might be enabled by emerging
model types based on out-of-order modeling or
diffusion LLMs (Sahoo et al., 2024).

Although prior work has explored the effects of
generating different kinds of content with LLMs on
writer reactions (Benharrak et al., 2024; Kim et al.,
2024; Zhou and Sterman, 2024), this work keeps
the task for the LLM unchanged and explores the
kinds of interactions that people can have with the
inference process.

Interaction-required suggestions are a source
of rich feedback data for reward-based language
model training and personalization. Unlike static
documents, the interaction logs with a conversa-
tional predictive text system would include what
suggestions were made but not taken, providing a
fine-grained human feedback signal. These feed-
back signals can be used for updating a language
model (Wu et al., 2023; Arnold et al., 2017).

Conclusion With continuously increasing capa-
bilities of LLMs, the difference between augment-
ing and replacing human thinking is a question
not of system capabilities but of interaction de-
sign. The interaction-required approaches we’ve
presented demonstrate how small shifts in inter-
face design can fundamentally change the nature of
human-AI partnership in writing. By prioritizing
cognitive engagement, enabling granular control,
and revealing the landscape of possibilities, we can
design AI writing interfaces that help us think not
less but better—maintaining human agency while
still benefiting from AI capabilities.
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Appendix

Implementation Details

The prototypes described here were implemented
using a Streamlit frontend and a backend using
the Hugging Face Transformers library (Team,
2025). Full source code and demo is available
at https://huggingface.co/spaces/CalvinU/
writing-prototypes.

Both of these systems rely on language model
functionality that is not typically exposed in effi-
cient ways in commercial APIs2, but are straight-
forward to implement when given direct access
to the forward pass of the model, which computes
next-token distributions for all tokens in the context
(including both “user” and “assistant” messages).
The implementation in our demo uses the Gemma
2 9B model released by Google (Team et al., 2024).

The predictive text interface first computes the
top-k (e.g., 3 or 5) next tokens, then constructs
a short phrase (in the demo, a single additional
token) by greedy generation from each of those op-
tions. With careful management of the key-value
cache, this generation readily completes at inter-
active speed on commodity hardware. Predictive-
text coding systems like GitHub Copilot served as
informal prototypes of this interaction (since in-
structions can be entered as code comments), but
they did not reveal the landscape of possibilities

2For example, prompt logprobs, needed for highlighting,
was part of the OpenAI text completions API but was never
added to the chat completions API
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(see section 2 on Design Principles) in the way that
smartphone keyboards and our system do.

The highlighting interface constructs a pseudo-
conversation by where the user message is the re-
vision prompt concatenated with the original doc-
ument and the assistant message is the original
document repeated unchanged. Rather than gen-
erate additional tokens, we simply compute the
next-token distributions for all tokens in the “as-
sistant” message corresponding to the user’s docu-
ment. The frontend highlights the tokens where the
model gives a higher score to a token other than the
one in the original document. Mouseover hovers
show an alternative token; for tokens where the
argmax prediction matched the original document
(which are typically the majority of tokens), the
hover shows the 2nd highest-scored option.
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Abstract
Writing well requires not only expressing ideas
but also refining them through revision, a pro-
cess facilitated by reflection. Prior research
suggests that feedback delivered through dia-
logues, such as those in writing center tutoring
sessions, can help writers reflect more thought-
fully on their work compared to static feedback.
Recent advancements in multi-modal large lan-
guage models (LLMs) now offer new possibil-
ities for supporting interactive and expressive
voice-based reflection in writing. In particu-
lar, we propose that LLM-generated static feed-
back can be repurposed as conversation starters,
allowing writers to seek clarification, request
examples, and ask follow-up questions, thereby
fostering deeper reflection on their writing. We
argue that voice-based interaction can naturally
facilitate this conversational exchange, encour-
aging writers’ engagement with higher-order
concerns, facilitating iterative refinement of
their reflections, and reduce cognitive load com-
pared to text-based interactions. To investigate
these effects, we propose a formative study ex-
ploring how text vs. voice input influence writ-
ers’ reflection and subsequent revisions. Find-
ings from this study will inform the design of
intelligent and interactive writing tools, offer-
ing insights into how voice-based interactions
with LLM-powered conversational agents can
support reflection and revision.

1 Introduction

Writing for effective communication requires more
than just expressing thoughts; it demands trans-
forming those thoughts to meet the expectations
of an audience (Flower, 1979). This transforma-
tion is achieved through revision, which we de-
fine as any changes made to written content at any
time, including both meaning-preserving edits and
meaning-changing adjustments (Faigley and Witte,
1981; Fitzgerald, 1987). Writing research suggests
that substantive revision is facilitated through re-
flection (Pianko, 1979), in which writers critically

examine their work from an external perspective to
evaluate its effectiveness in addressing their rhetor-
ical situation and fulfilling their communication
goals (Flower and Hayes, 1980).

However, writers often suffer from the curse of
knowledge bias, which prevents them from reading
their text as their audience would (Flower et al.,
1986). Consequently, feedback from others is a
common way to facilitate reflection (Flower, 1979).
For example, many higher education institutions
operate writing centers where tutors provide non-
prescriptive and non-corrective feedback through
conversational exchanges, encouraging writers to
prioritize addressing higher-order concerns, such
as thesis (or focus), audience engagement, orga-
nization, and content development, rather than
lower-order concerns, such as grammar and syn-
tax (Purdue Online Writing Lab, n.d.; Fitzgerald
and Ianetta, 2015; Murphy and Sherwood, 2011;
Ryan and Zimmerelli, 2015). This dialogue with
the tutors helps writers gain critical distance from
their work and make independent and substantive
revisions.

Previous work has demonstrated user interface
(UI) affordances that enable writers to use large lan-
guage models (LLMs) to generate personalized and
contextually adaptive feedback, questions, and ad-
vice, to facilitate reflection (Benharrak et al., 2024;
Kim et al., 2024). However, these systems pri-
marily support the generation of static feedback,
questions, and advice, and lack the UI support for
conversational exchanges characteristic of human
tutoring. Yet, as highlighted by Gero et al. (2023)
(in the second paragraph of Section 4.2.3), useful
feedback comes from a back-and-forth conversa-
tional exchange, allowing the writers to clarify, ask
follow-up questions, and refine their work based on
the discussion. This discussion not only deepens
the writer’s understanding of feedback but also en-
ables co-construction of meaning, which has been
shown to improve feedback uptake and lead to sub-
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stantive revisions (Zhao et al., 2024).
Furthermore, the input modality of interaction

may significantly influence how people reflect on
their writing through dialogue with LLM-powered
conversational agents. A study by Chalfonte et al.
(1991) showed that when co-authors gave feed-
back to each other on a collaborative writing task
using spoken annotation, it imposed a lower cog-
nitive load than written annotations, giving them
more mental capacity to focus on higher-order
concerns. However, there is limited evidence on
how the modality of the writer’s input, particularly
spoken vs. written, impacts the quality of reflec-
tion when interacting with LLM-powered conver-
sational agents.

Recent advancements in multi-modal LLMs
highlight their ability to understand and inter-
pret multi-modal instructions and generate out-
puts across different modalities, including text and
speech (Zhang et al., 2023; Wang et al., 2024a,b).
Commercially available multi-modal LLMs, such
as GPT-4o (OpenAI, 2024a) and Gemini 2.0 Flash
(Kavukcuoglu, 2025), demonstrate high accuracy
and low latency in understanding and generating
outputs across different modalities. This allows
interaction designers to build both highly interac-
tive (i.e., responding quickly and appropriately)
and expressive (i.e., conveying emotions, social
context, and nuanced meaning through non-verbal
cues such as voice inflection, pitch, and tone) (Chal-
fonte et al., 1991) conversational interfaces in ways
that were not possible before. These advancements
make our exploration of voice interactions with
LLM-powered conversational agents timely.

We argue that the input modality, whether writ-
ers respond to feedback through voice or text, can
influence the quality of their reflection. Specifi-
cally, we hypothesize that responding to feedback
from an LLM-powered conversational agent using
voice can (1) promote greater engagement with
higher-order concerns, (2) facilitate more iterative
refinement of one’s reflections, and (3) reduce the
cognitive load associated with reflection, compared
to written input. To investigate this, we propose a
formative study exploring how spoken versus writ-
ten input affects writers’ reflection and subsequent
revision.

2 Formative Study

Consider a writer who has completed a rough draft
of an argumentative essay and wants to revise it to

better meet audience expectations. Before revising,
they need to reflect on their work to set specific revi-
sion goals. They turn to reflection support systems,
such as Textfocals (Kim et al., 2024) or Impressona
(Benharrak et al., 2024), seeking feedback, ques-
tions, and advice to help them reflect on their work
and make decisions about what to revise. However,
writers prefer feedback containing specific exam-
ples rather than vague comments. For example, one
participant using Impressona noted that the system
“just tells me I have to do this and it doesn’t come
up with the specific examples” (as said by P11 in
Benharrak et al. (2024)).

This illustrates a limitation in the aforemen-
tioned reflection support systems. As Zhao et al.
(2024) and Gero et al. (2023) highlight, feedback
is more useful when it is part of an interactive
conversational exchange, allowing writers to seek
clarification, request examples, and ask follow-up
questions. This suggests an interaction design op-
portunity to repurpose static feedback, questions,
and advice as conversation starters. Writers can
use these starters to initiate reflective dialogues
with LLM-powered conversational agents, to seek
clarification, request examples, and ask follow-up
questions, thus fostering thoughtful reflection.

We argue that the speech modality can natu-
rally facilitate this conversational exchange. Prior
research has shown that in collaborative writing,
when co-authors provided feedback to each other
using spoken annotations, the expressivity of spo-
ken annotations encouraged a greater focus on
higher-order concerns and promoted self-correction
of the provided feedback compared to written an-
notations (Chalfonte et al., 1991). This motivates
the following research questions:

RQ1: How might speaking to LLM-powered con-
versational agents, compared to typing, influ-
ence the depth and kinds of concerns writers
reflect on in their work?

RQ2: How does engaging in spoken conversations
with LLM-powered conversational agents, as
opposed to text-based interactions, shape the
way writers refine and revisit their own reflec-
tions?

Furthermore, Chalfonte et al. (1991) suggested
that the benefits of the speech modality might stem
from spoken language production being less cog-
nitively demanding than written language produc-
tion (Bourdin and Fayol, 1994). This relative ease
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could allow writers to allocate more cognitive re-
sources to their reflections. However, the cogni-
tive demands of reflection itself, regardless of the
modality, may also be significant. This raises the
question:

RQ3: How do writers perceive the cognitive de-
mands of speaking to LLM-powered conver-
sational agents, compared to typing, and what
factors influence these perceptions?

Finally, given the association between reflection
and revision in writing (Pianko, 1979), it is impor-
tant to examine whether reflective dialogues with
LLM-powered conversational agents lead to action-
able changes in writing. This raises the question:

RQ4: How does reflecting with LLM-powered
conversational agents influence the extent and
depth of revisions in written content?

2.1 Method and Measures
To answer our research questions, we will employ
a within-subjects experiment design, with partici-
pants counterbalanced across two conditions. All
conditions will have interactive conversational ca-
pabilities, but will differ in the modalities provided:
(1) written communication from both the user and
the system, and (2) spoken input from the user with
written output from the system.

Participants will be recruited using convenience
sampling through multiple channels, including
Calvin University’s student, faculty, and staff com-
munity, as well as freelancing websites (e.g., Up-
work), and crowdsourcing platforms (e.g., Prolific).
We will seek individuals who can read, write, and
speak English. Recruitment materials will provide
information about the study and compensation1.

Participants will be asked to write two rough
drafts before the study, using argumentative writing
prompts provided by the researchers. The length
requirement of the rough drafts as well as the time
the participant spends reflecting and revising in
each conditions will be determined through a pilot
study.

During the formative study, participants will use
the formative system (see Section 2.2) modified for
each condition to reflect on and revise their rough
drafts. After completing each condition, partici-
pants will complete the NASA-TLX (Hart, 2006)
questionnaire to measure cognitive load. Following

1The first author’s institutional review board approved the
proposed study procedures.

all conditions, a semi-structured interview will be
conducted to gather qualitative insights on partici-
pants’ experiences.

In terms of specific quantitative measures, we
plan to examine the frequency of higher-order con-
cerns (i.e., absolute count of higher-order con-
cerns), after adjusting for the length of the response,
as well as the proportion of higher-order concerns
relative to the total number of concerns mentioned
(i.e., relative count of higher-order concerns) in
each condition. Coding of what qualifies as higher-
order concerns or lower-order concerns will be
based on criteria adapted from Purdue Online Writ-
ing Lab (n.d.). For example, higher-order concerns
include thesis or focus, audience and purpose, or-
ganization, and development, while lower-order
concerns include sentence structure, grammar, and
spelling. This criteria will be shared among the
coders before data analysis to ensure inter-rater
reliability. We will also record the number of con-
versational turns per minute as one proxy for en-
gagement in conversation, and the time taken by
participants to respond to the conversational agent
as a proxy for cognitive processing. While we
acknowledge that slower-speaking users or those
processing complex responses may naturally take
longer to reply, these measures will be interpreted
with qualitative data (e.g., insights from aforemen-
tioned semi-structured interview) to better contex-
tualize user behavior. Additionally, participants’
revisions will be evaluated by experts using an ar-
gumentative essay rubric developed by Ozfidan and
Mitchell (2022).

2.2 System Design Considerations

To ensure that our formative study isolates the ef-
fects of input modality, rather than introducing con-
founding factors such as interface novelty or fea-
ture differences, we design our formative system to
align with established interaction patterns in exist-
ing LLM-powered writing tools. This helps main-
tain external validity and allows us to focus on how
modality shapes writers’ reflection and revision be-
haviors. In this section, we outline key interaction
design considerations, centered on the dimensions
of initiation, contextualization, and control.

2.2.1 Initiation
In current LLM-powered conversational interfaces,
users typically initiate interactions by explicitly
asking questions or making requests. Reflection
support systems, such as those proposed by Ben-
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harrak et al. (2024) and Kim et al. (2024), fol-
low a different approach. After users submit their
drafts, these systems generate feedback, questions,
or advice without requiring a specific prompt from
the user, thereby initiating the interactions them-
selves. Our design explores the use of such system-
initiated prompts (i.e., user-facing feedback, ques-
tions, or advice) as conversation starting points and
incorporates UI affordances that enable writers to
respond with clarifications, follow-up questions, or
answers, either in text or speech, depending on the
study condition.

2.2.2 Contextualization
Contextualization refers to how the writer’s task is
situated within the system to help writers maintain
situational awareness of their work (Simkute et al.,
2025). Existing conversational interfaces, such as
ChatGPT and Claude, achieve this by allowing
users to open up a separate window (to the right
of the conversational interface) called the Canvas
(OpenAI, 2024b) or Artifacts (Anthropic, 2024).
These UI affordances enable users to collaborate
with LLM-powered conversational agents, allow-
ing them to view, modify, and build on both their
own work and LLM-generated content. Similarly,
our design also explores providing a spatially dis-
tinct area for content creation and revision, helping
users keep track of the context of their writing task.

2.2.3 Control
While contextualization helps in maintaining situa-
tional awareness, control is crucial for preserving
the user’s sense of ownership and agency over their
content. Existing interfaces, such as those in Chat-
GPT and Claude, explicitly allow LLM-powered
conversational agents to directly alter or expand
upon the user’s content. This capability, while use-
ful for content generation and iteration, may com-
promise the user’s sense of ownership and agency.
In contrast, our design adopts an approach similar
to previous work (Dang et al., 2022; Benharrak
et al., 2024; Kim et al., 2024; Laban et al., 2024)
by supporting contextualization without allowing
the LLM-powered conversational agents to directly
modify or build upon the writer’s content. This
approach preserves the writer’s control, and any
feedback on writing (i.e., non-directive and non-
prescriptive suggestions) from LLM is discussed
with the writer, who reflects on them and decides
whether to adopt the feedback by revising their
content.

3 Expected Contributions

Through our formative study, we aim to inform the
design of intelligent and interactive writing tools
that support reflection through conversational ex-
changes with LLM-powered conversational agents.
Specifically, we expect to make the following con-
tributions: (1) providing evidence on the impact
of speech modality in facilitating thoughtful reflec-
tion and (2) exploring the opportunity to transform
static LLM-generated feedback, questions, and ad-
vice into dynamic conversational exchanges that
encourage reflection and subsequent revision.
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Abstract

Writing Assistants (e.g., Grammarly, Microsoft
Copilot) traditionally generate diverse image
captions by employing syntactic and semantic
variations to describe image components. How-
ever, human-written captions prioritize convey-
ing a central message alongside visual descrip-
tions using pragmatic cues. To enhance cap-
tion diversity, it is essential to explore alterna-
tive ways of communicating these messages
in conjunction with visual content. We pro-
pose RONA, a novel prompting strategy for
Multi-modal Large Language Models (MLLM)
that leverages Coherence Relations as a control-
lable axis for pragmatic variations. We demon-
strate that RONA generates captions with bet-
ter overall diversity and ground-truth align-
ment, compared to MLLM baselines across
multiple domains. Our code is available at:
https://github.com/aashish2000/RONA

1 Introduction

A Writing Assistant (WA) is a tool (e.g., Gram-
marly, Microsoft Copilot, Copy.ai), often powered
by Generative AI, that helps users in various writ-
ing tasks. WAs have evolved over the years to
support users across a multitude of tasks, with
AI-powered assistants being adept at generating
a wide selection of content. Image Captioning (i.e.,
generating textual descriptions for given images)
is one key task that has seen significant advance-
ments with the introduction of Multi-modal Large
Language Models (MLLMs). These pre-trained
models have achieved remarkable success in gen-
erating captions that accurately describe the visual
content of images (Chen et al., 2024; Yue et al.,
2023). However, real-world image captions across
different domains often require more than just a
description of the visual elements–i.e., they need
to convey a central message, provide context, and
offer different perspectives on the image (Federico,

2016). This leads to significant lack of diversity in
the generated captions, limiting the utility of WAs.

Existing approaches to fostering diversity in im-
age captions have primarily focused on providing
a richer vocabulary (i.e., syntactic variations) or
selecting different components of the image to em-
phasize (i.e., semantic variations) (Bugliarello and
Elliott, 2021; Li et al., 2022). Although these meth-
ods have shown promise, they often fail to capture
the nuanced ways in which humans communicate
through captions as shown in Figure 1. Pragmatic
variations, such as multi-modal implicatures and
metaphors (Genovesi, 2020), which utilize mean-
ings or connotations beyond the literal description
of the image, are often employed by caption writers
to make their messages more engaging and relat-
able (Weiland et al., 2015).

To address this challenge, in this work, we pro-
pose RONA (Relation-based cOhereNce-aware
cAptioning), a novel prompting strategy for
MLLMs inspired by the concept of Coherence
Relations (CRs). Based on the principles of Dis-
course Theory, CRs provide a structured overview
of image-text relationships (Hobbs, 1978; Kress,
2009; O’Halloran et al., 2014), modeling both con-
textual and pragmatics aspects of language (Ma
et al., 2025; Mavridou et al., 2015). We evaluate
their effectiveness in image captioning by using
CRs as guidelines for generating captions that ful-
fill specific communicative functions while preserv-
ing semantic coherence.

Our analysis includes popular MLLMs: Claude-
3.5 Sonnet V2 (Anthropic) and GPT-4o (OpenAI
et al., 2024) on two datasets–i.e., news captions
(ANNA) and social media captions (Tweet Subti-
tles). These datasets contain a wide range of visual
objects and abstractive captions (Anantha Ramakr-
ishnan et al., 2024), making this a challenging task
for MLLMs. We demonstrate that RONA outper-
forms existing baselines on caption diversity while
retaining ground truth similarity. Our contributions

74

https://github.com/aashish2000/RONA


Figure 1: An overview of RONA. The CRs used are Insertion (Ins), Concretization (Con), Projection (Proj),
Restatement (Rstt) and Extension (Ext). These relations provide a finite but flexible axis of variation for diverse
caption generation compared to instruction-based prompts.

are as follows:

• We propose RONA, a novel prompting strategy
that leverages Coherence Relations (CRs) to gen-
erate pragmatically diverse image captions.

• We demonstrate that RONA outperforms exist-
ing MLLM baselines in terms of diversity and
ground-truth similarity on news and social media
captioning datasets.

• Our analysis shows the viability of CRs to be
utilized as an axis of variation for Captioning-
based writing assistants.

2 Related Work

Writing Assistants MLLMs have enabled WAs
to support a variety of writing tasks, with their in-
put ranging from sentence-level suggestions (Gero
et al., 2022) to long-form writing tasks such as lit-
erature reviews and creative writing (Choe et al.,
2024), (Singh et al., 2023). In order to improve the
Human-AI collaboration experience, there exists
a need to incorporate human values into AI-based
writing systems and vice versa (Shen et al., 2024),
(Lee et al., 2024). Although these studies have
focused on broader task domains, specific writing
tasks such as caption writing have been less ex-
plored (Ng et al., 2024), particularly pragmatically
diverse captioning which we aim to address.

Image Captioning Traditional Captioning mod-
els build on task-specific generative architectures
to generate faithful and diverse descriptions for
images (Mahajan and Roth, 2020; Liu et al.,
2019). However, with the introduction of MLLMs,
general-purpose models capable of multi-modal
representations are utilized for caption generation
(Radford et al., 2021; Li et al., 2023). To im-
prove the alignment between image-text linkages,
Coherence Relations (CR) (Alikhani et al., 2020)
have been leveraged across different downstream
text generation tasks (Alikhani et al., 2019; Vem-
pala and Preoţiuc-Pietro, 2019; Sosea et al., 2021).
Although popular MLLMs such as GPT-4o and
Claude Sonnet 3.5 V2 are poor at predicting and
verifying these relationships (Thrush et al., 2022;
Anantha Ramakrishnan et al., 2025), existing re-
search does not explore the production capabilities
of these models. In our work, we investigate the
ability of MLLM-based WAs to utilize CRs as a
guidance mechanism for in-context learning.

3 Methodology

Coherence Relations RONA leverages in-
context explanations of Coherence Relations (CRs)
as guidance for generating pragmatically diverse
captions. We utilize CRs that characterize both
entity-level and scene-level linkages between an
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image and its expected caption (Xu et al., 2022).
Entity-level relations describe the relationships be-
tween specific objects in the image and their cor-
responding elaboration in the caption. Scene-level
relations, on the other hand, capture the overall con-
text and narrative of the image, providing a broader
understanding of the visual content. The selection
of these relations are motivated by their general-
izability across different domains. Overall, the 5
types of relations that we utilize are:

• Insertion: An entity-level relation that describes
a type of pragmatic ellipsis, i.e., where the focal
object described in the image and caption does
not have an explicit mention in the caption.

• Concretization: An entity-level relation that uti-
lizes an anchor object which is prominently refer-
enced in the image and caption, with the caption
providing additional meaning about its context.

• Projection: An entity-level relation where the
caption’s description revolves around a particular
topic, but this topic is not directly featured in
the image. Alternatively, the image contains ob-
jects that can be associated to this topic instead,
forming an implied link between modalities.

• Restatement: A scene-level relation that de-
scribes the overall context of the image, with the
caption providing a more detailed description of
the visual scene.

• Extension: A scene-level relation in which the
caption elaborates further on the visual scene in
terms of new ideas or stories.

Datasets Popular datasets such as COCO Cap-
tions (Chen et al., 2015) or Flickr30K (Young et al.,
2014) are often used for image captioning evalu-
ation, but the ground-truth captions do not cater
to sharing messages or perspectives that are more
aligned with human-written captions. Instead, we
select datasets from 2 different task domains for
image captioning: news and social media. These
domains provide representative examples of real-
world scenarios for the usage of WAs: (1) The
Tweet Subtitles dataset (Xu et al., 2022) contains
16,000 image-text pairs sourced from Twitter and
cleaned to remove noisy, low-quality samples, and
(2) ANNA (Anantha Ramakrishnan et al., 2024)
on the other hand contains 29,625 image-text pairs
collected from The New York Times news arti-
cles focusing on non Named Entity objects. Both

datasets contain “abstractive" or non-descriptive
captions with a wide range of image subjects and
topics. For our evaluation, we used the entire test
set of 1,600 samples from Tweet Subtitles and a
random sample of 1,500 images from the test set
of ANNA.

4 Experiments

Task Types For our analysis of the effectiveness
of RONA, we define 2 task types: Image-only and
Image + Caption. In the Image-only task, we de-
fine this as a classic image captioning task in which
the model is provided only with the image as input.
On the other hand, for the Image + Caption task,
we provide the model with both the image and a
ground-truth caption as input. Since both of these
components are part of understanding the overall
meaning of an image-caption pair, we wish to un-
derstand how MLLMs utilize both modalities to
generate diverse captions without the divergence
of meaning. This is similar to the prompt-guided
image captioning task for MLLMs (Hu et al., 2023).
In both tasks, the baseline MLLM is prompted to
use the inputs to generate captions with “as much
diversity as possible while retaining their original
meaning and message." RONA utilizes in-context
learning where simplified definitions of CRs are
provided as system prompts. We generate 5 cap-
tions per input for each type of task, with RONA
generating one caption per CR. Additional gener-
ated caption examples are presented in Appendix
Section E.

Evaluation Metrics To evaluate the performance
of MLLMs on the task of diverse captioning, we
measure 4 key attributes: image-caption similarity,
ground truth caption similarity, contextual diversity,
and bi-gram diversity. CLIPScore (Hessel et al.,
2021) effectively measures image-caption similar-
ity by converting both modalities into a common
representation space. For validating similarity of
generated captions with the ground truth text, we
turn to BLEURT (Sellam et al., 2020) score. Un-
like traditional similarity metrics such as BLEU
(Papineni et al., 2001), METEOR (Lavie and Agar-
wal, 2007) and BERTScore (Zhang* et al., 2020),
BLEURT is trained to balance contextual similar-
ity and human preference judgments, making it
better suited for non-descriptive captions. All simi-
larity metrics are computed pairwise between the
ground truth modality and generated captions, with
the average score reported in our benchmarks. For
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Task Model BLEURT ↑ CLIPScore ↑ Self-BLEURT ↓ Div-2 ↑

Image-only Claude -1.227 14.049 0.226 0.860
RONA + Claude -1.141 14.068 0.108 0.903

Image-only GPT-4o -1.237 13.117 0.198 0.885
RONA + GPT-4o -1.137 14.505 0.205 0.879

Image + Caption Claude -0.931 13.833 0.294 0.843
RONA + Claude -0.879 13.866 0.158 0.882

Image + Caption GPT-4o -0.650 13.200 0.355 0.805
RONA + GPT-4o -0.615 13.891 0.383 0.823

Table 1: Results for Diverse Image Captioning with RONA on the Tweet Subtitles Dataset.

Task Model BLEURT ↑ CLIPScore ↑ Self-BLEURT ↓ Div-2 ↑

Image-only Claude -1.191 14.617 0.258 0.854
RONA + Claude -1.038 14.471 0.134 0.899

Image-only GPT-4o -1.159 13.954 0.249 0.883
RONA + GPT-4o -1.057 15.022 0.209 0.878

Image + Caption Claude -0.669 14.582 0.341 0.845
RONA + Claude -0.559 14.549 0.217 0.883

Image + Caption GPT-4o -0.356 14.338 0.436 0.796
RONA + GPT-4o -0.363 14.869 0.394 0.824

Table 2: Results for Diverse Image Captioning with RONA on the ANNA Dataset.

judging contextual diversity, we reformulate it as a
task of minimizing the pairwise similarity between
generated captions. This homogenization process
is applied to BLEURT score, converting it into
the diversity metric Self-BLEURT (Shaib et al.,
2024). Finally, we calculate the overall bi-gram
diversity of generated captions using the Div-2 met-
ric (Shetty et al., 2017), which reports the ratio of
unique bi-grams to the total count of bi-grams in a
sentence.

5 Results

RONA Improves Relevance and Diversity We
present our evaluation of MLLMs on the task of
Diverse Image Captioning in Tables 1 and 2. Our
assessment spans 8 different settings: 2 tasks per
dataset, 2 models per task and 2 different dataset do-
mains. From our results, both GPT-4o and Claude
combined with RONA outperforms their respec-
tive baselines in 7/8 settings on both ground truth
similarity and diversity metrics. Particularly, we
see a positive agreement between Div-2 and Self-
BLEURT, as they rate captions from RONA-based
models as more diverse over 5/8 baselines. With
image & text similarity metrics such as BLEURT
and CLIPScore preferring RONA-based models
7/8 and 6/8 times over baselines respectively, we
can conclude that our observed diversity has not

come at the cost of contextual relevance.

Diversity and Similarity Trade-off Across
Modalities From our experiments across task
types, we observe a small decrease in image similar-
ity but improved caption similarity and diversity in
the Image + Caption task compared to Image-only
task. This confirms that image-only descriptive
captioning approaches are limited in terms of ex-
pression and rely heavily on listing visual features.
This motivates the need for WAs to be evaluated on
captions with pragmatic variations to test their true
ability in understanding the overall message of a
sample.

6 Conclusions

We propose RONA, a Coherence Relation-based
prompting strategy, providing a framework for
expressive and diverse image caption generation.
Our study presents a holistic evaluation of top
MLLMs on their ability to utilize these relation-
ships through in-context learning. Our results show
that RONA enables the generation of a greater
variety of captions while improving their overall
semantic and contextual relevance across domains.
RONA serves as a new baseline for future work
leveraging image-text relationships for improving
the quality of Multi-modal Writing Assistants.
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Limitations

Our current analysis of RONA is limited to a cou-
ple of top-performing MLLM architectures. Evalu-
ating how open-source MLLMs can leverage CRs
for image captioning is a part of our future work.
Additionally, our evaluation strategy does not val-
idate the prompt following accuracy of MLLMs
in adhering to specific CRs, which would be a sig-
nificant challenge for smaller, low-resource mod-
els. These inaccuracies may lead to hallucinations,
harming the factual accuracy of generated captions.
Incorporating Factual Consistency metrics and Hu-
man preference ratings to identify potential types
of hallucinations in diverse captioning tasks is a
direction of future work we wish to pursue.

Ethics Statement

We acknowledge the potential for alternate prompt-
ing strategies like RONA to be used for generating
misleading content, especially from specific do-
mains such as news media. However, from our
evaluation, we find that MLLM safety filters are
robust in capturing potentially harmful content in
either the input images or captions as described in
Appendix Section D. With CRs leveraging prag-
matic and common-sense knowledge of MLLMs
to generate diverse captions, there exists a possi-
bility of model biases and stereotypes clouding the
quality of our generations. This is especially a prob-
lem in cases where culturally sensitive material is
present in our input samples. We advocate for the
responsible use of Writing Assistants with adequate
human oversight to prevent such situations.
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Appendix

A Data Preparation

This section sheds light on the methods used while
preparing all the datasets mentioned in this paper
for model evaluation. We verify both datasets used
to evaluate RONA have a permissive license that
allows usage for research purposes (Tweet Subti-
tles: MIT License and ANNA: CC BY-NC-SA
4.0 License).

A.1 Tweet Subtitles
This dataset contains two types of captions for
tweets: actual and text generated by an image cap-
tioning model. We use only the actual caption as
part of our evaluation.

A.2 ANNA
As mentioned in Section 3, we randomly sample
1,500 examples from ANNA to construct our test
set. We use a random seed of 42 to ensure repro-
ducibility.

B Proprietary Model Details

OpenAI GPT: We access the GPT-4o model via
a custom deployment using Azure OpenAI. We
evaluate gpt-4o-2024-11-20 with a custom safety
filter to restrict content of high severity level.

Anthropic Claude: We access Claude 3.5 Son-
net v2 via the Vertex AI API, using Google Cloud.
We evaluate claude-3-5-sonnet-v2@20241022.

C Prompt Templates

We use two types of prompt templates, both with
different system/user messages for the evaluation
of tasks mentioned in Section 4. The different
prompts and system messages used are present in
the appendix.

D Postprocessing MLLM Responses

Since both datasets feature image-caption pairs on
a wide selection of topics, around 50 images were
flagged by the safety filter or rejected by the model
for captioning. To ensure test set consistency, we
remove these examples from our evaluation.

E Example Captions from RONA

We also provide a few examples of captions gen-
erated in each setting below. All captions were
generated using Claude 3.5 Sonnet v2.

E.1 ANNA Examples

Caption: JUST NUTS: The creaminess of this dessert
comes from churned almond milk.

Baseline (Image-only)

• Creamy vanilla ice cream topped with crispy
honeycomb pieces.

• Homemade ice cream dessert garnished with
crunchy toffee bits.

• Sweet and crunchy: vanilla gelato with
caramelized sugar shards.

• Classic vanilla scoops adorned with brittle
candy fragments.

• Artisanal ice cream featuring golden honey-
comb crumble topping.

RONA (Image-only)

• Insertion: The perfect way to end a summer
evening on the patio.

• Concretization: Vanilla ice cream garnished
with crispy honeycomb pieces in a blue ce-
ramic bowl.

• Projection: Sweet memories of childhood
desserts come flooding back with every spoon-
ful.

• Restatement: Scoops of creamy white ice
cream topped with crunchy golden candy
pieces, served in a light blue bowl against
a wooden background.

• Extension: This artisanal dessert combines
locally-sourced dairy with house-made honey-
comb brittle, showcasing how simple ingredi-
ents can create an extraordinary taste experi-
ence when crafted with care.
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Baseline (Image + Caption)

• Creamy almond milk ice cream topped with
crunchy toasted nut brittle.

• Dairy-free frozen dessert made with almond
milk and garnished with caramelized nuts.

• Smooth vegan ice cream featuring almond
milk, decorated with crispy nut pieces.

• Artisanal almond milk gelato adorned with
handmade nutty crumble.

• Plant-based frozen treat with rich almond fla-
vor and crunchy nut topping.

RONA (Image + Caption)

• Insertion: A refreshing frozen treat perfect
for hot summer days, churned to creamy per-
fection.

• Concretization: Scoops of almond milk ice
cream topped with crunchy toasted nuts in a
blue ceramic bowl.

• Projection: The dairy-free dessert revolution
takes shape in this plant-based frozen delight.

• Restatement: Creamy white almond milk ice
cream served in a light blue bowl, garnished
with crushed nuts on top.

• Extension: This artisanal vegan ice cream
demonstrates how nut-based alternatives can
rival traditional dairy desserts, offering both
sustainable ingredients and decadent taste
while catering to those with dietary restric-
tions.

E.2 Tweet Subtitles Examples

Caption: It’s raining, it’s pouring. The sleepy fox is
snoring.

Baseline (Image-only)

• Sleepy fox curled up contentedly on white
sheets.

• Red fox showing its fluffy belly while napping
peacefully.

• A comfortable fox enjoying a lazy day in bed.

• Beautiful russet-colored fox in complete re-
laxation mode.

• Wild spirit at rest: fox taking an adorable
snooze on soft bedding.

RONA (Image-only)

• Insertion: Sweet dreams are made of soft
white sheets and peaceful afternoon naps.

• Concretization: A red fox lies contentedly
on its back, nestled in crisp white bedding.

• Projection: Finding complete comfort and
trust in one’s surroundings is a rare and pre-
cious thing.

• Restatement: A fox is sleeping upside down
on white sheets, with its red-orange fur con-
trasting against the white background, show-
ing its belly and paws in the air.

• Extension: Like many domestic pets, this
rescued fox has adapted to human comforts,
choosing the soft embrace of fresh linens over
its natural forest bedding, showing how wild
animals can adapt to domesticated environ-
ments when given the chance.

Baseline (Image + Caption)

• A cozy fox napping peacefully on white
sheets.

• Red fox curled up in blissful slumber, paws in
the air.

• Playful fox showing its belly while taking a
comfortable nap.

• Beautiful russet-colored fox in deep sleep on
soft bedding.

• Adorable fox stretched out and snoring on
pristine white linens.
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RONA (Image + Caption)

• Insertion: The gentle pitter-patter outside cre-
ates the perfect atmosphere for afternoon rest.

• Concretization: A sleepy red fox lies curled
up, snoring peacefully on white bedding.

• Projection: Dreaming of chasing rabbits
while the storm rages outside.

• Restatement: A red fox is sleeping on its
back, completely relaxed on white sheets
while it’s raining outside.

• Extension: As rain drums against the win-
dowpane, this rescued fox demonstrates how
domesticated wildlife can find comfort in hu-
man spaces, sprawled out on clean linens just
like a household pet.
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System Message for Baseline Captioning

You are an expert linguist, and your task is to write image captions.

System Message for RONA

You are an expert linguist, and your task is to write image captions with the help of Coherence
Relations. A coherence relation describes the structural, logical, and purposeful relationships
between an image and its caption, capturing the author’s intent.

These are the possible coherence relations you can assign to an image-text pair:
- Insertion: The salient object described in the image is not explicitly mentioned in the text.
- Concretization: Both the text and image contain a mention of the main visual entity.
- Projection: The main entity mentioned in the text is implicitly related to the visual objects
present in the image.
- Restatement: The text directly describes the image contents.
- Extension: The image expands upon the story or idea in the text, presenting new elements or
elaborations, effectively filling in narrative gaps left by the text.

Prompt for Baseline Captioning

System
<insert-system-message>

User
You will be given an image (or) image-caption pair as input. Analyze the image and write 5
suitable captions that are diverse, but relevant. Create diverse captions while retaining the same
overall meaning of the original image-caption pair.

Return the captions as a JSON Array with the following format:
[
"<insert-caption-text-1>",
"<insert-caption-text-2>",
"<insert-caption-text-3>",
"<insert-caption-text-4>",
"<insert-caption-text-5>"
]

<insert-image>
<insert-caption>
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Prompt for RONA

System
<insert-system-message>

User
You will be given an image (or) image-caption pair as input. Write 5 image captions, one for each
coherence relation as your output.

Return the captions as a JSON object with the following format:
{
"Insertion": "<insert-caption-text-1>",
"Concretization": "<insert-caption-text-2>",
"Projection": "<insert-caption-text-3>",
"Restatement": "<insert-caption-text-4>",
"Extension": "<insert-caption-text-5>"
}

<insert-image>
<insert-caption>
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Abstract

This work proposes a novel multi-agent story-
generation system that writes stories from a
narrative plan. Traditional approaches tend
to generate a section of text directly from its
outline. Our system, by contrast, divides this
elaboration process into role-play and rewrite
steps, where the former step enacts the story in
chronological order with LLM-backed charac-
ter agents, and the latter step refines the role-
play result to align with a narrative plan. We
show that the stories produced by our system
are preferable to two other LLM-based story-
generation approaches. We attribute this ad-
vancement to the benefits of incorporating a
character-based simulation strategy.

1 Introduction

Recent advancements in Large Language Models
(LLMs) have significantly improved text coherence
and fluency. Researchers are now implementing
automatic story generation and human-AI writing
tasks using LLMs (Lee et al., 2024; Alabdulka-
rim et al., 2021). Traditionally, story generation
involved a planning stage to sequence events, fol-
lowed by a generation stage to elaborate these
events into scenes (Alhussain and Azmi, 2021a).
Approaches like IPOCL (Riedl and Young, 2010)
treat narrative planning as a search problem using
character or author goals as guides (Dehn, 1981;
Meehan, 2013). Recent work proposes using LLMs
as planning engines, such as Agents’ Room (Huot
et al., 2024), which uses multi-agent collaboration
for narrative planning, and Dramatron (Mirowski
et al., 2023), which modularizes the generation pro-
cess in a manner similar to screenplay writing. Re-
search shows that writers prefer modularizing story
generation into smaller components, as it allows
control over which parts of the process are auto-
mated (Lee et al., 2024; Reza et al., 2024; Mirowski
et al., 2023).

→Equal contribution

Despite the advances in automatic story gen-
eration, there remain many problems with LLM-
generated stories. One is a lack of interest due
to their linear nature (Alabdulkarim et al., 2021).
Within narrative theory, stories can be separated
into chronological time (fabula) and story time
(syuzhet), where in many cases, stories can become
more interesting when told in non-linear time (Live-
ley, 2019). There is, however, a lack of work in
automatic story generation that looks at non-linear
story generation, partially due to the risk of intro-
ducing inconsistencies and plot holes. Therefore,
in our work, we propose generating a story through
its fabula before re-organizing it into its syuzhet.

Our system aims to develop tools that integrate
seamlessly into writers’ workflows. We draw
inspiration from hierarchical scriptwriting tech-
niques (Mirowski et al., 2023) and adapt them for
narrative story generation. By modularizing the
writing process, we enhance control and facilitate
human-LLM collaboration. Our method involves
two steps (Figure 1): role play and rewrite. In the
role play step, agents simulate scenes by acting
as characters. In the rewrite step, the generated
content is refined into story text. In the case of
human-ai collaborative writing, during the role play
step, the writers can act as an independent agent
and role-play a character alongside LLM agents to
simulate the scene. In the rewrite step, the writers
can actively edit the intermediate scene content or
use the generated content as inspiration to write
their story.

Our work proposes a novel way to integrate the
concepts of fabula and syuzhet into a cohesive
story-generation process. Additionally, we present
a novel multi-agent role-play approach by intro-
ducing a rewrite step. To evaluate our method,
we compare stories generated by our system with
two baseline methods using LLM-based automated
evaluation, showing improvements in all aspects of
story quality.
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In the small confines of the Country Mart, ... three old men had 
gathered once again ... Earl, seated on one of the rust orange vinyl 
chairs ... nv'all hear about that stranger pokin' around near 
Sizzlin' Charlie's?" 
The other two men, Buddy and Joe Don, were equally settled into 
their morning routine ... "A stranger sneakin' 'round like he's got 
somethin' to hide ... 
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Figure 1: Overview of our character-simulation-based story-writing system, with details omitted. We break down
the task of writing a story from a plan into two steps: role-play and rewrite. In the role-play step, the Director Agent
will select and command Character Agents to respond, following the chronological outline of a scene (oc). In the
rewrite step, we prompt LLMs to write the actual content of the scene using the role-play results, along with the
presentation outline (op) of that scene. The example is from train-000 in the Tell Me A Story dataset. Refer to
Section 3.2 for details.

2 Related Work

2.1 Simulating Characters with LLMs

Characters are essential to many narrative stories as
they often drive the plot and bring the narrative to
life (LaPlante, 2007). Creating interesting and be-
lievable characters using LLMs has been explored
by many prior papers (Li et al., 2023; Pichlmair
et al., 2024; Wang et al., 2024b; Shao et al., 2023;
Magee et al., 2024). Some previous work has fo-
cused on simulating believable character behaviour
by introducing different aspects within character
prompts such as “ego/superego” roles to simulate
internal conflict (Magee et al., 2024) or behaviour
trajectories using psychological grounding (Wang
et al., 2024a). Other work has proposed using per-
sonality traits, routines, emotions, and social in-
teractions (Zhao et al., 2024; Wang et al., 2024b;
Yang et al., 2024; Normoyle et al., 2024). Over-
all, this work has found that LLMs can simulate
nuanced and believable characters. Moreover, past
work, such as Park et al. (Park et al., 2023), has also
shown the viability of using LLMs to create gener-
ative agents that can produce believable individual
and emergent social behaviours with memories of
past interactions. Therefore, in our work, we hope
to use LLMs to create believable characters within
narrative stories.

2.2 Automatic Story Generation

Interesting characters alone do not make com-
pelling stories; how they are revealed and evolve

through events turns conversations into narratives.
Early story generation models focused on plot us-
ing structural models from narrative theories like
Propp’s functions (Propp, 1968), or planning-based
models guided by predefined goals, e.g., author
goals (Dehn, 1981) or character goals (Meehan,
2013). These models often used planning agents to
guide narrative generation, combining author and
character goals to inform autonomous agents (Si
et al., 2005). Social interactions among virtual
agents can drive narrative diversity and emergent
storytelling, avoiding rigid plot structures (Teuten-
berg and Porteous, 2013; Figueiredo et al., 2008;
Porteous and Lindsay, 2019). Multi-agent ap-
proaches, as elsewhere, are preferred for their
adaptability and control compared to monolithic
systems.

Recent approaches use Seq2Seq models or
LLMs to generate coherent stories from start to fin-
ish (Alhussain and Azmi, 2021a). Early Seq2Seq
models struggled with coherence and consistency,
but LLMs improved this, though long stories still
lose cohesion due to context-window limits. To
solve this, past work has proposed using multiple
LLMs collaboratively (Venkatraman et al., 2024) or
hierarchical story generation, separating plot plan-
ning from text generation (Fan et al., 2018; Yao
et al., 2019). Dramatron (Mirowski et al., 2023)
exemplifies this by modularizing story generation
for screenplays, defining components like loglines
(i.e. story premise), characters, plot, and locations,
then generating dialogue. Furthermore, Dramatron
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was evaluated by professional screenplay writers
who found that modularization allowed them to
take over components of the generation and more
control over the results.

Combining agent-based approaches with hierar-
chical story generation allows for user-controllable
goals within LLM-based generation. For exam-
ple, IBSEN (Han et al., 2024) uses a director-actor
framework for script generation, while de Lima
et al. (2022) combine multi-agent planning for inter-
active storytelling. DramaEngine(Pichlmair et al.,
2024) and Agents’ Room (Huot et al., 2024) use
multi-agent workflows for narrative generation. De-
spite the promise of agent-based approaches, much
work has focused on screenplays. Our work adapts
hierarchical scriptwriting techniques (Mirowski
et al., 2023; Han et al., 2024) to narrative story
generation, modularizing the process to enhance
control and facilitate human-LLM collaboration.

2.3 Automatic Story Evaluation

There are several well-established automatic
text evaluation measures, such as perplex-
ity (Brown et al., 1992), ROUGE (Lin, 2004), and
BERTScore (Zhang* et al., 2020). These do not
capture creativity, narrative structure, or coherence
at the story level, however. They either reflect how
’typical’ the text is or are reference-dependent, fail-
ing to measure aspects like creativity or storyline
structure unless reference texts are carefully de-
signed.

Recent work has attempted to evaluate stories
with LLMs, often endorsing pairwise comparison.
For example, Liusie et al. (2024) discussed using
pairwise comparison for LLM evaluation. Sub-
sequently, Liu et al. (2024b) found that pairwise
comparison by LLMs aligns more closely with hu-
man evaluators than other methods. Additionally,
Zheng et al. (2023) assessed the validity of using
LLM evaluators through established benchmarks.
In this work, we will also use LLM evaluators
through pairwise comparison to assess the quality
of generated stories, drawing inspiration from the
LLM evaluator setup proposed by Agents’ Room.
It is worth noting that LLMs can suffer from the
“Lost in the middle” effect (Liu et al., 2024a) when
handling longer prompts. Therefore, we will im-
plement specific measures to minimize this effect
when using LLMs as evaluators.

3 Methodology

This section describes our approach to the outline-
based creative writing task. We first provide an
overview of our breakdown of the problem and
then describe the individual components.

3.1 The Overall Task

In our work, we focus on the writing phase, where
a narrative plan has already been provided for us
to write the story. This approach is also used in
other single and multi-agent frameworks. For ex-
ample, Mirowski et al. (2023) used a hierarchical
approach to generating screenplay dialogues based
on a planned-scene outline, character information,
and location details. Similarly, Huot et al. (2024)
created a plan with multiple agents, each specializ-
ing in areas like character planning, and used the
combined plan to write the story.

Our system draws inspiration from the clas-
sic narrative distinction between fabula and
syuzhet (Alhussain and Azmi, 2021b). The fab-
ula represents the raw, chronological sequence of
events —– the underlying narrative as it unfolds in
the story world. In our framework, the role-play
step serves to develop this fabula, where character
agents simulate the provided narrative plan in its
chronological order.

Following this, the rewrite step takes the interme-
diate result and reshapes it into its final form, anal-
ogous to the syuzhet. This phase reorganizes and
refines the content to align with the original plan.
It optimizes the storytelling experience, much like
how a narrative’s presentation order can heighten
dramatic effect and audience engagement.

3.2 Implementation Detail

3.2.1 The Definition and Agents
Our system takes in a plan and returns the actual
story realized. We denote the input plan as Pp,
which specifies the presentation order of scenes,
representing the syuzhet. An input plan consists
of a list of scenes to be written for the story. We
define a scene, labelled S, as the minimum plan
unit in our writing process. The scene includes a
presentation outline (op) detailing a sequence of
events (e), along with location information and the
characters involved. To support character simula-
tion, we define a character as an entity or a group
of minor supporting entities in the story, with their
name, gender, age, narrative role, setup, speaking
characteristics, and character goal.
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We define two types of agents: the director agent
and the character agent. The director agent, la-
belled D, controls the scene’s development in the
role-playing process. It selects (next_speaker)
and instructs (next_command) individual char-
acter agents. The character agent, labelled A,
responds (get_response) to the director’s com-
mands by considering its goal, physical state, and
memory. These responses are described from a
third-party perspective, providing realistic dialogue
and action descriptions. Both agent types can be
powered by either LLMs or human participants,
enabling effective human-AI collaboration.

3.2.2 The Role-playing Step
While other LLM-based methods for narrative plan
generation (Huot et al., 2024; Mirowski et al., 2023)
rely on one LLM call to generate the content of a
section, we divide the process into two subtasks,
where the role-playing step is the first step.

Unlike RPG games, stories may not follow the
chronological order to describe the events. As such,
the input plan Pp provided by the users may con-
tain two scenes Si and Sj , where Si happens after
Sj chronologically, even though Si should be pre-
sented earlier than Sj in the actual plan. As such,
we define the role-play plan (Pc) consisting of the
scenes from Pp in chronological order representing
the fabula. A separate LLM-based sorting algo-
rithm is used to create Pc from Pp. In this paper,
we assume that for any two scenes Si, Sj → S, Si

cannot overlap Sj in the time domain, meaning
any events in Si will happen all before or all after
the events in Sj . On top of this, another LLM-
based sorting algorithm will generate a chronolog-
ical outline (oc) based on the presentation outline
(op) of the scene and further refine it to be suitable
for subsequence character-based role play and en-
sure that events within scenes are correctly ordered.
Both LLM prompts are detailed in Appendix B.1.1,
Prompt Sort Scenes, and Appendix B.1.2, Prompt
Chronological Outline Creation, respectively.

After creating Pc and oc, we obtain the full
chronological development of the events in the
whole story. Then, for each scene Si → Pc, we
use algorithm 1 to role-play that scene. The other
input, M , to the algorithm, is an accumulated map
with the key being the name of the character agent
and the value being the agent instance. We will
re-use the same character agent, if it has already
been created, to update the accumulated memory
and, whenever it is involved, the physical state.

The role-playing logic for each scene is the same,
where a group chat manager will be initialized for
two tasks:

1. Determining whether the role-playing game
has covered oc, and terminate if so.

2. Guiding the role-playing game by following
oc, selecting the proper character agent to
speak to, and providing them with the com-
mand of action.

When a character agent is selected, it first updates
its internal states, including memory and physical
state. In our implementation, we use a text-based
memory and physical-state system, which updates
based on the new chat history that the agent has
not seen before. The agent then responds based
on the role-playing game’s history for consistency,
the Director Agent’s command, its memory and
physical state, and its scene-level goal. This ap-
proach balances the agent/character goal (Riedl
and Young, 2010), provided within the plan, with
the author goal (Riedl, 2009), represented by the
director agent’s command. We instruct agents to
respond in a third-person perspective to create re-
alistic character dialogue and action descriptions,
catering to the story-generation use case. Please re-
fer to Appendix B.1 for the relevant prompts used.

3.2.3 The Rewrite Step
The role-playing output may not produce a perfect
story, however, because it only replicates the fab-
ula as part of the story world. A story should be
produced by viewing the fabula from a specific an-
gle (Swartjes and Theune, 2006), following Pp, the
presentation order of the initially planned scenes.
As mentioned in Section 3.2.2, our role-playing re-
sult follows oc for the sequence of events in a scene
and Pc for the sequence of scenes. This means
oc ↑= op and Pc ↑= Pp are possible.

To address this, we implement a re-writing algo-
rithm. For each scene, we prompt LLMs to write
the scene content based on the presentation out-
line op, referencing the corresponding simulation
results in the role-play step for character dialogues
and actions. We also generate the scene content
sequentially, following the presentation order spec-
ified in the input plan Pp. This modular approach
allows authors to revise the content of each scene
before it is utilized in the subsequent scene genera-
tion. The prompts used for this step are available
in Appendix B.2.
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Algorithm 1 Scene-level role-playing.

Require: Scene Si,
Character Agents Map M

1: Init Chat History, H ↓ [ ] ω H will store all messages in the session
2: Init Director Agent D.init()
3: while not D.should_terminate(Si, H) do ω Check if the scene should end
4: Ai ↓ D.next_speaker(Si, H) ω The director selects the next character agent
5: if Ai.name →M then
6: Ai ↓M.get(Ai.name) ω If this agent exists, retrieve the agent
7: else
8: M.add(Ai.name, Ai) ω If this agent is new, add it to the map
9: end if

10: Cj ↓ D.next_command(Si, H) ω The director selects the next command
11: Ai.update_state(H) ω The chosen agent updates its internal memory
12: hi ↓ Ai.get_response(H, Cj) ω The agent generates a response
13: H.append(hi) ω Add the agent’s response to the chat history
14: end while
15: return H ω Return the full history once the scene is complete

Figure 2: Writing prompts from the Tell Me A Story
dataset, clustered into 14 groups using UMAP and k-
means.

4 Experiments

4.1 Dataset

For our dataset, we used Tell Me A Story,1 made
up of complex writing prompts and human-written
stories. This dataset is contains 230 prompts
in total, but upon manual inspection, we found
that many of the prompts differed by only a few
words. Therefore, we first evaluated the num-
ber of unique prompts present in the dataset. To
do this, we first created sentence embeddings us-
ing sBERT (Reimers and Gurevych, 2019), then
reduced the dimensions of the embedding using
UMAP (McInnes et al., 2018) before using k-
means to assign each sentence to a cluster. We

1https://github.com/google-deepmind/tell_me_a_story

tested various numbers of clusters and found that
the number that fit the data best was 14, shown in
Figure 2. After determining the number of writing
prompts clusters, we manually looked through the
data and selected 28 representative prompts so that
we would have coverage over the range of stories
that could be generated with this dataset.

4.2 Experiment Setup
In this section, we describe our setup for the ex-
periment to prove the validity of our method. We
compare our approach with two approaches:

1. The single-agent-based approach, where Dra-
matron (Mirowski et al., 2023) is the baseline,

2. The multi-agent-based approach, where
Agents’ Room (Huot et al., 2024) is the base-
line.

At a high level, as shown in Figure 3, our ex-
periment can be treated as a back-translation pro-
cess between the gold story and the synthetic plan,
where we first generate the plan using a teacher
LLM model and then use each system to write the
final story, given the plan created.

4.2.1 Plan Synthesis
We can treat each of Dramatron’s and Agents’
Room’s story-writing approaches as a sequence of
planning and writing tasks. By the writing portion
of Dramatron, we intend to refer to the dialogue
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Figure 3: Experimental overview: given the writing prompt and the gold story, we first generate a synthetic plan
using a Teacher LLM. The plan is then used to generate the final story.

generation step that follows the hierarchical gen-
eration process. We consider the writing portion
of the Agents’ Room approach following what is
mentioned in their paper. Since a plan is required
for all three systems, including ours, we applied a
similar approach as in previous work ((Huot et al.,
2024; Schick et al., 2022; Josifoski et al., 2023),
where the expected plan is synthesized to generate
through distilled back-translation.

For the Agents’ Room implementation, we pro-
vide the writing prompt and gold story to a teacher
LLM (O3-mini) to obtain the story’s central con-
flict, characters, setting and plot. We followed
exactly the prompt used in their work to extract the
plan.

For our system, we first prompt the teacher LLM
(O3-mini) to generate all the characters that ap-
peared in the gold story, providing both the writ-
ing prompt and the gold story. We then prompt
the teacher LLM (O3-mini) with the additional
character extracted to obtain the list of scenes that
happened in the gold story, denoted by Pp in Sec-
tion 3.2.2. In addition, we also consider the cen-
tral conflict and setting generated using the same
method as the Agents’ Room part of the plan.

For Dramatron, we share the plan information
with the one generated for our system, as no details
are provided in their work. Specifically, we provide
the place and character information, along with the
sequence op from the Pp extracted.

4.2.2 Writing Task
We defined similar writing tasks for all methods
tested. The LLM used for our experiments was the
GPT-4o model, with the temperature set to 0.9, and
frequency penalty equal to 0.2. We used a zero-
shot prompting strategy for all systems for a fair
comparison. Here, we go into the details of each
method: Agents’ Room (Huot et al., 2024), Drama-
tron (Mirowski et al., 2023), and our method.

First, for the Agents’ Room writing task, we
followed the procedures mentioned in their work,
where five agents are created with the prompt pro-

vided in their paper, each writing a stage of a nar-
rative arc (exposition, rising action, climax, falling
action and resolution). The final story is the five
agents’ output, concatenated sequentially.

For Dramatron, we had to modify their approach
so that we could generate the story scenes rather
than scenes made up of screenplay dialogues. Ad-
ditionally, we removed their few-shot examples,
which would be incomparable if included. Oth-
erwise, we followed the exact implementation for
the prompt as shared in their codebase2 to the best
of our ability and retained the scene-by-scene gen-
eration process. The changed prompts are shown
in Appendix B. As for our method, we used the
approach described in Section 3.2.

4.3 Evaluation Method

In this work, we take inspiration from the auto-
matic evaluation used in Agents’ Room (Huot et al.,
2024) to build an LLM-based evaluator. We chose
to use the same set of criteria that align with Agents’
Room’s LLM-based evaluation. Specifically, we
construct prompts that will evaluate the story in
terms of four criteria, namely, Plot, Creativity, De-
velopment and Language Use.

We provide a template of a prompt that specifies
the above criteria as its aspects, along with a pre-
sentation of the pair of stories to be compared. The
detailed definition of each criterion is written in
the template, which can be found in Appendix B.5.
To align with Agents’ Room’s choice of evaluator
model, we also use Gemini 1.5 Pro.

As mentioned earlier, to ensure the fairness of
the comparison, we evaluate each pair of stories
twice by swapping the presentation order of the
stories within the evaluation prompt.

For each of the 5 criteria (overall is a separate
criterion, as we explicitly ask the evaluator to gen-
erate an“overall” decision), c, we perform evalu-
ations on all pairs of stories that are of the same
writing prompt across all pairs of systems to ob-

2https://github.com/google-deepmind/dramatron
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Figure 4: System strength across dimensions of plot, creativity, development, language use and overall, according to
the LLM-based evaluator.

tain a win matrix W c → RN↑N , where N is the
number of systems. Each element W c

i,j represents
the number of times system i beats system j. We
then linearize these pairwise comparisons using
the Bradley-Terry model to obtain latent ability pa-
rameters, which denote the numerically ordered
strengths of each system with respect to c. To
present the result, we follow Agents’ Room’s con-
vention of normalizing the log strengths, centered
around 0.

5 Results

5.1 LLM Evaluation Results

Figure 4 demonstrates the strength of the three
systems across the set of criteria defined at the
beginning of Section 4.3. Overall, our system out-
performs both Agents’ Room and Dramatron. This
behaviour is consistent across each criterion. The
values of each win matrix can be found in Ap-
pendix A.

In terms of strength, our system comes out on
top among all the criteria, and by a large gap. These
are easily misinterpreted, however. BTL strengths
are not a measure of how much better one system’s
stories are over another’s, but rather of how often
the one’s are preferred (here, by the LLM evaluator)
over the other’s. This method can be interpreted
by analogy to a consumer-product trial, in which
the LLM evaluator samples a population of con-
sumers, and the generated stories are the products
being tried. The result of the trials only indicates
with what likelihood a consumer might choose one
brand over another.

The results are generally consistent when swap-
ping the order of presentation for each pair of sto-
ries. In cases where inconsistency is observed, it
often occurs in stories where the various criteria
conflict. Such inconsistencies, however, are han-
dled by the nature of our design, which treats them
as less rewarding than a consistent win and more
rewarding than a consistent loss.

5.2 Qualitative Analysis

In addition to the LLM evaluation above, we in-
vestigated the individual stories generated by those
systems. One observation we made was that the sto-
ries generated by our system often maintain better
character consistency and narrative coherence. For
example, train 026 golden story primarily revolves
around the interactions between Scholar Kissen and
Courier Aerie. The first scene portrays their initial
meeting, whereas the second involves Aerie recall-
ing her earlier journey to a remote site, illustrating
a non-chronological scene arrangement. As such,
the extracted plan from the story poses a significant
challenge for the Dramatron system to create the
narration of the first scene, given that the model
inherently lacks awareness of chronologically ear-
lier events that have nevertheless not yet been nar-
rated (as with the second scene). This results in
an hallucination of Aereo’s dialogue about the site
being created. Conversely, systems such as Agents’
Room, which provide a full story outline upfront,
face the risk of prematurely revealing information.
Specifically, in the first scene, Aerie’s dialogue
preemptively references details that should appear
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later in the story, thus disrupting the narrative flow.
Our approach is more balanced. By employing the
sorting mechanism to role-play chronologically, the
character agent, Aerie, has the memory of her visit
to the site (second scene) before role-playing the
first scene (meeting scholar Kissen). Additionally,
the rewriting mechanism ensures that the gener-
ated scene content strictly adheres to the current
scene outline, effectively preventing the premature
disclosure of future information and resulting in a
more consistent and coherent story. Please refer to
Appendix C.1 for details.

It is also observed that the other approaches are
not as consistent in producing high-quality stories
in the long run. For the Agents’ Room approach,
we have spotted repetition and, occasionally, ran-
dom off-topic words generated. We believe this is
caused by the generation process being too weakly
constrained, in which only a few constraints other
than the plot line are provided to guide the genera-
tion.

Another observation of our proposed system is
that sometimes the group chat manager repeats the
same command to the character agents when it is
unsatisfied with the agent’s response. This often
happens to content corresponding to plots near the
end of the scene outline. To mitigate this issue,
we set a maximum number of 10 iterations, which
avoids the potential for infinite repetition.

6 Conclusion

In conclusion, our work is the first to integrate the
concepts of fabula and syuzhet into a unified pro-
cess for generating stories from a narrative plan.
We decomposed story creation into two distinct
phases/steps: a fabula generation phase (role-play
step) driven by realistic, LLM-backed character
agents under the guidance of a director agent. This
achieves a natural balance between authorial intent
and character-driven conversation history. This is
followed by a syuzhet modification phase (rewrite
step), which refers to the conversation history and
can potentially reuse the majority of dialogues and
actions, only needing to manipulate their order,
thus significantly reducing the difficulty of the ac-
tual story-content-writing process.

Our current approach assumes that a scene con-
sists of a sequence of events occurring within a
specific location and time frame. However, there
are cases where scenes interleave between present
conversations and flashbacks — for example when

a character recalls a memory. As such, our sorting
algorithm may fail to produce a strictly chronolog-
ically ordered plan for the role-play step. Future
work could address this limitation by sorting all
events in the story with finer granularity, regardless
of scene boundaries, to handle complex temporal
structures better. Additionally, while our system
updates agents’ memories to reflect only the in-
formation they should see, it does not explicitly
enforce privacy during the role-play process. Fu-
ture work can improve upon this by implementing
explicit privacy controls. Lastly, our LLM eval-
uation method aligns with human-tested criteria.
Since our project’s goal is to assess the potential
of agent-based simulation for story creation, future
work can explore effective approaches for integrat-
ing human participants into this process.
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A The Win Matrices of Section by Evaluation Criteria 5.1

Overall =




0 41 47
15 0 33
9 23 0


 (1)

Plot =




0 42 47
14 0 32
9 24 0


 (2)

Creativity =




0 36 44
20 0 35
12 21 0


 (3)

Development =




0 41 47
15 0 33
9 23 0


 (4)

Language Use =




0 39 47
17 0 34
9 21 0


 (5)
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B The Prompt Used

B.1 Our System - Role Play Step
B.1.1 Plan Synthesis and Sorting

Character Extraction
You are provided with:

1. <Writing Prompt>: This is the original instruction that was used to generate
a story.

2. <Story>: This is the actual narrative generated based on the writing prompt.

3. <Characters>: A list of **most of the characters** that appeared in the story
following the following schema: input_story_characters_schema

{{divider}}
Based on <Story>, and <Characters>, and also consider the <Writing Prompt>, divide
the **ENTIRE** <Story> into scenes. A scene is a unit of story that takes place
in a single location and time. Each scene should be a self-contained unit that
moves the story forward, and try to divide the story based on the plot elements:
exposition, rising action, climax, falling action, resolution.
For each divided scene content, considering the <Characters> information, you
should provide the following information:

1. name: A high level name for the scene

2. outline: The outline of the scene, which is a description of the
action/story/dramatic event occurring in the scene. It should comprehensively
capture the actions and interactions of all characters involved. Answer in a
list of bullet points

3. plot_element: Which plot element is being developed in this scene. You can
choose from the following: exposition, rising action, climax, falling action,
resolution.

4. place: The place of the scene with a SPECIFIC AND DETAILED description of that
place

5. importance: The relative importance of the scene in the story. It is an integer
in the scale 1-10, where 1 is the least important and 10 is the most important.
You should provide importance based on the number of words of this scene
compared to the total number of words in the story, and also the significance
of the scene in the story.

6. characters: **ALL** the characters that **are present in the scene**. Also
provide the scene level **CHARACTER GOAL** of each character. If you find
any additional characters/group not provided in <Characters>, add them to the
scene, and provide their character goal as well.

{{divider}}
Once you have divided the story into scenes, reflect on the scenes you have
created, and ensure that all content is covered. If you have missed any content,
add additional scenes/details to the outline to cover the missing content.
{{divider}}
Provide your output in JSON following the following schema:
{{OutScenesSchema}}
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Scene Extraction
You are provided with:

1. <Writing Prompt>: This is the original instruction that was used to generate
a story.

2. <Story>: This is the actual narrative generated based on the writing prompt.

3. <Characters>: A list of **most of the characters** that appeared in the story
following the following schema: input_story_characters_schema

{{divider}}
Based on <Story>, and <Characters>, and also consider the <Writing Prompt>, divide
the **ENTIRE** <Story> into scenes. A scene is a unit of story that takes place
in a single location and time. Each scene should be a self-contained unit that
moves the story forward, and try to divide the story based on the plot elements:
exposition, rising action, climax, falling action, resolution.
For each divided scene content, considering the <Characters> information, you
should provide the following information:

1. name: A high level name for the scene

2. outline: The outline of the scene, which is a description of the
action/story/dramatic event occurring in the scene. It should comprehensively
capture the actions and interactions of all characters involved. Answer in a
list of bullet points

3. plot_element: Which plot element is being developed in this scene. You can
choose from the following: exposition, rising action, climax, falling action,
resolution.

4. place: The place of the scene with a SPECIFIC AND DETAILED description of that
place

5. importance: The relative importance of the scene in the story. It is an integer
in the scale 1-10, where 1 is the least important and 10 is the most important.
You should provide importance based on the number of words of this scene
compared to the total number of words in the story, and also the significance
of the scene in the story.

6. characters: **ALL** the characters that **are present in the scene**. Also
provide the scene level **CHARACTER GOAL** of each character. If you find
any additional characters/group not provided in <Characters>, add them to the
scene, and provide their character goal as well.

{{divider}}
Once you have divided the story into scenes, reflect on the scenes you have
created, and ensure that all content is covered. If you have missed any content,
add additional scenes/details to the outline to cover the missing content.
{{divider}}
Provide your output in JSON following the following schema:
{{OutScenesSchema}}
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Sort Scenes
You are a creative writer for the story. Your task is to sort an array of story
scenes based on the chronological order, and provide the sorted result.
{{divider}}
You are provided with:
1. <StoryScenes>: The list of story scenes, following the schema:
{{input_story_scenes_schema}}
{{divider}}
Your Task is to
1. Sort the <StoryScenes> based on the chronological order of the story development
by each scene’s outline, and provide the sorted result, by the name of each scene.
{{divider}}
Output in JSON format following the schema provided below:
{{sort_scene_results_schema}}

B.1.2 Director Agent
Chronological Outline Creation
You are provided with the following information:

1. <Scene>: The scene object, which includes both scene outline, detailed location
description and involved character/group of characters information following
the schema: {{input_scene_schema}}

2. <Outline>: The outline of the scene you are adjusting divider

Sort, and rewrite the scene outline bullet points to be suitable for a role-playing
game (RPG). Ensure that:

• Strict chronological order: Events must be structured in the order they occur,
avoiding retrospective narration (e.g., no "recounting" of past events).

• The outline focuses on character-driven development and role-playing dynamics
• The sequence of events reflects meaningful interactions between characters
• The updated outline should be similar in format. The events MUST BE in
CHRONOLOGICAL ORDER, and described in present tense

• The updated outline should have similar number of word as the original <Outline>
provided.

• Do not add any event, only reorder original events mentioned in <Outline>
provided.

return the bullet points in str

100



Group Chat Termination
You are the director of a scene in a role playing game, and you are responsible
for GUIDE the agents to act and speak according to the scene outline.
{{divider}}
You are provided with the following information:

1. <Scene>: The scene object, which includes both scene outline in
chronological order for this RPG game, detailed location description and
involved character/group of characters information following the schema:
input_scene_schema

2. <ChatHistories>: The history of the role playing game, which is a sequence
of message from participating characters in an array following the schema:
{{input_chat_histories_schema}}

3. <NextAgentNames>: This is an array of str, representing the name of the
characters that you are able to select to speak next. You should select
**EXACTLY ONE NAME TO RESPOND**, and provide the **EXACT NAME OF THE AGENT**.

{{divider}}
First, review the <ChatHistories> provided, and also look at the <Scene> outline,
and decide if the chat has covered the outline of the scene. And provide the
reasoning of your decision. The reasoning must be specific, in terms of exact
character and event in the scene outline not yet covered.
Then Answer True if the chat has covered the entire content, where the director
should terminate the conversation, or False otherwise.
{{divider}}
Output in JSON format following the schema provided below:
{{out_director_should_terminate_schema}}
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Director Command and Select Agent

You are the director of a scene in a role playing game, and you are responsible
for GUIDE the agents to act and speak according to the scene outline.
{{divider}}
You are provided with the following information:

1. <Scene>: The scene object, which includes both scene outline, detailed location descrip-
tion and involved character/group of characters information following the schema: in-
put_scene_schema

2. <ChatHistories>: The history of the role playing game, which is a sequence of message from
participating characters in an array following the schema: input_chat_histories_schema

3. <NextAgentNames>: This is an array of str, representing the name of the characters that
you are able to select to speak next. You should select **EXACTLY ONE NAME TO
RESPOND**, and provide the **EXACT NAME OF THE AGENT**.

{{divider}}
1. Continuation Planning:
- Examine the <ChatHistories>, which document the role-playing game progress
so far. - Based on this conversation history, repeat **EXACTLY** the remaining
part of the **outline** of the <Scene> provided that is not shown in the
<ChatHistories>.
2. Agent Selection and Command:
- From your continuation plan, which provides the remaining scene outline to
be role-played, choose which character agent should role-play next. Provide
the exact name of that agent. - Directly address the chosen agent with a
concise, high-level command for one turn. The command should provide a summary
directive—indicating the intended action or dialogue direction—tailored to the
character’s age, gender, and personality. Avoid including detailed dialogue or
overly specific descriptions. **Be concise**
{{divider}}
Generate the output in JSON following the following schema:
{{out_director_selection_command_schema}}
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B.1.3 Character Agent
Character Agent Response

You are acting as an agent in a role-playing game. You will produce responses
on behalf of the agent from a third-person perspective, describing both the
agent’s actions and dialogue. Adhere to the agent’s goals, age, gender, and
personality at all times, **ensuring the response reflects their memory and
physical state in a logical way.**
{{divider}}
You are provided with the following information:

1. <Character>: The character you are role playing for, and you should keep in mind
the Character’s goal, and act accordingly and realistically. It follows the schema:
{{input_story_character_schema}}

2. <DirectorCommand>: The command from the director of the role play game, representing
what the agent should incoporate to say and do in the role playing game.

3. <CharacterMemory>: The memory of the character, in string.

4. <CharacterPhysicalState>: The physical state of the character, in string.

5. <RecentHistories>: The most recent, up to 10 histories of the role playing game, following
the schema: {{input_chat_histories_schema}}

{{divider}}
Based on <Character>, <DirectorCommand>, <CharacterMemory>,
<CharacterPhysicalState>, and <RecentHistories>, generate the agent’s response
from a third-party perspective. The dialogue, actions, and overall tone must
be **natural** realistic, taking into account the agent’s age, background,
personality, and speech patterns.
Important Guidelines: 1. Do not include any concluding commentary—only provide
the agent’s response in the role playing game. 2. Maintain an observer’s
perspective, presenting the agent’s actions and dialogue authentically while
ensuring alignment with their character traits. 3. Consider the agent’s current
memory and physical state, ensuring the response is realistic, concise, and
free of contradictions with their established characteristics.
Generate the response in JSON in the following format:
{{out_response_schema}}
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Character Agent Update Memory

You are the mechanism to update the current character’s memory given the history of a role playing
game.
{{divider}}
You are provided with:
1. <NewChatHistories>: The list of conversation and action history of the agents in the
role playing game that is **not yet seen by the current character** following the schema:
{{chat_histories_schema}}
2. <Character>: The character whose memory you are updating, following the
schema:{{story_character_schema}}
3. <CharacterMemory>: The current memory of the character whose memory you are updating.
{{divider}}
Update the memory on what the current character should know based on the history, and return
the updated memory. The memory should contain the history of events that the character has
experienced, and any information that the character has learned from the conversation. Do not
include any irrelavant information, and the memory should be in first character standpoint. For the
output, only provide the **updated** memory in string, nothing else.

Physical State Update

You are the mechanism to record the physical state of the character based on the history of a role
playing game.
{{divider}}
You are provided with:

1. <NewChatHistories>: The list of conversation and action history of the agents in the role
playing game that is **not yet seen by the current character** following the schema:
{{chat_histories_schema}}

2. <Character>: The character whose physical state you are updating, following the schema:
{{story_character_schema}}

3. <CharacterPhysicalState>: The physical state of the character whose physical state you are
updating.

{{divider}}
Update the physical state to reflect the changes based on the history. The physical state must be
consistent with the <Character>, in terms of their age, gender and set up, and also make sense
based on the the <NewChatHistories>. For the output, only provide the **updated** physical state
in string, nothing else.

B.2 Our System - Rewrite Step
We share the same extraction process as AR in the creation of central conflict, story-setting. Please refer
to their work for details.
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Rewrite to Story

You are a creative writer writing a story. Your task is to write the content of the <TaskScene> for
the story.
{{divider}}
You are provided with:

1. <WritingPrompt>: The writing prompt for the story

2. <CentralConflict>: The central conflict of the story

3. <StorySetting>: The setting of the story

4. <StoryScenes>: The list of story scenes planned out, by name and outline, following the
schema: input_story_scenes_v2_schema

5. <StoryContent>: The story content written so far

6. <SceneCharacters>: The characters involved in the scene you are writing, following the
schema: input_characters_schema

7. <TaskScene>: The scene object you are writing the content for, following the schema:
input_story_scene_v2_schema

8. <TaskScenePlotElement>: The plot element of the scene you are writing

9. <TaskScenePlace>: The place where the scene unfolds.

10. <RolePlayHistory>: The conversation of <SceneCharacters> role playing <TaskScene> in an
array, following the schema: input_chat_histories_v2_schema

{{divider}}
Besure to understand the <TaskScene>’s role in the whole narrative arc, and write the content of
the scene accordingly.
Refer to the <RolePlayHistory> for **realistic character actions and dialogues** in an RPG game
of the <TaskScene>. But begin your portion of the story in a way that naturally flows from the
ending of <Story>. Match the writing style, vocabulary, and overall mood of the existing text. Do
not re-explain details or events that have already been described. Ensure dialogue and actions
**align with character traits**
{{no_end_instruction}}

1. <WritingPrompt>: {{writing_prompt}}

2. <CentralConflict>: {{central_conflict}}

3. <StorySetting>: {{story_setting}}

4. <StoryScenes>: {{story_scenes}}

5. <StoryContent>: {{story_content}}

6. <SceneCharacters>: {{characters}}

7. <TaskScene>: {{task_scene}}

8. <TaskScenePlotElement>: {{plot_element}}

9. <TaskScenePlace>: {{place}}

10. <RolePlayHistory>: {{role_play_history}}
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B.3 Dramatron
We modified Dramatron’s original prompt template in order to adapt their work for writing stories. We
removed their example for two reasons: Their work was designed for writing screen play and all systems
used for experiment are zero-shot. Below is the prompt we used.

Scene Content Generation

Use the following description, write the content of the scene
Place: {{place_name}} + \n + {{place_description}}
Characters: {{characters}}
Plot Element: {{plot_element}}
Summary: {{summary}}
Outline: {{outline}}

B.4 Agents’Room
We followed strictly the implementation of the original paper for all implementations.
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B.5 LLM Evaluation
Rewrite to Story

You will conduct a side-by-side evaluation. You will be given two system-generated stories. Your
task is to compare the two stories and determine which one is better based on the following
dimensions:
• Plot: The story should have a recognizable structure, e.g., with a connected beginning, middle,
and end. The story should exhibit events and turns that move the plot forward. The story should not
have logical or conceptual inconsistencies. Surprising or disruptive elements should be intentional,
e.g., they serve the story and do not feel jarring, odd, or out of place.
• Creativity: There should be engaging characters, themes, and imagery. The ideas should not
feel generic or bland. There should be avoidance of overly cliched characters and storylines,
unintentional tropes, and stereotypes. When used, tropes and cliches should serve a purpose (e.g.,
comedic effect, twist on a common trope etc). The story should include original elements that
were not explicitly mentioned in the prompt.
• Development: Characters and settings should be introduced and contextualized with relevant
details that allow the reader to understand their place in the story. Appropriate levels of detail and
complexity should be provided to lend the story a feeling of realness and believability.
• Language Use: The language used should feel varied and rich: Variance of sentence structure,
verbiage, and vocabulary. The story should exhibit rhetorical, linguistic and literary devices (e.g.,
ambiguity, alliteration, etc) to create interesting effects. The story should avoid bland or repetitive
phrases (unless used intentionally to create a narrative, thematic, or linguistic effect).
Provide a detailed assessment of the two stories in terms of these four dimensions. Conclude your
assessment with scores for each dimension using the template below. Do not add any emphasis,
such as bold and italics, on your assessment.
[Assessment Ending Template]
Based on my assessment, the better story for each dimension is:
Plot: [A or B or Same]
Creativity: [A or B or Same]
Development: [A or B or Same]
Language Use: [A or B or Same]
Overall: [A or B or Same]
[Story A]
{{story_A_content}}
[Story B]
{{story_B_content}}
[Assessment]
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C Qualitative Analysis Sample

C.1 Consistency Comparison

Type Content

Dramatron & Our Approach 
Selected First Scene Outline

 Aerie recounts the details of her visit to the 
archaeological site, including the camp setup and initial 
observations about the ruins and the mysterious object.

Dramatron Corresponding Content "The camp is well-managed," Aerie detailed, hands 
gesturing animatedly. "Our colleagues do enjoy their 
creature comforts even when surrounded by stone ruins 
and eerie silence."

Agents’ Room Corresponding 
Content

Aerie's account conveyed more than just facts; it 
captured nuances—a skill honed through years served 
as both courier and covert operative. They spoke of a 
shattered crystal obelisk unearthed amid ruins steeped 
in legend. Inscriptions marred its surface in a language 
long forgotten by all but a handful of scholars and 
archaeologists like Mage Myssa.

Our Approach Corresponding 
Content

Aerie’s grin was both playful and knowing. "Indeed. The 
Malborn ruins were more than just scenery this time," 
she replied, lowering herself onto a nearby chair, her 
cloak settling around her like a second skin. "The camp 
is thriving under Mage Zolen's watchful eye—though 
one has to wonder if his precautions are as much for 
keeping us out as anything else."

Golden Story Corresponding 
Content

“The archaeological mages have set up camp between 
the lake and the ruins, using a grid formation common to 
our Empire. Mage Zolen is in charge, and he is a stickler 
for protocol. However, the camp appeared hastily 
constructed; rumor in the camp was that the site was 
very far down on Zolen’s list of priorities, but that an 
incident on the longest day of the year caused him to 
focus more on this specific ruin.”

The table above compares content generated by each system corresponding to the same selected outline
segment. The yellow highlighting indicates a hallucination produced by the Dramatron approach, resulting
in nonsensical content. The green highlighting marks premature references to content and characters
intended to appear later in the story.
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Abstract

Outline-conditioned story generation using
Large Language Models (LLMs) offers a
promising approach for automating narrative
creation. Some outline-conditioned story gen-
eration methods use automatic scoring during
the generation process in order to improve the
story quality. However, current research has
shown that automatic scoring is not ideal for
assessing story quality. This paper evaluates
three proposed automatic story-scoring meth-
ods to improve the reranking of outputs during
the generation process. These scoring methods
leverage different prompting strategies and fine-
tuning techniques to enhance the accuracy and
relevance of the assessments. By experiment-
ing with these approaches within a beam search
framework, we aim to identify the most effec-
tive methods for optimizing story-generation
outcomes. While we have found no significant
overall difference between these methods in
terms of their agreement with human ratings
during story generation, the overall story rat-
ings by human evaluators are average. These
findings motivate the need for improved auto-
matic scoring techniques and datasets while
also indicating that simpler, more easily imple-
mentable scoring methods for reranking per-
form comparably to more complex approaches.

1 Introduction

Recent advancements in AI, particularly in Large
Language Models (LLMs), have highlighted how
these tools can assist in writing. In creative writ-
ing in particular, there has been exploration into
how these tools can be used to write fiction sto-
ries such as in Yang et al. (2023) and Chung et al.
(2022). This issue is particularly challenging be-
cause fiction writing demands creativity, raising
questions about how to assess the quality of out-
puts from LLMs in such a creative domain and how
to encourage the generation of higher-quality, more
engaging stories with these tools.

In the task of outline-conditioned story genera-
tion, as first proposed in Rashkin et al. (2020), the
input is an outline consisting of key plot-points,
characters and events, which are then used to gen-
erate a flowing narrative. Each point primes the
generation of a passage of text from its correspond-
ing plot-point. Subsequent passages are generated
from the next plot-point and the context of the pre-
viously generated passages. In our paper, we use
outlines consisting of character information, events,
and settings in a shallow (two-level) hierarchical
structure.

As stated by Rashkin et al. (2020), the difficulty
of this task lies in the fact that a model must flu-
ently connect the points given in the text, while still
following the outline. Papers such as Yang et al.
(2022) and Yang et al. (2023) employ automatic
scoring techniques with reranking during the gen-
eration process in order to ensure that these stories
remain coherent and relevant to the given outline.

Most recent research has suggested that auto-
matic scoring, including scoring by LLMs, is in-
effective at assessing story quality. Instead, most
story generation papers use human raters as their
primary scoring method (Yao et al., 2019; Rashkin
et al., 2020; Yang et al., 2023). However, there are
cases where automatic scoring is a necessary com-
ponent in the story generation system. For example,
Yang et al. (2023) use automatic scoring in a beam
search to select the ideal sequence of passages in a
story. This is referred to as reranking, the process of
scoring multiple candidate outputs to select the one
that best meets specific criteria (Haroutunian et al.,
2023). In the context of story generation, rerank-
ing could be done automatically or with humans
in the loop. Using human-in-the-loop in this con-
text could be tedious and time consuming, however,
making the task harder for the humans involved.

In this paper, we investigate how automatic scor-
ing can be used in the story generation process to
improve the story outputs. We look at which scor-
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ing techniques are the best for this specific task.
Specifically, we look at three different techniques
of automatic scoring using LLMs:

1. Log-likelihood-based scoring: Prompts a
model with a yes or no scoring question and
then uses the log probability of "yes" as a
score.

2. Simple prompt-based scoring: Prompts a
model with a numerical scoring question and
uses the output as the score.

3. Fine-tuning: Uses a dataset of story scores
and fine-tunes a pre-trained model on it.

We use each of these three methods in a rerank-
ing framework to generate stories. We then get
human raters to evaluate which of these methods,
when used for reranking, generates the best stories.

We found that there was no significant difference
between these methods when used in reranking for
story generation. This means that simple methods
like prompt-based scoring perform just as well as
other methods which may be more time consuming
to implement. It unfortunately also means that
fine-tuning a model does not seem to improve the
story quality when used for scoring in reranking.
Additionally, it further motivates the need for better
automatic scoring techniques and datasets.

Our contributions are as follows:

1. We thoroughly evaluate three different auto-
matic scoring techniques for reranking in story
generation.

2. We provide code1 which can be used by others
to integrate these scoring methods into their
systems for reranking.

2 Related Work

Several previous papers have explored outline-
conditioned story generation, where outlines are
used as input to generate a story (Yao et al., 2019;
Rashkin et al., 2020; Wang et al., 2022).

The DOC framework (Yang et al., 2023) uses
verbose outlines and a reranking system in their
generation process to choose the best sequence of
passages. This paper was inspired by an earlier
paper called RE3 (Yang et al., 2022) which also

1https://github.com/MeganDeer/
auto-story-score

used reranking to choose the best story continua-
tions. They found this reranking component to be
critical for plot coherence and premise relevance.
Both Yang et al. (2023) and Yang et al. (2022) use
a trained model for this reranking.

Zhu et al. (2023) introduces a system with the
modularity of the original DOC framework, but
which is able to be integrated with more modern
LLMs. It also uses log-likelihood-based scoring
rather than a trained model for the reranking com-
ponent. However, the scoring method used for
reranking in their system is never fully evaluated.
Additionally much previous research has shown
that current automatic scoring techniques are not
up-to-par with human scoring (Novikova et al.,
2017; Guan et al., 2021; Colombo et al., 2023;
Chhun et al., 2022, 2024; Chakrabarty et al., 2024).

In Chhun et al. (2022) the authors create the
HANNA dataset consisting of human scores of
different stories on 5 different criteria: relevance,
coherence, empathy, surprise, and engagement. For
each of these criteria, they ask humans to give a
5-point Likert score to stories generated by 10 dif-
ferent story generation systems using prompts from
the WritingPrompts dataset (Fan et al., 2018). They
then compared different automatic scoring tech-
niques to the human scores using Kendall corre-
lations. They found that the correlations between
the automatic scores and human scores were weak
and called for stronger automatic scoring methods.
They found that larger pre-trained models like GPT-
2 performed the best, however.

This prompted them to write a follow up paper
(Chhun et al., 2024) where they further compared
human scoring to automatic scoring using different
LLMs for prompting. They found that while LLMs
are consistent and have slightly higher ratings, they
have correlations with human scores that are fairly
similar to those of other automatic scoring methods.
They therefore conclude that LLMs are currently
the best proxy for human scoring of story genera-
tion. They also recommend future work on the use
of fine-tuning models for this task.

Guan et al. (2021) address the overall low quality
of automatic scoring methods by creating a bench-
mark called OpenMEVA for them. In contrast to
Chhun et al. (2022), they use a single 5-point over-
all quality score rather than individual scores for
several criteria. This overall score should be low for
stories that have repetitive plots, unrelated events
and conflicting logic, or globally chaotic scenes.
They also found that state-of-the art methods corre-
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Prompt A

Story Passage:
King Aldric, deter-
mined...
Event:
King Aldric issues a
decree.

Did this event
happen in the story
passage? Yes or No.

Prompt B

Story Passage:
King Aldric, determined...
Event:
King Aldric issues a decree.

Rate the story on a scale from 1
to 5 on Relevance (how closely the
story passage follows the event).
1—The story has no relationship with
the event at all.
2—The story only has a weak relation-
ship with the event.
3—The story roughly matches the
event.
4—The story matches the event, except
for one or two small aspects.
5—The story matches the event exactly.
Do not include any numbers other than
your rating in your answer.

Rating (1-5):

Prompt C

Prompt:
King Aldric issues a
decree.
Target Story:
King Aldric, deter-
mined...

Rate the story
on a scale from 1
to 5 on Relevance,
Coherence, Em-
pathy, Surprise,
Engagement, and
Complexity.

Ratings:

Figure 1: The scoring prompts used for log-likelihood-based scoring (prompt A) which has been reproduced from
Meta Research (2023), prompt-based scoring (prompt B), and the fine-tuned scorer (prompt C) from left to right on
relevance. The fine-tuned model generates scores for all criteria at once.

late poorly with the human methods on this scale
in their dataset.

Yang and Jin (2024) discusses different types
of automatic scoring. In general, there are four
different types that use LLMs. The first of these is
embedding-based methods which use embeddings
and matching algorithms to assign a score. These
have many limitations. The next is probability-
based methods. These methods use the generation
probability from LLMs in computing their score.
There are also generative-based methods, which
simply prompt LLMs for a score. Finally, there are
trained methods that fine-tune an LLM to assign a
score.

Chen et al. (2023) found that generative-based
methods are more effective than probability-based
methods that use log-likelihood because their
smooth distributions allow for better differentia-
tion than the narrow range and peak structure of
the probability-based methods.

3 Methodology

In this section, we describe our approach for evalu-
ating automatic story-scoring methods for rerank-
ing in outline-conditioned story generation. We
first outline the process we use for generating sto-
ries and how reranking is used within that. We
then describe the criteria we use for the scoring
within the reranking. Finally, we describe the three
scoring methods to evaluate: log-likelihood-based
scoring, prompt-based scoring and fine-tuning.

3.1 Generation

We use the generation component of the framework
from Zhu et al. (2023) to generate a story. That is,
given an outline, we prompt a model to generate
each passage in the outline multiple times. Then,
using a beam search, we generate the subsequent
passages and select the path with the highest score
as the final sequence of passages. We explore us-
ing different methods of scoring within this beam
search.
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3.2 Criteria
We follow Chhun et al. (2022) in forming and defin-
ing criteria for scoring passages and evaluating
the final stories. We look at the following criteria,
which were determined in Chhun et al. (2022) to
be good measures of story quality according to the
social-sciences literature:

1. Relevance: How well the story matches its
prompt.

2. Coherence: How much the story makes
sense.

3. Empathy: How well a reader will understand
the character’s emotions.

4. Engagement: How much a reader will engage
with the story.

5. Complexity: How elaborate the story is.

We leave out the criterion of surprise, which mea-
sures how surprising the end of the story is, because
we are implementing criteria to score individual
passages in the story rather than the entire story.

3.3 Log-likelihood-based Scoring
Zhu et al. (2023) uses log-likelihood-based scoring
for reranking in their system. That is, they ask the
model the prompts outlined in prompt A of Figure 1
and then calculate the score as the log-likelihood of
the answer "yes" being in the response. They also
only score each passage on coherence, relevance
and commentary. In this case, commentary is used
to determine whether or not the passage is actu-
ally a part of a story, or just commentary about a
story. We also add the commentary criterion to the
prompt-based and fine-tuned scoring as we found
that, without it, the generated stories were often
formulated as brainstorms rather than stories. This
acts as our probability-based method.

3.4 Prompt-based Scoring
The next scoring method that we compare is using
simple prompt-based scoring. Here, we prompt
the model to assign the story a score from 1 to
5 on the criteria in Section 3.2. This acts as our
generative-based method.

Additionally, we add guidelines on the defini-
tions of each criterion to better guide the model.
We also expand the criteria to include all of the
criteria listed in Section 3.2. An example prompt
can be found in prompt B of Figure 1.

3.5 Fine-tuned Scorer

The third scoring method in the comparison is a
fine-tuned model. This is our trained method.

We fine-tuned a model to score the criteria pre-
sented in Chhun et al. (2022). We used LORA
Quantization with llama2-7b and trained on the
HANNA dataset from Chhun et al. (2022) with the
prompts presented in Chhun et al. (2024), which
can be found in prompt C of Figure 1. This dataset
includes story prompts as well as the story gener-
ated from these prompts and the scores given by
human raters to the story. We trained to match
these human scores and used mean-squared error
as our loss.

4 Experimental setup

4.1 Outlines

In order to generate the stories using our three meth-
ods, we first need to have outlines with which to
generate them. We use outlines in the format of
those included in Yang et al. (2023). An exam-
ple outline can be found in Figure A.2. To our
knowledge, there is no dataset of outlines that fol-
lows this format. Their framework does include a
component for generating outlines, but these out-
lines tend to be very long and detailed — almost
story-like — leading to even longer stories that are
more difficult for a human to evaluate all at once.
Therefore, we asked OpenAI’s gpt-4o to generate
outlines from story prompts contained in the Writ-
ingPrompts dataset (Fan et al., 2018). The prompt
for generating these outlines is found in Figure A.1.
We sampled 16 outlines using this method and one
of the present authors ensured that the story plots
were interesting and coherent.

4.2 Fine-tuning

To evaluate the fine-tuning, we hold out a test set of
data from the HANNA dataset (Chhun et al., 2022).
We then calculate the Kendall correlations between
the predictions of our fine-tuned model on this test
set and the human scores in HANNA. We compare
these correlations to the results of the evaluations
done in Chhun et al. (2024).

Additionally, we use our fine-tuned model to gen-
erate scores on the dataset from OpenMEVA (Guan
et al., 2021) to test it on unseen data. Since Open-
MEVA has one unified score, while the HANNA
dataset has six different scores, we train a basic
linear model to learn the weighting of each individ-
ual score to contribute to the overall OpenMEVA
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score. We use Pearson correlation to evaluate the
relationship between our results and human scores,
as this statistic is also used in Guan et al. (2021),
thus allowing for a direct comparison.

4.3 Human Evaluation
Automatic scoring is used during the story gen-
eration process for reranking; therefore, we rely
solely on human evaluation to compare the final
stories. These are not the same human-sourced
numerical scores that are found in several of the
available datasets, which we used to calculate the
correlations in Section 5.1. This was a separate
human-subject evaluation that we conducted, the
results of which are described in Section 5.2.

To conduct the human evaluation, we first gen-
erate 16 stories for the three experimental condi-
tions: the original pipeline from Zhu et al. (2023)
with log-likelihood-based scoring, the modified
pipeline with simple prompt-based scoring, and
the modified pipeline with the fine-tuned scor-
ing model. For each of these experimental con-
ditions, llama2-7b-chat was used for genera-
tion. It was also used for the log-likelihood-based
and prompt-based scoring. As mentioned in Sec-
tion 3.5, llama2-7b was fine-tuned for the fine-
tuned scorer, using a beam-width of 3 for all of the
stories.

64 participants were recruited from Prolific, sub-
ject to the constraints that they are fluent in English
and have a 99-100% approval rating. Each partici-
pant was presented with a Word-document survey
containing three stories, one from each experimen-
tal condition, all generated from the same outline.
The order of the experimental conditions was per-
muted in each survey. The participants were asked
to read the three stories and rate the coherence,
empathy, and relevance of each using a 1-5 Lik-
ert scale. They were also asked, for each outline
point, to highlight the passage in each story that
best corresponds, in order to further assess rele-
vance. Finally, they were asked to rank the stories
in order of the likelihood that they would purchase
them, and explain the reasoning behind their deci-
sion. We call this the preference ranking. Further
details on this evaluation can be found in Table A.1.

We chose to change some of the criteria from
Chhun et al. (2022). Again, we left out surprise as
we generated passage-by-passage and surprise is,
by the definition in Chhun et al. (2022), only appli-
cable to the end of the story. We also replaced the
criteria of engagement (Chhun et al., 2022) and "in-

terestingness" (Yang et al., 2023) with preference
ranking because the latter is less abstract and better
grounded in a ecologically valid task. Yamshchikov
and Tikhonov (2023) also claim that human raters
may be misinterpreting "interestingness." We also
chose to leave out complexity as the annotators
were comparing stories that were generated with
the same outline, and thus should all be roughly
equally elaborate.

To evaluate the results of the human study, we
used an ANOVA test to determine the significance
of relevance, coherence, and empathy. Before com-
puting ANOVA, we checked for a normal distri-
bution using a histogram and Levene’s test. We
further evaluated relevance using the highlighted
passages that were chosen to correspond to each
outline point, calculating the specificity, precision,
and recall of the words in the passages compared to
the actual alignment of generated words to outline
points in the model. We used the Bradley-Terry-
Luce (BTL) method to linearise the relative pref-
erence rankings into a global ranking of the three
scoring methods with respect to one another.

5 Results

5.1 Fine-tuning

Kendall correlations
Criteria Fine-tuned

Model
Beluga-13B 1a

Relevance 0.18 0.21
Coherence 0.30 0.26
Empathy 0.29 0.27
Surprise 0.30 0.17
Engagement 0.33 0.11
Complexity 0.39 0.26

a Correlations from Chhun et al. (2024).

Table 1: Kendall correlations of the scoring model fine-
tuned for three epochs to human-sourced scores in the
HANNA dataset, rounded to two decimal places, along
with human correlations to the Beluga-13b 1 model as
reported in Chhun et al. (2024).

In order to evaluate the fine-tuning alternative,
we use Kendall correlations to compare to those
reported in Chhun et al. (2024). We found that
for all criteria, we were able to achieve better cor-
relations than those from Chhun et al. (2024) to
the human-sourced scores found in the HANNA
dataset. This indicates that the fine-tuning was able
to improve conformity on this dataset. The results
for a model trained with 3 epochs can be seen in
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Figure 2: The Kendall correlations of the fine-tuned
model trained for different numbers of epochs.

Table 1. Although relevance was unable to beat the
score from Chhun et al. (2024) within 3 epochs,
beyond 6 epochs, it did (τ = 0.28).

Thus, we found that different training times were
required to achieve the best results for different
criteria. Figure 2 shows the graph of Kendall cor-
relations trained for different numbers of epochs.
Relevance, coherence, and surprise do better with
more training. However, complexity has the best
performance with 4 epochs and engagement does
the best with 3 epochs of training. After that, their
performance noticeably decreases due to overfit-
ting. Empathy does the best on 4 epochs, but per-
formance continues to improve with more training.
Overall, 3 epochs achieve the best overall balance
between Kendall correlation and training time.

These results imply that it is much more difficult
to train for relevance and coherence. In fact, the
Kendall correlations for coherence are extremely
low before 6 epochs. In the case of relevance, this
may be because it requires the language model to
pay attention to more information. For instance,
the model needs to attend more closely to the early
portion of the prompt, whereas other criteria are
only concerned with the story itself.

Another possible contributor to this difficulty
could be the lack of clarity on what the criteria
mean. Chhun et al. (2022) also found less than
favourable Kendall correlations for relevance, but
the instructions that they gave to their annotators
to score relevance were very underspecific, ask-
ing them merely to "measure how well the story
matches the prompt" (Chhun et al., 2022). Coher-
ence, furthermore, enjoys no consensus on how it is
used in natural language generation (Yamshchikov

and Tikhonov, 2023). This may have affected how
the annotators scored coherence in the HANNA
dataset.

Because of these results, we decided to use the
model trained for 3 epochs for the criteria of com-
plexity, engagement, and empathy and the model
trained for 6 epochs for relevance and coherence
in our reranking. We do not use surprise for our
reranking.

We also tested our fine-tuned model on the Open-
MEVA dataset (Guan et al., 2021) to evaluate its
performance on unseen data. The ROCStories
and WritingPrompts datasets (Mostafazadeh et al.,
2016; Fan et al., 2018) are evaluated separately in
Guan et al. (2021), but their stories are interspersed
in the available data. Therefore, we conducted our
evaluation on a mixture of both datasets and com-
pared our results using Pearson correlations to the
human-sourced scores found in OpenMEVA for the
ROCStories and WritingPrompts datasets, as this
was the statistic presented in Guan et al. (2021).

Our model achieved a Pearson correlation of
0.2281, outperforming BERTScore-F1 (Zhang*
et al., 2020), which scored 0.1271 on ROCStories
and 0.0329 on WritingPrompts (Guan et al., 2021),
as well as RUBER-BERT (Ghazarian et al., 2019),
which scored 0.1434 and 0.2116, respectively
(Guan et al., 2021). However, it falls short of the
best-performing method, UNION (0.4119/0.3256),
from Guan and Huang (2020). While our fine-
tuned model does not achieve the highest perfor-
mance, it remains competitive with other methods
evaluated in Guan et al. (2021). This is notable
given that our method was not explicitly trained
to assess the specific aspects targeted in the Open-
MEVA evaluation, such as repetition and conflict-
ing logic.

5.2 Human Study

In total, we collected surveys from 64 participants
on 16 different stories for each experimental con-
dition. Each story was evaluated by 4 participants
on relevance, coherence, empathy and preference.
Additionally, we had participants annotate which
passages they believed correlated to each outline
point.

5.2.1 Ratings
We evaluated the significance of relevance, coher-
ence and empathy using ANOVA as outlined in
Section 4.3.

For coherence, as seen in Figure 3, the generated
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Figure 3: Histogram of the coherence ratings given
by human raters to each of the three methods. A: log-
likelihood-based scoring, B: simple prompt-based scor-
ing and C: fine-tuned scoring.

Figure 4: Histogram of the relevance ratings given by
human raters to each of the three methods. A: log-
likelihood-based scoring, B: simple prompt-based scor-
ing and C: fine-tuned scoring.

histogram and the Levene score of 0.9973 suggest
that it is normally distributed. The p-value from
the ANOVA test was 0.58. Therefore, the differ-
ences of the human ratings of coherence may not
be significant.

For relevance, as seen in Figure 4, the histogram
generated appears to be normal and we got a Lev-
ene score of 0.23, suggesting that it may be normal.
The p-value achieved from our ANOVA test was
0.757, and so no significance was demonstrated.

For empathy, similarly to relevance, the data
appear to be somewhat normal with a Levene score
of 0.19, and are shown in Figure 5. However, the
p-value again failed to demonstrate significance at
0.397.

Overall, human raters rated coherence an av-
erage of 3.37, relevance 3.21, and empathy 3.29
across all of the stories.

Figure 5: Histogram of the empathy ratings given by
human raters to each of the three methods. A: log-
likelihood-based scoring, B: simple prompt-based scor-
ing and C: fine-tuned scoring.

Outline Annotation Statistics
Method Specificity Precision Recall
Log-
likelihood

0.3901 0.4220 0.5345

Simple prompt 0.3527 0.3606 0.4733
Fine-tuning 0.4126 0.4449 0.5780

Table 2: Specificity, precision, and recall of human
annotations for identifying corresponding passages in
generated stories. Annotators selected passages they
believed best matched each outline point. Specificity
indicates how many words (as a ratio of passage length)
they selected which overlapped with the actual, corre-
sponding, generated passages. Precision and recall are
both ratios in which the numerator is the sum of the num-
ber of annotators that selected each correctly annotated
word. Precision divides this by the product of the total
number of correctly annotated words and the number
of annotators. Recall divides it by the number of words
in the generated passage multiplied by the number of
annotators. Each of these three scores is then aggregated
over all of the passages using a macro average.

5.2.2 Outline Annotation

As described in Section 4.3, we further instructed
the human subjects to annotate which passages
from the generated story they believed to corre-
spond best to each outline point. We then calcu-
lated the specificity, precision, and recall of these
selections relative to the actual corresponding pas-
sages from the alignment used by the LLM genera-
tor. The results can be found in Table 2.

From these results, we can see that generating
with fine-tuned scoring produces the highest speci-
ficity, precision and recall, suggesting that it ad-
heres most closely to the input outlines and/or that
it compels human raters to select longer passages to
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hedge their uncertainty. However, considering that
all scores are fairly close and the relevance ratings
in Section 5.2.1 are not statistically significantly
different, it is likely that these methods are similar
in their effectiveness in scoring relevance.

5.2.3 Preference Ranking
To evaluate the preference ranking we used the
Bradley-Terry-Luce method, from which we de-
termined the following preference ranking, where
high scale values indicate higher preference:

1. Prompt-based scoring (scale 0.884)

2. Log-likelihood-based scoring (scale 0.464)

3. Fine-tuned scoring (scale -0.1349)

Therefore, in spite of their performances in re-
spect of relevance, the simple prompt-based scor-
ing method was the most preferred, while the fine-
tuned scoring was the least preferred.

In their explanations of why they chose their
rankings, many participants cited coherence as a
reason. This may be in part due to the fact that
they had been asked earlier in the survey to rate
the coherence of the stories, although they were
primed to the same extent for empathy and rele-
vance, and empathy was cited far less frequently,
whereas relevance was hardly ever mentioned. This
suggests that coherence has a greater impact on a
reader’s preference for a generated story than the
other criteria that participants were asked to score.

On the other hand, when comparing the prefer-
ence ranking to the coherence histogram in Figure 3
and the p-value for coherence, there are clearly
other factors that have influenced their decision.

Many participants additionally mention how en-
gaging or interesting the story is as a factor in their
choice. As mentioned in Section 4.3, we chose
this question to replace the criteria of engagement
and "interestingness" from Chhun et al. (2022) and
Yang et al. (2023). This was an effective question.
Many participants also mentioned that they enjoyed
the stories due to the overall structure or flow of the
story in how it was presented. One participant, for
example, wrote about why they preferred a prompt-
based scoring story:

I preferred Story 3 because it presents an
exciting, high-stakes conflict surround-
ing an advanced weapon and the danger-
ous implications of its existence. The
tension between the characters and the

mystery about their father’s involvement
with a shadowy organization adds depth
to the narrative, and I find the mix of tech-
nology, moral dilemmas, and intrigue
particularly engaging.

5.3 Discussion

These results suggest that there may be no signifi-
cant difference between prompting, log-likelihood
and fine-tuning as reranking methods in this frame-
work. It also calls into question how thorough
previous work has been in this area. Tasks have
been ill-defined, instructions to annotators have
been lacking in specificity or ecologically ques-
tionable, and some papers (Yang et al., 2023, e.g.,)
have advocated for switching from one method to
another without experimentally determining which
was better.

Log-likelihoods derived from LLMs are a com-
petitive approach, although there is evidence that
prompting is preferable overall. The bad news is
that even the effort of fine tuning does not seem
to provide a significant improvement to automated
reranking. This could suggest that there is still a
need for better human-rated datasets of generated
story output.

6 Conclusion

In this paper, we compared three different auto-
matic scoring methods when used in a reranking
framework for story generation. Our experiments
were unable to prove a significant difference among
these methods when their outputs are assessed by
human raters. Future work could explore alterna-
tive reranking techniques, such as reinforcement-
learning-based methods. Additionally, there is a
need for more annotated datasets of stories. We
hope that this research contributes to more effec-
tive and controllable story generation systems in
NLP.

Limitations

A key limitation of our approach lies in the datasets
used for fine-tuning. Beyond the previously men-
tioned issues regarding the wording of instructions
for annotators, this dataset was designed to score
entire stories, whereas our task focused on scor-
ing individual passages within a larger narrative.
Using a model fine-tuned for full-story scoring on
smaller passages may not be an effective solution,
highlighting the need for more specialized datasets.
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Additionally, stories generated without rerank-
ing could have been compared as a baseline. We
did not pursue this approach since Yang et al.
(2022) found through ablation studies that rerank-
ing was essential for the generation process. Now
that LLMs have improved, however, there may be
a different outcome.
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A Appendix

Could you, using the following format:
{outline}

please generate an outline for a short
story with the following writing prompt:
’{prompt}’

The outline should have at most 8
nodes.

Outline:

Figure A.1: Prompt for generating outline. Here, {out-
line} is replaced with an example outline in the required
format and {prompt} is replaced with the story prompt
that we want to use to generate the outline.

Premise: A humble cheesemaker,
renowned for making the best cheese in
town, embarks on a daring adventure to
slay a fearsome dragon that threatens the
kingdom
Setting: A quaint village surrounded by
rolling hills and dense forests, within a
kingdom plagued by a dragon.
Entities and Characters:

• Milo: Milo is the best cheesemaker in
the village, known for his delicious and
unique cheeses
...

Outline:

1. Event: The village is terrorized by a
dragon.
Characters: Milo, King Aldric
Setting: Milo’s cheese shop.

(a) Event: King Aldric issues a de-
cree.
Characters: King Aldric
Setting: The King’s castle.
...

2. Event: Milo prepares for the journey.
Characters: Milo, Fiona
Setting: Milo’s home.
...

Figure A.2: Example outline for input to the generation
framework.
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Example Survey
Instructions

• You will be presented with three stories in this document.

• After each story, you will find a set of questions related to that story.

• At the end, there will be a final question asking you to compare all three stories.

Please carefully read all stories and questions. Write your answers in the designated highlighted
spaces. Also be sure to highlight the story when instructed to. Important: Answer all questions.

Story 1 Jake Hunter was known for his lightning-fast reflexes and uncanny
ability to anticipate his opponents’ moves ...

How coherent was the story (how clear
and sensible is it and how well does it
flow logically together)? (1-5)

(1) Not at all coherent (The entire story is unclear, doesn’t
make sense at all and is inconsistent throughout).
(2) It is logically inconsistent or doesn’t make sense for most of
the story.
(3) The story is logically consistent and makes sense overall,
but has some inconsistencies or parts that don’t make sense.
(4) The story is coherent but it has one or two inconsistencies
or incoherences.
(5) The story is entirely coherent - there are no inconsistencies
and it makes sense.

2. How well did you understand the
character’s emotions? (1-5)

(1) The characters seemed apathetic to you.
(2) At least one character slightly related to you on an emotional
level.
(3) You recognized specific, but not necessarily strong,
emotions (e.g. sadness, joy, fear. . .) in at least one character.
(4) At least one character emotionally involved you, but minor
details prevented you from completely relating to them.
(5) At least one character completely involved you on an
emotional level.

The following is a bullet point story out-
line used to generate this story. First,
highlight the text in the story that cor-
responds to each outline point using
the specified color for each point (for
example the first outline point is yellow,
the second is green, etc.). Then answer
the question below.

• Introduction to Jake’s unique ability and career

– EVENT:Jake’s latest victory showcasing...

SETTING:The boxing ring

CHARACTERS:Jake Hunter, Coach Reynolds

– EVENT:Coach Reynolds discusses Jake’s ...

• ...
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(Continued)

How well do you feel like this text cap-
tures each outline point? How well are
the characters, scene and event repre-
sented in each passage? (1-5)

(1) The text has no relationship with the outline points at all.
(2) The text only has a weak relationship with the outline
points.
(3) The text roughly follows the outline points.
(4) The text follows the outline points, except for one or two
small aspects.
(5) The text follows the outline point exactly.

Story 2 ...

Story 3 ...

For the following question, place your ranking for each story inside the highlighted brackets.
Rank the three stories based on how
likely you would be to purchase them,
assuming you were given the money to
do so. Assign a rank of 1 to the story
you are most likely to buy, 2 to the next,
and 3 to the least likely. Each rank must
be assigned to only one story.

() Story 1 () Story 2 () Story 3

Why did you prefer the story you did?
Please explain your preferences in 1-3
sentences below.

Table A.1: An example survey given to participants in the human study. Participants are given the same questions
for each story and then asked to rank their preference between stories. The order of the stories is changed for each
survey. Each story in the survey is generated from the same outline.
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