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Abstract

This paper presents models to differentiate
between human-written and AI-generated es-
says, addressing challenges posed by advanced
AI models like ChatGPT and Claude. Us-
ing a structured dataset, we fine-tune multi-
ple machine learning models, including XG-
Boost and Logistic Regression, along with en-
semble learning and k-fold cross-validation.
The dataset is processed through text clean-
ing, lemmatization, stemming, and part-of-
speech tagging, followed by TF-IDF vectoriza-
tion before training. Our team nits_teja_srikar
achieves high accuracy, with DistilBERT per-
forming at 77.3% accuracy, standing at 20th

position for English, and XLM-RoBERTa ex-
celling in Arabic at 92.2%, standing at 14th po-
sition in the official leaderboard, demonstrating
the model’s potential for real-world applica-
tions.

1 Introduction

Generative Artificial Intelligence (AI) tools (Tka-
chov, 2024) are revolutionizing the creation of
text, images, and videos, reshaping how society
consumes and produces online content. As these
technologies advance, distinguishing between AI-
generated and human-generated content has be-
come increasingly challenging. AI-Generated Con-
tent (AIGC) (Staff, 2024) spans a broad range of
media, including text, code, images, and music,
with rapidly expanding applications in areas such
as news reports, blog posts, scriptwriting, and mar-
keting copy.

A study published in The Public Library of Sci-
ence (PLOS) found that readers were more likely to
agree with arguments in AI-generated essays than
those in human-written ones (Bal and Veltkamp,
2013). These findings underscore the increasing
need for models reliably differentiating between
AI-generated and human-authored content. In this
paper, we employ a fine-tuning approach utiliz-

ing multiple Machine Learning (ML) models, in-
cluding XGBoost and Logistic Regression (Google-
Research), along with their k-fold cross-validation
variants (Ismail et al., 2023), and an ensemble learn-
ing method. A hybrid model integrating all mod-
els and their k-fold variants was developed using
ensemble learning (Xiong et al., 2024) and trans-
former models using DistilBERT (Sanh et al., 2019)
and XLM-RoBERTa (Conneau et al., 2019) to fur-
ther improve detection accuracy in distinguishing
between human and AI-generated essays.

2 Related Work

Liao et al. (Liao et al., 2023) proposed an ethi-
cal framework for Artificial Intelligence Generated
Content (AIGC) within the healthcare sector. This
study investigated the differences between medical
texts authored by ChatGPT and those written by
healthcare professionals. Additionally, the authors
developed machine learning workflows aimed at
identifying and distinguishing medical texts gen-
erated by ChatGPT. To achieve this, they curated
datasets, with one dataset consisting of ChatGPT-
generated medical texts and the other containing
texts authored by human experts. Subsequently,
they implemented ML methods to determine the
source of the medical text content.

Alamleh et al. (Alamleh et al., 2023) assessed
the effectiveness of various ML methods in differ-
entiating AI-generated text from text authored by
humans. To carry out this analysis, they collected
responses from computer science students to both
essay and programming assignments. Using this
dataset, they trained and evaluated multiple ma-
chine learning models, including Support Vector
Machines (SVM), Logistic Regression (LR), Neural
Networks (NN), Random Forest (RF), and Deci-
sion Trees (DT).

Chen et al. (Chen et al., 2023) proposed a
novel approach to distinguish between texts written
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by humans and those generated by ChatGPT us-
ing language-based techniques. The researchers
collected and released a curated dataset named
OpenGPTText, comprising rephrased content cre-
ated through ChatGPT.

2.1 Problem Statement

The primary objective of this task is to classify the
provided essays as either Human-generated or AI-
generated in two languages: English and Arabic.
This classification problem aims to assess the au-
thenticity of the text, ensuring a reliable distinction
between human-authored and AI-generated content.
The ability to detect AI-generated text effectively
is crucial for applications such as content moder-
ation, academic integrity, and automated scoring
systems (Genai-content-detection / Genai-content-
detection-coling-2025 · GitLab, n.d.).

2.2 Dataset Description

We used data from the shared task dataset provided
by the Linguistic Data Consortium (LDC) (ETS
Corpus of Non-Native Written English, n.d.) by
COLING 2025 (Chowdhury et al., 2025). The ETS
Corpus of Non-Native Written English includes
12,100 TOEFL essays from speakers of 11 non-
English languages. Additionally, AI-generated es-
says from models like GPT-3.5-Turbo (Mrbullwin-
kle, 2024), GPT-4o (Stryker, 2024), Gemini-1.5
(Google AI for Developers, n.d.), and others were
incorporated. This combination of human and AI-
generated content facilitates a thorough compar-
ative analysis, which significantly contributes to
research in authorship detection, automatic scoring,
and understanding the distinctions between human
and AI writing.

2.3 Dataset Visualization

This visualization highlights the key differences be-
tween AI-generated and human-authored essays [1]
[2], focusing on several critical aspects. It presents
the variations in essay length distribution (1b), (2b),
and a comparative analysis of essay lengths by
source. Additionally, it offers insights into key tex-
tual metrics, including word count, sentence count,
and unique word count (1a), (2a), shedding light
on the structural and stylistic differences between
the two types of content. This analysis highlights
the distinct features of human and AI writing, con-
tributing to a deeper understanding of their unique
characteristics.

3 Methodology

We leverage both traditional machine-learning mod-
els and advanced transformer-based models. Below,
we provide a detailed technical description of our
methodology for both datasets.

3.1 Preprocessing Techniques

We employed preprocessing techniques like Clean-
ing, lowercasing, lemmatization and stemming,
POS tagging, removing stop words to enhance data
quality: 1) Text Cleaning: Removal of punctuation,
special characters, and redundant spaces. 2) Low-
ercasing: Uniform formatting of all text entries. 3)
Lemmatization and Stemming: Standardization of
word forms for better vectorization. 4) POS Tag-
ging: Advanced feature extraction by identifying
grammatical roles using spacy library. 5) Stopword
Removal: Elimination of common words with min-
imal semantic contribution.

input_text = "The quick brown foxes were jumping
joyfully, over the lazy dogs!"

After preprocessing:

pos = "quick/ADJ brown/ADJ foxes/NOUN jumping/
VERB joyfully/ADV lazy/ADJ dogs/NOUN"

result = "quick brown foxes jumping joyfully
lazy dogs"

3.2 TF-IDF Vectorization

To effectively analyze text data, we convert docu-
ments into numerical representations using Term
Frequency-Inverse Document Frequency (TF-
IDF) vectorization. This method assigns impor-
tance to words based on their occurrence within
individual documents and across the entire corpus.
TF-IDF helps emphasize significant terms while
downplaying those that are common but carry little
meaning.

Term Frequency-Inverse Document Frequency
(TF-IDF):

TF(t, di) =
ft,di∑

t′∈di ft′,di
(1)

IDF(t,D) = log

(
N

|{dj ∈ D : t ∈ dj}|+ 1

)
(2)
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TF-IDF Calculation and Matrix Construction:
The TF-IDF score for a term t in document di is
computed as the product of its Term Frequency
(TF) and Inverse Document Frequency (IDF):

TF-IDF(t, di, D) = TF(t, di)× IDF(t,D) (3)

Each document is represented as a
vector of TF-IDF values, with xi =
(TF-IDF(t1, di, D), . . . ,TF-IDF(tm, di, D)),
where m is the vocabulary size. Stacking these
vectors for all N documents forms a TF-IDF
matrix X ∈ RN×m, where each row corresponds
to a document, and each column corresponds to a
term.

To ensure uniformity, we apply Euclidean (L2)
normalization:

xnorm
i =

xi
∥xi∥2

=
xi√∑m
j=1 x

2
ij

(4)

where xij is the TF-IDF value of the jth term in the
ith document.

3.3 HyperParameters
In this training, SparseCategoricalCrossentropy
was used as the loss function for multi-class clas-
sification (Mao et al., 2023). Optimizers Adam
and AdamW (Jakartamitul, 2024) were applied
with learning rates of 5e-4 and 2e-5, respectively.
Key metrics included SparseCategoricalAccuracy,
ROC AUC (Bowers and Zhou, 2019), Accuracy,
Precision, Recall, F1 Score, and MCC (Chicco
and Jurman, 2020). The training was performed
over 3 epochs with batch size 16 and 5-fold cross-
validation, preserving class distribution. TF-IDF
vectorization used 5000 max_features to optimize
efficiency, and soft voting was applied in the en-
semble model for enhanced accuracy. Overall hy-
perparameters can be seen in Table 1

3.4 Models for English Dataset
For the English dataset Deng, we employ the fol-
lowing models:

Logistic Regression with K-fold Cross-
Validation We split the dataset into k folds and
train the logistic regression model iteratively. The
logistic regression function is defined as:

ŷi = σ(w⊤xi + b) =
1

1 + e−(w⊤xi+b)

where σ(·) is the sigmoid function, and w, b are
learned parameters.

Parameter Value

Loss Function SSCE
Optimizer Adam, AdamW
Learning Rate 5e-4, 2e-5
Metrics Accu, Prec, Recall, F1
Batch Size 16
Number of Epochs 3 (Transformer models)
Early Stopping No
n_splits 5
max_features 5000
Voting soft

Table 1: Model Hyperparameters

XGBoost with K-fold Cross-Validation XG-
Boost minimizes the following objective function:

L =
n∑

i=1

ℓ(ŷi, yi) +

K∑
k=1

Ω(fk)

where ℓ(ŷi, yi) is the loss function, and Ω(fk) is
the regularization term.

Ensemble Learning We combine predictions
from logistic regression, XGBoost, and CatBoost
using a weighted majority voting scheme:

ŷ = argmax
c

M∑
m=1

wm · I(ŷm = c)

where M is the number of models, wm is the
weight of the mth model, and I(·) is the indicator
function.

DistilBERT Transformer We use the Distil-
BERT pretrained transformer as a binary classi-
fier to distinguish between human-written and AI-
generated essays. DistilBERT, a lighter version of
BERT, retains its ability to capture subtle linguistic
and contextual patterns while being computation-
ally efficient. The classifier processes input text to
generate hidden representations hi, and the final
prediction is made with:

ŷi = softmax(Whi + b)

where W and b are trainable parameters, and ŷi
is the probability distribution over the two classes.
The output class is determined by the highest prob-
ability score.



281

3.5 Model for Arabic Dataset
Given that our dataset is in Arabic, XLM-RoBERTa
ensures better performance by leveraging its pre-
trained embeddings specific to the language. The
model produces rich contextual embeddings for
each input sequence, which are fed into a classifica-
tion layer. For Arabic, the pre-trained embeddings
are particularly significant, as they capture com-
plex morphological and syntactic patterns that are
challenging to model through linguistic features
alone. The final prediction is computed as:

ŷi = softmax(Whi + b)

where hi is the contextual representation of the in-
put, and W and b are trainable parameters. The soft-
max layer outputs a probability distribution over
the target classes, allowing the model to classify
the text accurately within the given context.

Model ROC Acc Pre Rec F1
LR 1.00 0.99 0.99 1.00 0.99
XGB 0.99 0.98 0.98 0.99 0.99
CatB 0.92 0.89 0.92 0.92 0.92
En 0.99 0.99 0.99 0.99 0.99

Table 2: Performance Metrics of Machine Learning
Models on English Dataset

Model Acc Pre Rec F1
DistilBERT-En 0.99 0.95 1.00 0.97
XLM-R-Ar 0.94 1.00 0.91 0.95
DistilBERT-Ar 0.91 0.93 0.91 0.91

Table 3: Performance Metrics of Transformer Models

4 Results

The DistilBERT model excels in the English
dataset, while XLM-RoBERTa performs well in
Arabic. The confusion matrix highlights their ac-
curacy and offers insights into their classification
performance.

For English, DistilBERT-English achieves a per-
fect recall of 1.0 and an F1-score of 0.97. The
ensemble model, combining Logistic Regression,
XGBoost, and CatBoost, reaches an accuracy of
0.996 and an F1-score of 0.997. Overall results can
be seen in Table 2. In contrast, Arabic models show
lower performance, with XLM-RoBERTa Arabic
leading in precision at 1.0 and an F1-score of 0.95,
while DistilBERT-Arabic has an F1-score of 0.91.

This highlights the challenges faced by Arabic mod-
els. The transformer-based models results can be
seen in the Table 3

4.1 Ablation Studies
To evaluate the impact of preprocessing, feature ex-
traction, and ensemble components, we conducted
systematic experiments:

• Preprocessing: Removing stemming and
lemmatization improved transformer models’
performance by 1.43 on English datasets.
Removing POS tagging reduced traditional
model accuracy by 1.8, indicating its impor-
tance for feature engineering.

• Feature Extraction: Traditional models saw
a 6% accuracy improvement using TF-IDF,
while transformers performed better with raw
text due to their pre-trained embeddings.

Preprocessing steps such as lemmatization and part-
of-speech tagging play a vital role in feature ex-
traction for traditional models. However, minimal
preprocessing often yields better performance for
transformer-based models by effectively utilizing
raw textual features.

Model Acc Pre Rec F1
English 0.773 0.875 0.649 0.658
Arabic 0.922 0.943 0.882 0.904

Table 4: Final Test Results in Leaderboard

We got 77% accuracy on English essays, and per-
formance on Arabic essays was significantly higher.
Several linguistic and dataset-specific factors con-
tribute to this gap. Firstly, Arabic’s morphologi-
cal complexity, including intricate word forms and
inflections, presents challenges for tokenization
and embedding generation. Unlike English, where
words have simpler inflections, Arabic requires han-
dling more complex word transformations, which
can be harder for DistilBERT to capture. Addi-
tionally, Arabic’s right-to-left writing and unique
orthographic conventions further complicate pro-
cessing.

Moreover, Arabic requires more sophisticated
preprocessing steps, such as handling diacritics and
lemmatization, which might not have been as effec-
tively implemented as for English. Finally, cultural
and stylistic differences between English and Ara-
bic writing may also contribute to the difficulty in
detecting AI-generated content in Arabic.
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5 Conclusion

Our study demonstrates the efficacy of various ML
and transformer-based models in distinguishing be-
tween human-generated and AI-generated essays
in both English and Arabic. Utilizing models like
DistilBERT and XLM-RoBERTa, we achieved su-
perior detection precisions of 0.875 for English
and a strong performance of 0.943 for Arabic, as
shown in Table 4, highlighting their adaptability to
diverse linguistic contexts. The ensemble methods
further enhanced classification accuracy, emphasiz-
ing the importance of robust detection systems as
AI-generated content becomes increasingly preva-
lent. Future work could explore additional linguis-
tic features and cross-domain applications to im-
prove detection capabilities and address challenges
in Arabic model performance.

Label Count Word Sentence Unique

Human 629 300.24 15.57 173.48
AI 1467 284.07 14.51 155.24

(a) Comparison of Metrics in Number Counts English

(b) Train Data Essay Length Distribution

Figure 1: Train Data Visualization for Language English
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