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Abstract

Recently, large language models (LLMs) have
demonstrated unprecedented capabilities in lan-
guage generation, yet they still often produce
incorrect information. Therefore, determining
whether a text was generated by an LLM has be-
come one of the factors that must be considered
when evaluating its reliability. In this paper,
we discuss methods to determine whether texts
written in various languages were authored by
humans or generated by LLMs. We have dis-
covered that the classification accuracy signifi-
cantly decreases for texts written in languages
not observed during the training process, and
we aim to address this issue. We propose a
method to improve performance for unseen lan-
guages by using token-level predictive distri-
butions extracted from various LLMs and text
embeddings from a multilingual pre-trained lan-
gauge model. With the proposed method, we
achieved third place out of 25 teams in Subtask
B (binary multilingual machine-generated text
detection) of Shared Task 1, with an F1 macro
score of 0.7532.!

1 Introduction

Recently proposed large language models (LL.Ms)
have demonstrated the ability to generate natural
language with a level of fluency akin to that of
humans, but they can still produce content that in-
cludes incorrect information (Azaria and Mitchell,
2023; Ji et al., 2023). Due to this fluency, people
may not realize that the generated text contains
inaccuracies, making it easier for false informa-
tion to spread as if it were true. This can lead to
various negative consequences. As a result, de-
tecting text generated by LLMs has become in-
creasingly important. In particular, with numerous
language models now supporting multilingual text
generation, identifying LLM-generated text across

'Our code is available at https://github.com/
nota-github/NotaAI_Multilingual _MGT_Detection.

different languages has also become a significant
research topic.

In this paper, we discuss methods to determine
whether texts written in various languages are au-
thored by humans or generated by LLMs. More
specifically, we describe the system we devel-
oped for Subtask B of Shared Task 1 (i.e., bi-
nary multilingual machine-generated text (MGT)
detection) (Wang et al., 2025) at the COLING
2025 Workshop on Detecting Al Generated Con-
tent (DAIGenC). The goal of this task is to develop
a high-performance binary classification system.
To create the dataset used in this task, a variety of
LLMs, ranging from closed models such as GPT-4
to open-source models such as the LLaMA series
(Dubey et al., 2024), were utilized. One of the main
challenges in this shared task is that a significant
number of samples in the evaluation set are written
in languages that the models did not observe during
the training phase.

It is known that when pretrained language mod-
els (PLMs)?, which have been pre-trained on mul-
tilingual raw corpora, are fine-tuned with large-
scale natural language understanding task datasets
in specific languages, these models can effectively
perform those tasks even on samples written in lan-
guages not observed during training (Gaim et al.,
2023). This is referred to as zero-shot cross-lingual
transfer learning (Artetxe et al., 2020). In this work,
we conducted a preliminary study to examine the ef-
fectiveness of zero-shot cross-lingual transfer learn-
ing in multilingual MGT detection. We trained the
multilingual E5-large (Wang et al., 2024) model
on two different datasets. One dataset consisted of
the entire training data provided for Subtask B of
Shared Task 1, and the other was composed only

%Since LLMs are also pre-trained language models, there
could be confusion regarding the terminology. In this paper,
we will refer to encoder-based language models, such as BERT
(Devlin et al., 2019) and RoBERTa (Liu et al., 2019), which

have been used for natural language understanding tasks, as
PLMs.
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of samples written in English from that dataset.
Evaluation was conducted on 27,045 samples from
the development set, excluding English samples.
The model trained on the entire dataset showed a
very high F1 score (0.9806), as there were no sam-
ples written in unseen languages. However, when
the model was trained only on English samples,
although there was some evidence of zero-shot
cross-lingual transfer learning, a significant drop in
performance was observed (F1 score: 0.7965).

In this work, samples written in seen languages
are inferred using a multilingual PLM trained
through a standard supervised fine-tuning approach.
To more accurately distinguish the source of texts
written in seen languages, we investigate various
multilingual PLMs. However, for texts written in
unseen languages, inference is performed differ-
ently from the traditional approach. To determine
whether samples written in unseen languages are
MGTs, we explore features that can be commonly
used for the multilingual MGT detection task, re-
gardless of the language.

In monolingual MGT detection, LLMs are
known to assign high probability value to each gen-
erated token of the MGT (Sarvazyan et al., 2024).
However, it is unclear whether this will be useful
in multilingual MGT detection. This is because
many unseen languages are likely low-resource
languages with insufficient training data, meaning
LLMs may not have learned many tokens for these
languages. Therefore, it is uncertain whether LLMs
will assign high probabilities to all tokens in texts
written in such unseen languages. In this study,
we examine the effectiveness of a model that uses
token-level predictive distributions extracted from
various LLMs as features for multilingual MGT
detection. The previous study (Sarvazyan et al.,
2024) used only the LLaMA-2 models, but we uti-
lized various models to reflect the characteristics of
different LLMs. To address the issue of differing to-
kenization results across models, we also propose a
novel network architecture. Additionally, we found
that using meaning representations extracted from
a multilingual PLM that had not been fine-tuned
further improved performance. Previously, such
meaning representations were not utilized together.

The experimental results showed that token-
level predictive distributions extracted from various
LLMs and embeddings from a multilingual PLM
are useful in multilingual MGT detection. The sys-
tem we proposed achieved third place out of 25
teams in the Shared Task 1, with an F1 macro score

of 0.7532.

2 System Overview

Our MGT detection system first identifies the lan-
guage in which the given text is written. We use
LangID? as the language identification tool. If the
given text is written in a language observed during
training, it is inferred using a model fine-tuned with
supervised learning on a multilingual PLM (§2.1).
Otherwise, it is inferred using a model that utilizes
token-level predictive distributions extracted from
various LLMs as features, along with a meaning
representation from a multilingual PLM (§2.2).

2.1 Fine-Tuning a Multilingual PLM on a
Labeled MGT Detection Dataset

If the given text is in a language present in the
training data, inference is performed using a super-
vised fine-tuned multilingual PLM. The PLM is
trained to solve the binary classification problem
by minimizing the cross-entropy loss. After fine-
tuning, we evaluated the performance of various
multilingual PLMs using a development set com-
posed solely of samples written in seen languages.
We use the PLM that performed the best among
them.

2.2 Multilingual MGT Detector for Unseen
Languages

As features that can be commonly used in the mul-
tilingual MGT detection task regardless of the lan-
guage, we utilize information from the predictive
distributions of each token when a text is fed into
LLMs. We extract three features, which are known
to be useful in monolingual MGT detection (Sar-
vazyan et al., 2024), from the predictive distribu-
tions of each token.

* Log probabilty of the predicted token (F1):
This feature represents the log probability of
the next token predicted with the highest prob-
ability for a given token input from an LLM.

* Log probabilty of the generated token (F2):
This feature is the log probability of the token
actually generated for a given token input in
the LLM.

* Entropy of the predictive distribution (F3):
It represents the entropy value of the probabil-
ity distribution of the predicted next tokens.

Shttps://github.com/saffsd/langid.py
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Figure 1: A description of the proposed model for classifying whether a text written in an unseen language is MGT
or not. The ice symbol represents a module whose parameters are not updated during training, while the flame
symbol indicates a module whose parameters are updated.

As shown in Figure 1, tokenized sample texts are
fed into IV different LLMs. Since each LLM has a
different tokenization method, the given input text
may be split into a different number of tokens. The
three features extracted from the predictive distri-
butions for each token are then used as inputs to the
transformer encoder, producing 256 dimensional
hidden states. These features are combined into a
single feature vector for all input tokens through av-
erage pooling. The feature vectors extracted from
the LLMs are concatenated and serve as input to
the classifier (i.e., linear layer). In this study, we
use three different LLMs.

We also utilize the meaning representation ex-
tracted from a multilingual PLM. As a prelimi-
nary study, we translated 20 random English texts
into all the languages used in the training and de-
vtest sets provided for this shared task, and then
extracted text embeddings from XLM-RoBERTa-
base (Conneau et al., 2020). We considered the
hidden state of the <s> token in the last layer as the
text embedding, and visualized these embeddings
in 2D using t-SNE. As a result, texts sharing simi-
lar meanings were positioned close to each other,
regardless of the language, while texts with differ-
ent meanings were positioned farther apart. This
phenomenon has been widely discussed in previ-
ous research (Ding et al., 2022). Although this
feature is language-agnostic and its relation to mul-
tilingual MGT is still uncertain, empirically, we
observed that this feature improves the MGT detec-
tion performance. Before applying this feature, the
F1 score on the development set was 0.7114, but it

improved significantly to 0.7370. As a result, our
system utilizes this feature as well.

One plausible reason why the meaning represen-
tation could be useful is the following: LLMs often
generate texts that deviate from common sense. Un-
less multilingual PLMs are intentionally trained to
learn noise, these texts are likely to differ signifi-
cantly from the common-sense knowledge learned
by the PLMs. In other words, texts containing such
incorrect information may be out-of-distribution
samples and could be represented far from samples
containing accurate knowledge in the embedding
space. We will examine this hypothesis further in
future work.

We trained this detector using the features de-
scribed so far, optimizing it to minimize the cross-
entropy loss. The specific language models we
used are described in more detail in Section 3.2.

3 Implementation Details

3.1 Datasets

The datasets provided in Shared Task 1 is as fol-
lows: For model training, 674,083 training samples
and 288,894 samples from the development set are
used. Both of these datasets consist of samples
written in the same nine languages. For leader-
board evaluation, the devtest dataset and the test
set contain 74,081 and 151,425 samples, respec-
tively, with samples written in 11 and 16 different

languages.
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F1

XLM-Rpas  0.9426
XLM-Rpqgc  0.9648
MES5 Base 0.9653
mE5,,.,.  0.9728

Table 1: Performance of fine-tuned multilingual PLMs
on the development set

Rank Team F1 Macro F1 Micro

1 Grape 0.7916 0.7962

2 rockstart 0.7557 0.7564

3 Nota AI (Ours) 0.7532 0.7591

4 LuxVeri 0.7513 0.7527

5 TechExperts(IPN) 0.7463 0.7474

6 azlearning 0.7436 0.7449

7 nampfiev1995 0.7427 0.7440
Baseline 0.7416 0.7426

Table 2: Top 7 leaderboard for Shared Task1

3.2 Models

The models used in our proposed system are as
follows: For samples written in seen languages,
we used the fine-tuned multilingual e5-large model
because this model showed the best performance
on the development set among various mutlin-
gual PLMs (see Table 1). For samples written in
unseen languages, we used XLM-RoBERTa-base
as the multilingual PLM. Additionally, since our
method uses various LLMs, we aimed to reduce
computational costs for inference by employing
the following smaller LLMs (sLLMs): Llama-
3.2-1B-Instruct (Dubey et al., 2024), Owen2.5-
1.5B-Instruct (Team, 2024), and Phi-3-mini-128k-
instruct (Abdin et al., 2024). We have confirmed
that these three sLLMs have already learned all the
languages used in the training, development, and
devtest sets.

3.3 Hyperparameters

All PLMs used in this experiment were trained
with the same hyperparameters. The learning rate
was set to Se-5 with a linear decay. We trained
for 3 epochs, with a warmup ratio of 0.01, and
selected the models that showed the best perfor-
mance on the development set. The AdamW op-
timizer (Loshchilov and Hutter, 2019) was used
for parameter updates, and the weight decay was
set to 0.1. The model that uses predictive distri-
bution information was trained with the following
hyperparameters: it was trained for 50 epochs with
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Figure 2: The average probability assigned by the LLM
to the generated tokens, based on the token length of
the text. The measurements were taken using samples
of unseen languages from the devtest set, and the prob-
abilities of the generated tokens were calculated using
Llama-3.2-1B-Instruct.

a learning rate of 2e-4 and linear decay. Both the
weight decay and warmup ratio were set to 0.01.

4 Results and Discussion

4.1 Leaderboard

As described in Table 2, we achieved third place out
of 25 teams in Subtask B (binary multilingual MGT
detection) of Shared Task 1, with an F1 macro score
of 0.7532.

4.2 Discussion

As mentioned in Section 2.2, it is uncertain whether
token-level predictive distributions are helpful for
samples written in unseen languages in multilin-
gual MGT detection. To investigate this, we ex-
amined the average probabilities of generated to-
kens for samples from unseen languages in the
devtest set, categorized by token length. As shown
in Figure 2, we observed that higher probabilities
are assigned to generated text compared to human-
written text. In other words, this can be considered
a discriminative feature for determining whether
the text is MGT.

Furthermore, we investigated whether the pro-
posed method is actually effective for samples in
unseen languages. We trained the model on En-
glish data only and then evaluated the MGT de-
tection performance on samples written in unseen
languages from the devtest set. When compared
to the multilingual E5-large model (F1: 0.9030),
which performed zero-shot cross-lingual transfer
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learning, our method showed better performance
with an F1 score of 0.9175.

5 Conclusion

In this work, we proposed a system for determin-
ing whether samples written in unseen languages
are MGTs or not, and our approach achieved third
place in Subtask B of Shared Task 1. However,
while we obtained a relatively high F1 score com-
pared to the baseline, it was not significantly higher.
For future work, we should focus more on investi-
gating features that can better distinguish samples
in unseen languages.

Limitations

We achieved a high rank of third place in this shared
task, but there are some limitations in our meth-
ods. First, our approach relies on distinguishing
between languages, which means that misidentify-
ing the language type increases the likelihood of
making an incorrect classification for that sample.
Additionally, while we utilize sLL.Ms, extracting
token-level predictive distributions involves signifi-
cant computational costs.
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