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Preface

Welcome to the 1st Workshop on GenAl Content Detection (GenAlDetect), co-located with COLING
2025 and hosted in Abu Dhabi, UAE. The GenAlDetect workshop provides a platform to bring together
researchers working on all aspects of generative Al content detection across text, image, audio, video,
and multimodal data. The aim is to create a space for the entire GenAl content detection community to
present and exchange theories, algorithms, software, datasets, and tools.

In its first edition, the workshop offers a rich and diverse full-day program, including keynotes, oral
paper, and poster presentation sessions, and a panel discussion. The presented papers cover a broad
spectrum of topics, including datasets and benchmarks, watermarking, and various modeling techniques
such as graph-based approaches. The workshop also attracted notable contributions across multiple
modalities, including image, and text.

In this first edition of the GenAl Content Detection Workshop, we received 20 submissions. Each
paper was rigorously peer-reviewed by two to three expert reviewers in the field. Of these submissions,
11 papers were accepted, resulting in a 55% acceptance rate, all of which were selected for oral
presentation. Notably, we made no distinction in quality between long and short papers or between oral
and poster presentations.

The workshop featured three shared tasks: (1) Binary Multilingual Machine-Generated Text Detection
(Human vs. Machine), (2) Al vs. Human — Academic Essay Authenticity Challenge, and (3) Cross-
Domain Machine-Generated Text Detection. All tasks were well received, attracting strong participation.
For Tasks 1, 2, and 3, we received 17, 7, and 7 system description papers, respectively, resulting in a
total of 31 system description papers and 3 overview papers.

The overview paper for the shared tasks was peer-reviewed by at least three expert reviewers, while the
system description papers were reviewed by two to three reviewers. The proceedings include research
track papers, as well as shared task overview and system description papers.

Finally, we thank all the contributors of papers and the 54 members of the Program Committee for
their dedication to providing high-quality reviews in a timely manner. We also extend our gratitude
to the COLING 2025 workshop chairs, Katsuhito Sudoh and Mo El-Haj, for organizing the COLING
workshop program.

The GenAlDetect Organizers,

Firoj Alam, Preslav Nakov, Nizar Habash, Iryna Gurevych, Shammur Chowdhury, Artem Shelmanov,
Yuxia Wang, Ekaterina Artemova, Mucahid Kutlu, George Mikros

Workshop website: https://genai-content-detection.gitlab.io
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Keynote: Detectability of Language Model Generated Content: Myths,
Challenges, and Opportunities
Rakesh M. Verma,
University of Houston, Houston, TX, USA

rmverma2 @central.uh.edu

Abstract: Large language models (LLMs) have captured the imagination of researchers and users
worldwide, and led to a capacity race. We start with some myths on the detectability of LLM generated
content. We then consider LLMs through the alignment-utility tradeoff perspective and reveal some
surprising consequences of aligning LLLM models for different purposes, such as 1) ability to mimic
humans on natural language tasks and 2) safety.. Throughout the talk, we shall highlight the challenges
and opportunities for research with respect to detecting LLM generated content for the different purposes
of alignment.

Background: The rapid development of Large language models (LLMs) has captured the imagination of
researchers and users worldwide and led to a capacity race with bigger models coming out every couple of
months. Concomitantly, there is growing concern about their potential for misuse in several different fields.
Maintaining the integrity of digital communication platforms such as Reddit has become increasingly
vital due to these advancements in LLM abilities. While the threat of misuse has always been around, the
scale at which they can now disseminate disinformation, hate speech, and create spear phishing attacks
has grown alarmingly. This development poses significant challenges distinguishing between human and
machine-generated content, especially on social media, where generative Al can serious consequences.

In this keynote, we will present some myths on the detectability of LLM generated content. We will also
present the strengths of LLMs and their limitations. Notable strengths include the ability to leverage
world knowledge that has been documented in their training dataset and new knowledge through retrieval
augmented generation (RAG). Notable limitations include staying on task, which has been called different
terms such as hallucination, etc., and vulnerability to different kinds of attacks.

In the second part of the talk, we consider LLMs through the alignment-utility perspective and reveal
some surprising consequences of aligning LLM models for different purposes, such as 1) ability to mimic
humans on natural language tasks and 2) safety. We will examine the challenges of creating datasets
to examine the generative capabilities of LLMs and reflect upon our recent effort to create a dataset of
tweets involving both censored and uncensored models. The talk will include brief results of our recent
experiments with this datasets and four prominent LLMs including Llama and GPT4o,

We will conclude the talk with challenges and opportunities for research with respect to detecting LLM
generated content including for the different purposes of alignment.

Acknowledgments: This research is joint with my PhD students at the University of Houston, especially
Bryan Tuck and Fatima Z. Qachfar. Research partly supported by NSF grants 2210198 and 2244279
and ARO grants W911NF-20-1-0254 and W911NF-23-1-0191. Verma is the founder of Everest Cyber
Security and Analytics, Inc.

Bio: Rakesh Verma is a Professor of Computer Science at the University of Houston, where he teaches
a course on security analytics. He has made research contributions in equational logic programming,
algorithm design and analysis, computer security, and data science. He is the author of Cybersecurity
Analytics (CRC Press, 2019) (Verma and Marchette, 2019); a cybersecurity section associate editor of the
Frontiers in Big Data Journal; and co-organizer of the ACM Annual International Workshop on Security
and Privacy Analytics (IWSPA) since 2015.
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