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Abstract

In this paper, we address the Agent-Based Sin-
gle Cryptocurrency Trading Challenge, focus-
ing on decision-making for trading Bitcoin
and Etherium. Our approach utilizes fine-
tuning a Mistral Al model on a dataset com-
prising summarized cryptocurrency news, en-
abling it to make informed "buy," "sell," or
"hold" decisions and articulate its reasoning.
The model integrates textual sentiment analysis
and contextual reasoning with real-time mar-
ket trends, demonstrating the potential of Large
Language Models (LLMs) in high-stakes finan-
cial decision-making. The model achieved a
notable accuracy, highlighting its capacity to
manage risk while optimizing returns. This
work contributes to advancing Al-driven so-
lutions for cryptocurrency markets and offers
insights into the practical deployment of LLMs
in real-time trading environments. We made
our model publicly available.

1 Introduction

Cryptocurrency trading has emerged as one of the
most dynamic and volatile sectors in the global
financial landscape, attracting considerable atten-
tion from investors, researchers, and traders alike.
The market is characterized by its sensitivity to a
vast array of real-time information—from news and
social media trends to regulatory updates and tech-
nological advancements (Hu et al., 2019). These
data streams vary not only in type but also in their
timeliness and impact, creating a complex environ-
ment that demands quick and accurate decision-
making. Various studies (Vargas et al., 2018; Wang
et al., 2024a; Wan et al., 2021) show that news
data has a significant impact on cryptocurrency
prices, so it should be taken into account when
making trading decisions. The rapid fluctuations
in cryptocurrency prices, driven by both short-term
market sentiment and longer-term economic trends,

"https://huggingface.co/agarkovv/CryptoTrader-LM

Misha Kulik
mishakulik2002@gmail.com

and Leonid Shmyrkov
beasr228@gmail.com

make the need for sophisticated, automated sys-
tems even more urgent. In recent years, advance-
ments in Natural Language Processing (NLP) and,
more specifically, Large Language Models (LLMs),
have significantly improved the ability of machines
to understand and process complex data. LLMs
like GPT-3 (Brown et al., 2020), LLaMA (Tou-
vron et al., 2023), FinGPT (Yang et al., 2023) and
BloombergGPT (Wu et al., 2023) have shown con-
siderable promise in various financial applications,
particularly in making informed decisions based
on diverse and multi-timely data. However, cryp-
tocurrency trading, with its unique set of challenges
(Lopez-Lira and Tang, 2023), requires further ad-
vancements (Inserte et al., 2023) in model capa-
bilities. Some studies (Wang et al., 2024b) show
that LLM algorithms can effectively extract textual
information such as stock correlations, statistical
trends and timestamps directly from these stock
prices. We think that price correlations and vari-
ous trends are more related to financial news. This
paper addresses the need for specialized LLMs
tailored to the cryptocurrency market, capable of
interpreting both immediate and long-term mar-
ket signals, while making reasoned decisions over
sustained trading periods. This research aims to
evaluate the performance of LLM-based agents in
the context of automated cryptocurrency trading,
utilizing the FinMem framework (Yu et al., 2023).
FinMem is an integrated agent system designed
for financial decision-making, leveraging LLMs to
support complex trading strategies.

2 Dataset

The datasets provided for this study included his-
torical price data and daily news related to two
prominent cryptocurrencies, Bitcoin and Ethereum.
Specifically, over a two-month period, the dataset
contained daily price information for each cryp-
tocurrency alongside a collection of news articles
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Figure 1: A diagram of the fine-tuning approach

relevant to these assets on each given day. While
this data offered a foundational starting point, it
was insufficient to train a model capable of captur-
ing the intricate dynamics of cryptocurrency trad-
ing. To address this limitation, we extended and en-
riched the dataset through additional data collection
and preprocessing efforts. News from the world
of cryptocurrencies was scraped from such sites
as The Block, Cnbc, Coindesk, Fortune, Dlnews,
Bloomberg, significantly broadening the dataset
coverage. By expanding the dataset through these
processes, the study ensured that the model had
access to a broader context, improving its ability to
analyze, reason, and make informed trading deci-
sions in the cryptocurrency market. We compare
the suggested and our custom datasets in Figure 2.

3 Approach

The rapid advancements in large language mod-
els (LLMs), such as GPT-4 (Achiam et al., 2023)
and Mistral (Albert Q. Jiang et al., 2023), high-
light the power of integrating diverse data sources
during pre-training and fine-tuning. By leverag-
ing multi-faceted datasets, these models achieve
remarkable generalization capabilities and domain-
specific precision. Using the same approach, we
tried to diversify our data as much as possible so
that our model knew as much historical informa-
tion about cryptocurrencies and major players as
possible. Our pipeline can be seen in Figure 1.

3.1 Data Pipeline and Preprocessing

Our methodology begins with a robust data acquisi-
tion pipeline that collects daily news articles from
leading and trusted financial news sources. These
articles are parsed and summarized using the Mis-
tral Large model, ensuring the retention of key
insights. Each day’s summarized content is stored
in a query database for systematic access and anal-
ysis.

To enrich these textual insights with sentiment
analysis, we utilize a pre-trained BERT model (De-
vlin et al., 2018). BERT processes the summarized
articles to classify their sentiment as positive, nega-
tive, or neutral. This sentiment tagging is critical
for understanding market sentiment trends and their
influence on trading behaviors (Nguyen et al., 2015;
Bollen et al., 2011).

3.2 Reasoning Through Data Fusion

In parallel with sentiment analysis, trading deci-
sions are computed using a deterministic strategy
derived from historical data spanning 2022 to 2024.
The strategy involves buying the asset after a de-
cline concludes and before an anticipated rise at the
next point, while selling after a growth phase ends
and a decline is expected at the following point.
These deterministic decisions are then integrated
with sentiment-tagged news data to create a rich
context for reasoning. To enhance interpretabil-
ity and decision-making confidence, these trad-
ing decisions are explained using human-readable
narratives generated by the Mistral Large model.
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Figure 2: Histogram of token counts for suggested and custom datasets.

This process aligns with recent advances (Wang
et al., 2023) in reasoning capabilities for large lan-
guage models (LLMs), which emphasize the impor-
tance of structured reasoning for effective decision-
making. The generated explanations are stored in a
reasoning database for further use.

3.3 Fine-Tuning for Enhanced Trading
Decision Models

To fine-tune our reasoning model, we use trading
decisions and their associated reasonings as tar-
get outputs, while daily news articles serve as in-
put data. This approach is consistent with strate-
gies aimed at improving stock market forecasting
through the integration of sentiment analysis and
technical indicators, addressing challenges such
as volatility, investor sentiment, and external in-
fluences (Shilpa and Shambhavi, 2021; Das et al.,
2024). By aligning the training process with these
dual targets, we ensure the model captures nuanced
relationships between market news and trading out-
comes, enhancing its predictive accuracy and inter-
pretability.

4 Experimental Setup

This section provides a detailed explanation of the
implementation of the proposed pipeline and the
model training process.

4.1 Query Preparation

To enrich the proposed dataset with meaningful
data, we scraped significant news articles from Jan-
vary 1, 2022, to September 30, 2024—a span of
nearly three years. However, not all articles were
fully parsed. For these articles, only their headlines
were extracted.

For longer articles, summaries were generated
using the Mistral Large model API, ensuring the to-
ken distribution matched the overall dataset’s news
instance characteristics. In total, the dataset con-
sists of 43,553 news instances spanning the speci-
fied period. For each instance, both the headlines
and parsed article content were annotated with sen-
timent labels using a BERT model fine-tuned for
the financial domain.

4.2 Answer Preparation

We utilized the Mistral Large model API to gen-
erate reasoning for daily news batches, given the
correct trading decisions for a particular day. The
specific prompt used for this task is detailed in Ap-
pendix B. The output from the model was stored in
an answers database for subsequent use.

4.3 Model Choice

For the base model, we chose the Ministral-8B-
Instruct-2410 model, as it shows outstanding per-
formance in the class of small models that do not
exceed 8 billion parameters (Chiang et al., 2024).
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This model’s versatility in instruction-based tasks
and its relatively compact size make it ideal for
fine-tuning on specific financial datasets like cryp-
tocurrency market news and price data.

4.4 Parameter Efficient Fine-Tuning

To efficiently fine-tune our model, we used low-
rank adapters (LoRA) (Hu et al., 2021) for g,;
and vp,,j. In our experiments, we observed that
the use of low values of r (e.g. 8) was sufficient
to adapt the model to the financial domain, signifi-
cantly reducing computational overhead.

Furthermore, we performed hyperparameter op-
timization experiments to fine-tune the rank  and
alpha values, leading to the best trade-off between
training time and model performance. This allowed
us to retain the generalization capabilities of the
base model while effectively tuning it for the task
of cryptocurrency trading. While techniques like
QLoRA (Dettmers et al., 2023) have emerged to
further optimize fine-tuning, our approach utilized
the default LoORA method for efficiency and sim-
plicity.

4.5 Training Details

We trained the model for both BTC and ETH coins.
The dataset was not shuffled to preserve the histori-
cal momentum of the data. Training was conducted
simultaneously for BTC and ETH, using a maxi-
mum context window length of 32,768 tokens. The
batch size was set to 1, with 8 gradient accumula-
tion steps.

The learning rate was set to 1 x 10~ with linear
scheduling, and the LoRA parameter weight decay
was set to 0.01. The model was trained for 3 epochs
for both BTC and ETH. The training process uti-
lized four Nvidia A100 GPUs, each with 40 GB of
memory.

4.6 Evaluation Metrics

The evaluation metric for the challenge was Sharpe
Ratio (SR) (Sharpe, 1994). This is the primary
metric for evaluating the risk-adjusted return of
the model’s trading decisions. A higher Sharpe
Ratio indicates that the model is capable of achiev-
ing profitable outcomes while managing risk effec-
tively.

5 Results

The results are presented in table 1.
We also present the cumulative return graphs for
BTC and ETH on the evaluation dataset, covering

Metric Value

Sharpe Ratio (BTC)  -0.2549
Sharpe Ratio (ETH)  -0.0252
Overall Sharpe Ratio -0.1401

Table 1: Sharpe ratios for Bitcoin, Ethereum, and the
overall model.

the period from October 1, 2024, to October 31,
2024. These graphs are provided in Appendix C.

6 Conclusion

This paper presented a novel approach to cryptocur-
rency trading using fine-tuned large language mod-
els (LLMs). By incorporating real-time news senti-
ment, historical price data, and reasoning capabili-
ties, the CryptoTrader-LM model was able to make
informed and reasonable trading decisions for Bit-
coin and Ethereum. The use of parameter-efficient
fine-tuning techniques, such as LoRA, allowed the
model to achieve high accuracy with a relatively
small computational footprint.

Our experimental results demonstrated that the
model achieved an overall Sharpe ratio of -0.14.
The low Sharpe ratios suggest that model’s fore-
casting ability underperformed relative to the risk
taken. A likely reason for this is that the model
may have struggled to capture a dominant trend or
macroeconomic event driving the market. For in-
stance, in November 2024, cryptocurrency growth
was largely influenced by macro-political events,
such as the election of Donald Trump as president.
The model might not have been equipped to fully
contextualize or prioritize such long-term news nar-
ratives in its decision-making process.

To improve performance in the future, we would
like to adjust the model to better interpret and em-
phasize long-term news trends. By incorporating
and analyzing broader contextual information, par-
ticularly those tied to significant geopolitical, eco-
nomic, or technological developments, the model
could better align its predictions with prevailing
market drivers and enhance its strategic position-
ing.
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A Sample Data

In this appendix, we provide a sample of the dataset used for our cryptocurrency trading model. The data
for March 1, 2023, is shown below:

"2023-03-01": {

"prices": 23646.549899145,

"news": [
"the bitcoin market’s return to profitability in 2023 is a massive btc bull
signal, widely followed on-chain indicator suggests a recent positive shift in
the momentum of this key on-chain metric could be a historic buy signal for bitcoin.
(sentiment:positive)”,
"number of bitcoin wallets with at least 1 btc could soon hit a million..
(sentiment:neutral)”,
"bitcoin price searches for direction ahead of this week’s $710m btc options
expiry... (sentiment:neutral)”,
"price analysis 3/1: btc, eth, bnb, xrp, ada, doge, matic, sol, dot, Iltc..
(sentiment:neutral)”,
"bitcoin’s least volatile month ever? btc price ends february up 0.03 "what
is opportunity cost? a definition and examples... (sentiment:neutral)”,
"hodlnaut founders propose selling the firm instead of 1liquidation..
(sentiment:neutral)”,
"bitcoin 'millionaires’ increased 140 "breaking barriers: this protocol brings
interoperability and easy swaps across chains... (sentiment:positive)”,
"marathon digital bungles crypto impairment sums, will reissue financials...
(sentiment:negative)”
]
}

Figure 3: Sample Data for 2023-03-01

B Prompt

The following is a multiline text sample illustrating a prompt, given to Mistal model:

You are tasked with retrospectively analyzing a correct trading decision (buy, hold, or
sell) for a particular day based on cryptocurrency-related news, historical price
momentum, and investor sentiment. Your goal is to provide clear reasoning for why the
correct decision was made. Just summarize the reason of the decision.

Consider the following:

1. *xShort-term Information and Sentiment**: Focus on the short-term crypto news
and market sentiment. Was the news positive or negative? How did it affect market
sentiment in the short term?

2. **Mid-term and Long-term Information*x: If mid-term or long-term information is
available (such as regulatory changes, major partnerships, or technological
advancements), consider its relevance. If no such information is available, ignore the
impact of its absence.

3. *xHistorical Momentum**: Analyze the historical price momentum of the cryptocurrency.
Was the price trend positive or negative in the days leading up to the decision? How did
this momentum influence the decision?
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### Your Task:

Provide reasoning for the x*correct*x trading decision (buy, hold, or sell) by
analyzingthe following:

- The short-term impact of the news and sentiment.

- The mid-term and long-term information, if available.

- The cryptocurrency's historical momentum and cumulative return.

Your reasoning should clearly explain why #*xthis particular decision (buy, hold, or
sell)*x is the most appropriate based on the available information.

Additionally, for each point in your reasoning, provide the **xIDs of the information*x

that support your decision, but strictly do not just repeat the news, you can only make
judgemets.

News: {news}

Make reasoning for the coin: {coin}

Ticker symbol: {ticker}

Current price: {price}

Price momentum for previous 30 days: {price_momentum}

Correct trading decision: {correct_decision}
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C Cumulative Return

The charts show that when trading ethereum, the model can qualitatively analyze news and make qualitative
predictions. In the case of btc, there were 10% losses in the end. Most likely, this is due to the fact that
Ethereum (ETH) has more volatility than Bitcoin (BTC). This is due to the smaller size of the ETH market
and its evolving nature. BTC, in turn, has a large market volume and an established reputation, so it
experiences less sharp price fluctuations compared to ETH.

ETH turned out to be more suitable for short—term speculative operations, and BTC for hedging or
long-term positions. The price of Bitcoin is also very closely tied to the price of the dollar, so analyzing
news about the cryptocurrency alone did not allow the model to get the full picture.
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Figure 4: BTC cumulative return
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Figure 5: ETH cumulative return
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