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Abstract

Despite the growing potential of large lan-
guage model (LLM)-based agent frameworks
in stock trading, their applicability to compre-
hensive analysis and multi-asset financial trad-
ing, particularly in cryptocurrency markets, re-
mains underexplored. To bridge this gap, we
introduce the Agent-Based Single Cryptocur-
rency Trading Challenge, a shared financial
task featured at the COLING 2025 FinNLP-
FNP-LLMFinLegal workshop. This challenge
focuses on two prominent cryptocurrencies:
Bitcoin and Ethereum. In this paper, we present
an overview of the task and associated datasets,
summarize the methodologies employed by par-
ticipants, and evaluate their experimental re-
sults. Our findings highlight the effectiveness
of LLMs in addressing the unique challenges
of cryptocurrency trading, offering valuable in-
sights into their capabilities and limitations in
this domain. To the best of our knowledge,
this challenge is among the first to systemat-
ically assess LLM-based agents in cryptocur-
rency trading. We conclude by providing de-
tailed observations and actionable takeaways to
guide future research and development in this
emerging area.

1 Introduction

Large Language Models (LLMs) have showcased
remarkable capabilities in text generation (Achiam
et al., 2023; Dubey et al., 2024) and reasoning (Wei
et al., 2022; Huang and Chang, 2022; Jin et al.,
2024b) across various domains, including health-
care (Peng et al., 2023; Jin et al., 2024a) and edu-
cation (Jia et al., 2024; Liu et al., 2024). These ad-
vancements have sparked growing interest within
the financial sector. Recent research (Xie et al.,
2024b) has highlighted the substantial potential of
cutting-edge LLMs in financial Q&A (Islam et al.,
2023), financial text analysis (Yang et al., 2024),
financial risk prediction (Cao et al., 2024a,b), and
financial forecasting (Xie et al., 2024a).

Furthermore, significant research has begun to
explore the utilization of LLMs as backbone mod-
els for developing agent frameworks to address
complex financial decision-making tasks, such as
asset trading (Mirete-Ferrer et al., 2022) and mar-
ket simulation (Li and Yang, 2022; Yao et al., 2024).
For instance, FINMEM (Yu et al., 2024a) introduces
a single-agent framework leveraging an LLM to en-
hance trading performance by establishing a mem-
ory database to store historical trading experiences.
Similarly, STOCKAGENT (Zhang et al., 2024) sim-
ulates market dynamics by facilitating interactions
among multiple agents. FINCON (Yu et al., 2024b)
incorporates a reflection mechanism through verbal
reinforcement, improving risk management and ex-
tending its applicability to multi-asset trading tasks.
Despite the notable achievements of LLM-based
agent frameworks in stock trading, several critical
aspects remain underexplored: 1) The predictive
performance across diverse financial assets, such as
cryptocurrencies, warrants further investigation; 2)
The reliance on closed-source models in existing
frameworks necessitates additional validation of
open-source models to assess their effectiveness in
these contexts.

To further investigate the potential of LLM-
based agent frameworks for cryptocurrency trading
under an open-source large language model setting,
we introduce the Agent-Based Single Cryptocur-
rency Trading Challenge at COLING 2025. This
challenge focuses on two leading cryptocurrencies:
Bitcoin (BTC) and Ethereum (ETH). For this task,
we have curated open-source news datasets for
BTC and ETH, enabling participants to evaluate the
performance of various open-source models within
the FINMEM (Yu et al., 2024a) framework. Partici-
pants are also permitted to incorporate additional
private datasets for pre-training or fine-tuning the
backbone open-source LLMs. The goal is to op-
timize the generation of “buy", “sell", or “hold"
decisions by the LLMs and achieve the possibly
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highest trading profits during the designated test
period.

This paper provides an overview of the perfor-
mance of LLM-based agent on cryptocurrency trad-
ing, as well as the datasets featured in the Agent-
Based Single Cryptocurrency Trading Challenge. It
summarizes participants’ methodologies and evalu-
ates their experimental results to investigate the ca-
pabilities of LLMs. Our comprehensive evaluation
highlights both the strengths and limitations of cur-
rent approaches, demonstrating the effectiveness
of LLM-based agent frameworks in cryptocurrency
trading.

2 Challenge Description

2.1 Challenge Definition

In this task, participants are required to submit
a pre-trained or fine-tuned LLM as the backbone
model for conducting daily trading with single cryp-
tocurrencies within the agent framework. We se-
lected FINMEM as the evaluation framework due
to its single-agent architecture, which combines
comprehensive functionality with precise control
over different LLMs. This setup enables clear ob-
servations of the trading performance of various
LLMs serving as the backbone, thereby facilitating
an effective evaluation of open-source models and
datasets in cryptocurrency trading.

Participants are allowed to incorporate private
datasets and are encouraged to utilize the FINMEM

repository on GitHub1 for model evaluation and se-
lection of optimal training checkpoints. After pre-
training or fine-tuning their models, participants
can assess their model’s performance using FIN-
MEM on the training data. Once satisfactory results
are achieved, participants may upload their mod-
els to Hugging Face for further testing. Submitted
models will undergo final evaluation on a separate
test set to ensure robust performance assessment.
To support participants, we provide a tutorial code
inspired by CATMEMO (Cao et al., 2024c), demon-
strating how to efficiently perform fine-tuning, en-
abling participants to get started more easily. The
steps for the challenge are summarized as follows:

• Pre-training/Fine-tuning Customized Mod-
els: Participants are expected to pre-train or
fine-tune their chosen LLMs for cryptocur-
rency trading. A specific example for fine-

1https://github.com/felis33/
coling-cryptocurrency-trading-challenge-evaluation

tuning is provided in the challenge repository
to guide participants.2

• Uploading Models to Hugging Face: Once
participants have finalized their models, they
are required to upload them to Hugging Face.
Detailed documentation on the uploading pro-
cess is available.3

• Validation and Leaderboard Updates: All
submitted models will be validated under the
FINMEM framework, and performance met-
rics will be used to rank the models. The
leaderboard will be released and updated on
the challenge website for participants to track
their standings.4

2.2 Dataset
The dataset for this challenge consists of three el-
ements for each cryptocurrency (BTC and ETH):
1) Date Information; 2) Cryptocurrency to USD
Exchange Rates (floating-point values); 3) News
Articles (textual data, including sentiment classi-
fication). Each data point strictly adheres to the
following JSON format:

1 {
2 "datetime.date(2022, 11, 29)":{
3 "prices": 16444.9832700291,
4 "news": ["News Content_1 and
5 Sentiment",
6 ...
7 "News Content_n and

Sentiment"]}
8 }

Here, the primary key is the date, formatted in
DateTime, while the corresponding price and as-
sociated news are stored together as a dictionary.
The news data is sourced from the Crypto News Re-
cent data source, ensuring it is free from copyright
restrictions and suitable for academic use. Each
day’s news includes multiple entries, which are
summarized and categorized by sentiment as pos-
itive, negative, or neutral. The datasets for both
BTC and ETH cover the same time intervals:

• Practice Data Period: from 2022-11-29 to
2023-01-02.

2https://github.com/felis33/
coling-cryptocurrency-trading-challenge/blob/
main/examples/finetuning_example.ipynb

3https://huggingface.co/docs/hub/
models-uploading

4https://coling2025cryptotrading.thefin.ai/

https://github.com/felis33/coling-cryptocurrency-trading-challenge-evaluation
https://github.com/felis33/coling-cryptocurrency-trading-challenge-evaluation
https://github.com/felis33/coling-cryptocurrency-trading-challenge/blob/main/examples/finetuning_example.ipynb
https://github.com/felis33/coling-cryptocurrency-trading-challenge/blob/main/examples/finetuning_example.ipynb
https://github.com/felis33/coling-cryptocurrency-trading-challenge/blob/main/examples/finetuning_example.ipynb
https://huggingface.co/docs/hub/models-uploading
https://huggingface.co/docs/hub/models-uploading
https://coling2025cryptotrading.thefin.ai/
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Ranking Team Name Sharpe Ratio (BTC) Sharpe Ratio (ETH) Sharpe Ratio (Overall)

1st Sams’Fans 2.0694 0.8373 1.4534
2nd Capybara 0.6898 -0.5752 0.0573
3rd 300k/ns -0.2549 -0.0252 -0.1401
Baseline B & H 1.4403 0.9381 1.1892

Table 1: Team performance based on Sharp Ratio

• Training Data Period: from 2023-02-13 to
2023-04-02.

We published Practice Set5 and Training Set6 for
academic purposes. However, Testing Set is re-
served for internal assessment to ensure unbiased
evaluation of submitted models.

2.3 Evaluation Pipeline and Metrics
To evaluate the fine-tuned LLMs, participants can
use the FINMEM framework to assess their mod-
els’ performance on the Training Set. The final
competition rankings will be determined by the
trading performance of the fine-tuned models on
Testing Set, evaluated by the performance metrics
in FINMEM.

We provide a comprehensive evaluation of prof-
itability, risk management, and decision-making
prowess using a series of metrics. One of the pri-
mary metrics is the Sharpe Ratio (SR), which
assesses risk-adjusted returns. The SR is mathe-
matically expressed by Equation 1:

SR =
Rp −Rf

σp
(1)

Note that (Rp −Rf ) denotes the excess expected
return, where Rp is the portfolio’s return, Rf is the
risk-free rate, and (σp) is the portfolio’s volatility.
Higher SR indicate better performance, as they re-
flect greater returns relative to the risk taken. This
metric, along with others, will be used to compre-
hensively evaluate the fine-tuned models’ effective-
ness in cryptocurrency trading.

3 Participants and Results

A total of 28 teams registered for the Agent-Based
Single Cryptocurrency Trading Challenge, out of
which 5 teams successfully submitted their mod-
els for evaluation. Following the release of the

5https://drive.google.com/drive/u/1/folders/
1Hg_Ee-5NwSy8vdA5eMsTqEAE02w92-zs

6https://drive.google.com/drive/u/1/folders/
1fr0nBUhpJ0BIo_rukGPWa9skX4Fj_FeY

leaderboard, three teams managed to outperform
the Buy-and-Hold (B&H) baseline results, while two
teams submitted detailed solution description pa-
pers. The rankings and performance of the par-
ticipating teams are summarized in Table 1. The
Sam’s Fans team secured first place, outperform-
ing the baseline in BTC but failing to do so in
ETH. The Capybara team finished second, coming
close to the baseline in BTC but underperforming
in ETH. The 300k/ns team ranked third, failing
to beat the baseline in both BTC and ETH. In this
section, we provide a detailed overview of the tech-
nical approaches employed by the two teams that
submitted solution description papers: Sam’s Fans
and 300k/ns.

3.1 Sam’s Fans Team

The Sam’s Fans team explored the applica-
tion of fine-tuned LLMs for cryptocurrency trad-
ing. The team fine-tuned two state-of-the-art
LLMs, LLAMA3.1-8B (Dubey et al., 2024) and
QWEN2.5-7B (Qwen Team, 2024), within the FIN-
MEM framework, within the FinMem framework
to improve the models’ ability to process tempo-
ral market data and make effective trading deci-
sions. Motivated by the complexity and volatil-
ity of cryptocurrency markets, the team sought to
enhance LLM predictive capabilities by integrat-
ing domain-specific knowledge and employing a
threshold-based decision-making approach. Their
methodology involved curating a dataset of domain-
specific questions and answers to refine market
understanding, followed by fine-tuning the mod-
els to make trading decisions based on FinMem-
processed data. Their experimental results indi-
cated varying success: the fine-tuned models out-
performed the baseline in BTC trading but failed
to do so in ETH trading. The authors attributed the
improved performance in BTC trading to the mod-
els’ enhanced ability to analyze market conditions
and make informed decisions across different time
periods. Their paper concludes by recommending
future work on larger models and more advanced

https://drive.google.com/drive/u/1/folders/1Hg_Ee-5NwSy8vdA5eMsTqEAE02w92-zs
https://drive.google.com/drive/u/1/folders/1Hg_Ee-5NwSy8vdA5eMsTqEAE02w92-zs
https://drive.google.com/drive/u/1/folders/1fr0nBUhpJ0BIo_rukGPWa9skX4Fj_FeY
https://drive.google.com/drive/u/1/folders/1fr0nBUhpJ0BIo_rukGPWa9skX4Fj_FeY
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decision strategies to better integrate static knowl-
edge with dynamic market conditions, aiming to
further improve trading performance.

3.2 300k/ns Team

The 300k/ns’s approach integrates sentiment anal-
ysis using a pre-trained BERT model (Devlin,
2018), combining textual sentiment with real-
time market trends to inform trading decisions.
This demonstrates the potential of LLMs in finan-
cial decision-making under high-stakes conditions,
highlighting significant accuracy and risk manage-
ment capabilities. The experimental setup features
a robust data acquisition and preprocessing pipeline
that incorporates sentiment analysis and a determin-
istic trading strategy based on historical data. Fine-
tuning is performed using LORA (Hu et al., 2021)
for efficient adaptation to the financial domain, op-
timizing computational efficiency while capturing
market dynamics. Despite these advancements, the
results reveal underperformance in SR, indicating
areas for future improvement. The authors sug-
gest enhancing the model’s ability to interpret and
integrate long-term news trends and broader con-
textual data to better align predictions with market
drivers. This research contributes to the growing ap-
plication of AI-driven solutions in cryptocurrency
trading, offering insights into deploying LLMs in
trading scenarios while identifying pathways for
improving the reliability and accuracy of automated
trading systems.

4 Discussion

4.1 BTC Performance

The BTC performance in the Agent-Based Single
Cryptocurrency Trading Challenge varied signifi-
cantly among the participating teams, as detailed
in Table 1. The top-performing team, Sam’s Fans,
achieved a SR of 2.0694, substantially outperform-
ing the B&H baseline, which had a SR of 1.4403.
This result demonstrates superior risk-adjusted re-
turns, highlighting the effectiveness of their model
in navigating BTC’s volatility and market dynam-
ics during the challenge period. The second-place
team, Capybara, achieved a SR of 0.6898, falling
short of the B&H baseline, indicating that their strat-
egy was less effective at managing risk and lever-
aging BTC’s market trends. The third-place team,
300k/ns, recorded a negative SR of -0.2549, re-
flecting underperformance compared to a risk-free
investment and suggesting deficiencies in their trad-

ing strategy or their model’s responsiveness to
market conditions. These results underscore the
challenge’s complexity and the critical importance
of advanced model tuning and strategic decision-
making in cryptocurrency trading. The wide dis-
persion in performance illustrates the varying capa-
bilities of LLM-based agent frameworks to adapt
to BTC’s unique market characteristics.

4.2 ETH Performance

The ETH performance presented more challenging
conditions for participants. The highest SR, 0.9381,
was achieved by the B&H baseline, indicating that
none of the teams outperformed the baseline in
ETH trading. The top-performing team, Sam’s
Fans, achieved a SR of 0.8373, coming close to
the baseline but still falling short. Capybara and
300k/ns faced significant difficulties, recording
SRs of -0.5752 and -0.0252, respectively. These
results may reflect the distinct market dynamics of
ETH, characterized by potentially higher volatil-
ity and unpredictability compared to BTC, which
could have reduced the effectiveness of the de-
ployed models. The findings emphasize the need
for enhanced predictive accuracy and more robust
risk management strategies to address the volatil-
ities specific to ETH and other cryptocurrencies.
The variation in performance underscores the im-
portance of tailoring model development and strat-
egy formulation to align with the unique behaviors
of individual cryptocurrency markets.

5 Conclusions

In this paper, the Agent-Based Single Cryptocur-
rency Trading Challenge has highlighted the ef-
ficacy and potential of LLMs in cryptocurrency
trading. By providing a structured framework and
extensive resources, the challenge has significantly
contributed to advancing research in this domain.
Participants leveraged these resources to develop
innovative strategies and models, leading to no-
table improvements in performance across various
tasks. The experimental results from BTC and
ETH underscore the considerable value of LLM-
based approaches, demonstrating their ability to
navigate complex market dynamics effectively. A
clear trend emerged, indicating that performance
improves with increasing model size, as well as ad-
vancements in fine-tuning techniques and prompt
engineering. These findings provide valuable in-
sights for future research on financial tasks utilizing
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LLMs. Moreover, the success of this challenge un-
derscores the importance of collaborative efforts
in driving forward the boundaries of AI applica-
tions in decentralized finance, offering promising
directions for future innovations in the field.
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