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Abstract

We present our approach to the COLING-2025
Regulations Challenge, which evaluates large
language models (LLMs) on nine regulatory
tasks, such as abbreviation recognition and
financial data extraction. To address chal-
lenges like domain-specific terminologies and
dynamic regulatory contexts, we developed a
robust data construction pipeline, integrating
proprietary Chinese regulatory data, Fin-GPT
datasets, and financial Q&A data. The pipeline
applied, but was not limited to, language fil-
tering, semantic screening, and deduplication,
resulting in a 30,000-example dataset combin-
ing financial regulations and general financial
data. Using this dataset, we fine-tuned Llama
3.2-3B-Instruct to create Reg-LLaMA, a spe-
cialized model that outperformed baselines on
the Regulations Challenge and PIXIU datasets.
These results demonstrate the effectiveness of
domain-specific data construction in advanc-
ing LLMs for regulatory tasks, paving the way
for reliable and interpretable AI in regulated
industries.

1 Introduction

The COLING-2025 Regulations Challenge
(Wang et al., 2024) is a benchmark designed to
evaluate the capabilities of large language models
(LLMs) in processing and responding to regulatory
texts. The competition consists of 9 distinct tasks,
ranging from abbreviation recognition to advanced
financial data extraction and licensing requirements
under specific frameworks. Each task is structured
to assess an LLM’s ability to interpret, analyze, and
generate precise outputs based on complex regu-
latory information. The tasks are designed with
standardized templates that ensure consistency in
input and output formats, reflecting real-world reg-
ulatory use cases.

*This is the corresponding author.
†All authors are from this institution.

Despite their immense potential, existing LLMs
face significant challenges in the regulatory do-
main, such as:

• The complexity of regulatory texts, which of-
ten include domain-specific terminologies and
nuanced legal interpretations (Hassani, 2024;
Cao and Feinstein, 2024).

• The dynamic and region-specific nature of reg-
ulations, which require constant updates to re-
main relevant (Bharathi Mohan et al., 2024).

• A lack of explainability and interpretability in
model outputs, which is critical for ethical and
reliable applications in regulated industries
(Zhao et al., 2024a; Cambria et al., 2024).

To address these challenges, we developed a
comprehensive data construction pipeline to cu-
rate a high-quality dataset tailored to financial reg-
ulations. This pipeline integrates key steps such
as language filtering, regular expression matching,
semantic screening using financial domain embed-
dings, and optimization of data quality through
perplexity-based filtering (Ankner et al., 2024)
and deduplication (Lee et al., 2021). Addition-
ally, privacy-sensitive content was removed to en-
sure compliance with security standards. These
processes allowed us to construct a dataset of
30,000 examples, balancing domain-specific regu-
latory data and general financial datasets to enhance
model robustness and task alignment.

Through this pipeline, we constructed a high-
quality instruction dataset comprising 30,000 exam-
ples, including 10,000 financial regulation datasets
and 20,000 general finance datasets, as detailed in
Table 1.

Our experimental results validate the effective-
ness of this approach. On three distinct frameworks,
Reg-LLaMA outperformed peer models in tasks
requiring nuanced understanding of financial reg-
ulations. These results demonstrate its superior
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Dataset Source Size Description

Financial Regulations AuditWen 10k Proprietary dataset on financial regulations and audit rules

Financial Generals
ICE-FIND 10k Proprietary bilingual dataset; English samples related to regulations
Fin-GPT 10k Open-source dataset for financial large language models

Table 1: Instruction-Tuned Dataset for Reg-LLaMA.

capability in handling complex, domain-specific
queries.

In summary, our contributions include:

• Developing Reg-LLaMA, a specialized LLM
tailored for regulatory challenges in the finan-
cial sector.

• Introducing a robust data construction
pipeline that facilitates the construction of
high-quality datasets for regulatory tasks.

• Establishing strong performance benchmarks,
highlighting Reg-LLaMA’s advancements in
addressing key challenges in regulatory under-
standing and application.

By tackling the core difficulties of regulatory text
comprehension, this work paves the way for more
reliable and interpretable AI systems in regulated
industries.

2 Related Work

Large Language Models in Financial Regula-
tion. Large Language Models (LLMs) such as
GPT-4 (Achiam et al., 2023), Llama-3.2 (Liu et al.,
2024), and Mistral-Large-2 (Jiang et al., 2023)
have demonstrated exceptional capabilities in var-
ious natural language processing tasks, including
question answering, summary generation, and text
creation (Lee et al., 2024). These models are in-
creasingly utilized for financial regulatory tasks,
but they face challenges in understanding complex
domain-specific terminologies, adapting to rapidly
changing regulatory frameworks, and ensuring the
interpretability and ethical compliance of outputs
(Araci, 2019)(Colangelo et al., 2022). Models like
FinBERT (Yang et al., 2020) and FinGPT (Yang
et al., 2023) attempt to address these issues by
fine-tuning on specialized financial datasets, show-
casing improved performance and robustness in
handling regulatory tasks (Nie et al., 2024). Ad-
ditionally, initiatives such as the COLING-2025
Regulations Challenge emphasize the importance

of assessing LLMs’ capabilities in regulatory sce-
narios, providing valuable benchmarks that identify
gaps and drive innovation.

Datasets and Competitions in Financial Reg-
ulation. The complexity and dynamic nature of
the financial regulatory domain necessitate high-
quality and up-to-date datasets. Research has high-
lighted the need for integrating knowledge retrieval
mechanisms and domain-specific fine-tuning to en-
hance model performance in regulatory tasks. Com-
petitions like the COLING-2025 Regulations Chal-
lenge play a pivotal role by providing benchmark
datasets and evaluation metrics that promote ad-
vancements in compliance automation and question
answering. These benchmarks not only improve
model evaluation but also reduce the reliance on
costly manual annotations by encouraging auto-
mated solutions (Zhao et al., 2024b). For instance,
FinQA (Chen et al., 2021) introduces a high-quality
dataset crafted by financial experts, which empha-
sizes the importance of integrating complex numer-
ical reasoning and domain-specific knowledge to
enhance the performance of regulatory systems.

Data Processing and Collection Methods. Ef-
fective data processing and collection are critical
for domain-specific applications in financial regu-
lation. Studies reveal that techniques such as data
augmentation, including translation-based meth-
ods, oversampling, and data synthesis, significantly
enhance model generalizability and task-specific
performance. For instance, leveraging translated
multilingual datasets and extracting high-quality
subsets from noisy financial data have proven ben-
eficial for regulatory tasks (Paul et al., 2023). Re-
cent approaches, such as abductive augmentation
reasoning (AAR) in financial large language mod-
els, further automate the generation of high-quality
training data, enhancing task-specific alignment
through multitask prompt-based fine-tuning (Chu
et al., 2023). However, integrating these diverse
data sources for comprehensive multi-task training
remains a significant challenge. Innovative data cu-
ration and preprocessing pipelines are necessary to
ensure that the training data align with the evolving
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regulatory landscape (Albalak et al., 2024).

3 Reg-LLaMA: Datasets

This section details the Reg-LLaMA instruction
dataset, including the the data collection and a com-
plete pipeline for the data reconstruction.

3.1 Raw Data Collection

To ensure the model possesses both the ability to
apply financial regulations and retain general fi-
nancial knowledge, we focused on a collection of
31 datasets encompassing financial regulations and
general financial tasks. Specifically, these datasets
cover 24 financial regulation tasks and 7 general
financial tasks. Table 2 and Table 3 detail the statis-
tics of these datasets, encompassing a wide range
of NLP tasks, including classification (CLS), gen-
eration (GEN), question answering (QA), text sum-
marization (TS), named entity recognition (NER),
and relation extraction (RE).

3.1.1 Financial Regulations Datasets

Datasets Number Task

Audit Issue Checklist 803 QA
Audit Issue Qualitative Assessment 2499 QA
Audit Items 216 QA
Audit Basis 1638 QA
Audit Data 49 QA
Audit Methodology 958 QA
Audit Case Generation 64 GEN
Audit Case Classification 51 CLS
Audit Objective 238 QA
Audit Procedure 46 QA
Audit Type 633 CLS
Audit Issue Analysis 506 QA
Audit Issue Summary 362 TS
Terminology and Definition 2507 QA
Audit Risk Point Analysis 11 QA
Audit Report Generation 30 GEN
Audit Knowledge Triplets 1291 CLS
Audit Issue Classification 1568 CLS
Audit Regulation Classification 1890 CLS
Named Entity Recognition 8539 NER
Relation Extraction 1168 RE
Other Question Answering Pairs 430 QA
Legal Question Answering Pairs 132106 QA
Secure Data 719 QA

Table 2: Statistics of the Financial Regulations Dataset.

We utilize a novel Chinese financial regulation
dataset (Huang et al., 2024) comprising 24 dis-
tinct tasks designed to evaluate the capabilities of

LLM in the auditing regulation domain. While
the dataset is primarily sourced from Chinese reg-
ulations due to task-related constraints, such as
accessibility and linguistic resources, the translated
content reflects concepts and principles that are
broadly relevant to financial regulation practices
in different regions. We acknowledge the current
focus on Chinese data and plan to incorporate regu-
latory texts from the US and Europe in future work
to enhance the model’s applicability and robustness
across diverse regulatory contexts. The dataset’s
complexity stems from the nuanced nature of finan-
cial regulation and the varying perspectives within
the auditing profession. The tasks are categorized
into three core application areas.

Audit Issue Summarization and Legal Advice.
This task focuses on identifying potential audit is-
sues from audit working papers and recommending
relevant legal regulations for qualitative and puni-
tive justification. A key challenge addressed by the
dataset is the potential discrepancy in how internal
and external auditors qualify audit issues. Internal
auditors might cite internal control manuals, lack-
ing punitive clauses, while external auditors may
refer to accounting laws and criminal codes. The
dataset aims to bridge this gap by providing a struc-
tured approach to summarizing audit issues and
aligning them with corresponding legal provisions.

Audit-Related Question Answering. This task
involves answering a variety of audit-related ques-
tions, ranging from defining audit concepts and
interpreting specific legal clauses to determining
investigation methods and identifying necessary
data. This necessitates a comprehensive collection
of audit documents, including case studies, stan-
dards, and guidelines. The dataset emphasizes the
importance of minimizing hallucination and ensur-
ing answers are grounded in the provided source
material.

Audit Assistant. This task explores the poten-
tial of LLMs as intelligent assistants. Tasks include
extracting specific phrases from audit documents,
performing accounting calculations, generating au-
dit report outlines, and populating these outlines
based on provided working papers. This requires
fine-grained NLP capabilities, such as information
extraction, multi-document summarization, and
document generation, and highlights the need for
human-in-the-loop collaboration guided by expert
knowledge.
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3.1.2 Financial General Datasets

To avoid data leakage and ensure unbiased evalu-
ation, given our reliance on the PIXIU (Xie et al.,
2023) framework for simulating competition envi-
ronments, we selected separate datasets, FinGPT
and ICE-FIND, for training, instead of using the
datasets used in the PIXIU benchmark.

FinGPT Datasets. It is a collection of
instruction-tuned datasets designed for training and
evaluating large language models (LLMs) in the
financial domain. Unlike typical pre-training data,
FinGPT focuses on providing instructions for spe-
cific financial tasks, making it uniquely suited for
fine-tuning open-source LLMs for financial appli-
cations. This approach overcomes common integra-
tion hurdles and improves the models’ adaptabil-
ity and relevance across various financial datasets.
The datasets encompass several key areas, includ-
ing sentiment analysis, financial relation extraction,
headline analysis, named-entity recognition, finan-
cial Q&A, and Chinese multiple-choice questions.
The size of each dataset varies, ranging from a
few hundred to over eighty thousand examples (see
table below for detailed statistics). This comprehen-
sive suite of datasets enables researchers to develop
and benchmark LLMs capable of effectively han-
dling complex financial language processing tasks.

ICE-FIND Datasets. It is a bilingual (Chinese-
English) financial instruction dataset, forming a
core component of the ICE-PIXIU framework. Un-
like existing datasets, ICE-FIND addresses the
scarcity of high-quality instruction-following data
in the Chinese financial NLP domain. It incorpo-
rates a diverse range of tasks, including classifi-
cation, extraction, reasoning, and prediction, de-
signed to enhance the training and performance of
LLMs in this specific area. The dataset’s bilingual
nature, achieved through the inclusion of translated
tasks and original English datasets, significantly
enriches the breadth and depth of cross-lingual fi-
nancial modeling. This allows for the development
of models with improved linguistic flexibility and
analytical acuity within the financial context. The
inclusion of expert-annotated instructions further
ensures the high quality and consistency of the data,
providing a robust benchmark for evaluating LLM
performance across different financial NLP tasks.

3.2 Data Construction

To construct a high-quality instruction-tuning
dataset, we designed a comprehensive data se-

lection pipeline, as illustrated in Figure 1. This
pipeline incorporates crucial stages such as lan-
guage filtering, regular expression matching, do-
main task screening, quality optimization, toxic
content removal, and deduplication, ensuring the
dataset meets the requirements for linguistic con-
sistency, relevance, and data quality.

Figure 1: Our pipeline for data construction

Language Filtering. For the mixed Chinese-
English ICE-FIND dataset, we first employed the
fastText (Joulin et al., 2016) language detection
tool to identify and filter English data samples,
aligning the dataset with the task requirements. For
the Chinese Financial Regulations dataset, we uti-
lized the high-quality translation model opus-mt-
zh-en (Tiedemann and Thottingal, 2020) to trans-
late the data into English, ensuring consistent ter-
minology throughout the translation to maintain
semantic and formatting coherence with the En-
glish task.

Regular Expression Matching. To expedite
data quality improvement, reduce training time
and resource consumption, and enhance the final
model’s performance, we designed three regular
expression-based filtering methods. These include:
1) setting a minimum response length of 1 (filter-
ing out instructions without answers) and a maxi-
mum response length of 2048; 2) calculating the
n-gram repetition rate for both instructions and
responses, setting a threshold, and removing sam-
ples exceeding this threshold; and 3) employing
keyword matching to filter for samples relevant
to financial tasks, thereby focusing the dataset on
financially related data.

Domain Task Screening. To ensure high rel-
evance between the data and the task domain,
we first utilize a high-quality financial regulation
dataset. For this purpose, we leverage the instruc-
tion dataset from AuditWen, which comprehen-
sively covers 24 tasks in the financial regulation
domain. Second, recognizing that financial reg-
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Dataset Number Task Description Open
fingpt-sentiment-train 76.8k CLS Sentiment Analysis Training Instructions ✓

fingpt-finred 27.6k RE Financial Relation Extraction Instructions ✓
fingpt-headline 82.2k CLS Financial Headline Analysis Instructions ✓

fingpt-ner 511 NER Financial Named-Entity Recognition Instructions ✓
fingpt-fiqa-qa 17.1k QA Financial Q&A Instructions ✓
fingpt-fineval 1.1k CLS Chinese Multiple-Choice Questions Instructions ✓

ICE-FIND 1198.4k Multi Cross-language Bilingual Financial Instructions ×

Table 3: Statistics of the Financial General Datasets.

ulation tasks require substantial general financial
knowledge, we incorporate a large corpus of gen-
eral financial datasets. We then employ FinBERT,
a financial domain embedding model, to compute
the semantic similarity between each data point and
the target task description. Finally, based on the
similarity scores, data points with higher semantic
relevance to the task are prioritized for inclusion in
the training set.

Quality Optimization. Data quality optimiza-
tion is crucial for ensuring the performance of
Large Language Models (LLMs). Here, we employ
both classifier-based and perplexity-based methods
to enhance data quality. Firstly, our classifier-based
approach assigns a quality score to each data point
using two BERT-based models trained on manu-
ally annotated data. Specifically, we labeled 1,000
examples each for complexity score (c) and qual-
ity score (q) using GPT-3.5 as the initial labeling
tool. These labeled datasets were used to train two
separate classifiers based on the bert-base-uncased
architecture. Once both scores were computed for
each data point, a composite score (s = c × q)
was calculated, and data points with scores below
a predefined threshold were filtered out. This step
efficiently identifies and removes data instances
of low quality while retaining higher-quality can-
didates. Secondly, our perplexity-based filtering
method focuses on further refining the data using
perplexity (PPL) scores. This approach leverages
Llama-3.2-3B-Instruct, the foundational model of
our large-scale LLM, to compute the perplexity for
each text data point. The perplexity is calculated
based on the likelihood of generating the text un-
der the model, where a lower PPL indicates higher
quality and consistency. A PPL threshold was then
applied to discard instances with excessively high
perplexity, ensuring that only the most coherent
and high-quality data points are retained.

Toxic Content Removal. Given the sensitive na-

ture of financial data, which often includes a signifi-
cant amount of Personally Identifiable Information,
we established a sensitive word lexicon to detect
and remove such information (e.g., bank account
numbers, national identification numbers, customer
names). Furthermore, combining regular expres-
sion matching with task-specific requirements, sam-
ples containing sensitive content are either flagged
or directly removed to ensure the dataset conforms
to security and privacy regulations.

Deduplication. Our deduplication process be-
gins with a URL-based filter to remove exact du-
plicates sharing identical URLs. Next, a SHA-256
hashing technique identifies further exact dupli-
cates based on matching hashes. To handle near-
duplicates, we employ Jaccard similarity as a string
metric, setting a threshold to identify and remove or
merge instances exceeding a predefined similarity
level. This two-stage approach efficiently reduces
redundancy while preserving valuable unique data,
thereby optimizing large language model training.

Through the data selection pipeline described
above, we ultimately constructed a high-quality
instruction dataset of 30k examples, comprising
10k financial regulations datasets and 20k general
finance datasets, as shown in Table 1

4 Reg-LLaMA: Training

4.1 Setup
All experiments were conducted on a server
equipped with three NVIDIA A6000 GPUs, each
with 48GB of memory, running Ubuntu 20.04
with CUDA version 12.6. The training frame-
work was based on PyTorch. The training pro-
cess utilized the following hyperparameters: learn-
ing rate (learning_rate) was set to 0.0001, train-
ing batch size (train_batch_size) to 2, validation
batch size (eval_batch_size) to 1, random seed
(seed) to 42, distributed training method (dis-
tributed_type) as multi-GPU, and the number of
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GPUs used (num_devices) was 3. Gradient ac-
cumulation steps (gradient_accumulation_steps)
were set to 8, resulting in a total training batch
size (total_train_batch_size) of 48 and a total val-
idation batch size (total_eval_batch_size) of 3.
The optimizer used was AdamW (adamw_torch)
with parameters β1 = 0.9, β2 = 0.999, and
ϵ = 1 × 10−8. A cosine learning rate scheduler
(lr_scheduler_type) was applied with a warmup
ratio (lr_scheduler_warmup_ratio) of 0.1. The
training process was conducted for 3 epochs
(num_epochs) using Native AMP mixed precision
training (mixed_precision_training).

The tools and framework versions utilized in this
experiment were as follows: PEFT 0.12.0, Trans-
formers 4.46.1, PyTorch 2.4.0 + cu121, Datasets
3.1.0, and Tokenizers 0.20.3.

4.2 Procedure

In this study, we utilized the Llama 3.2 version with
3B model parameters, enhanced and fine-tuned
through LoRA technology provided by Llama-
factory. The fine-tuning process involved Su-
pervised Fine-Tuning (SFT), aimed at enhanc-
ing the model’s performance on regulatory audit-
ing, general financial texts, and proprietary finan-
cial datasets (audit-regulation, ICE-FIND, fin-gpt).
These datasets were loaded from the dataset/ direc-
tory, randomly shuffled and preprocessed to meet
the model’s input requirements. The training was
conducted on eight NVIDIA A6000 GPUs in a dis-
tributed manner, with a batch size of 2 per GPU, op-
timizing resource usage through gradient accumula-
tion. A learning rate of 1.0×10−5 was used, along
with a cosine annealing scheduler, and the initial
10% of the training phase was dedicated to warm-
ing up to enhance stability. Logs were recorded
every 10 steps, and the model was saved every 200
steps, with parameters set to overwrite the output
directory to prevent old training results from being
saved. Half-precision training was also employed
to increase speed and reduce memory consumption,
with a total of three training epochs. Changes in the
loss function were visualized through the plot_loss
parameter to monitor the learning effects, and both
training logs and model outputs were saved for sub-
sequent performance evaluation and deployment.

5 Reg-LLaMA: Evaluation

In this study, we employed BERTScore, a scoring
system based on BERT embeddings, to evaluate

the performance of text generation models. By
comparing the cosine similarity of embedding vec-
tors between generated texts and reference texts,
BERTScore effectively measures the semantic sim-
ilarity of the texts. We configured the bert-base-
uncased model and enabled baseline calibration
to ensure comparability of the scores. The en-
tire evaluation process included data loading, per-
formance calculation, and result aggregation. Ul-
timately, by analyzing the distribution and aver-
age values of BERTScore, we comprehensively as-
sessed the adaptability and generative capabilities
of the model in different contexts. These detailed
evaluation results will provide solid data support
for further comparisons and analyses of the model,
and will be elaborately presented in the results sec-
tion of the research paper.

To further investigate the adaptability and gen-
erative capabilities of the model, we conducted
evaluations under three specific datasets and frame-
works: E1: Validation, E2: Regulation, and E3:
Financial. These frameworks represent diverse ap-
plication scenarios and are carefully selected to
challenge the model’s performance across varying
contexts. To enhance evaluation efficiency, we ran-
domly sampled 50 entries from each task in E2
and E3 datasets (using the full dataset when fewer
than 50 entries were available) as the basis of our
evaluation framework.

5.1 E1: Validation

The dataset for E1 was sourced from the official
validation set of the COLING-2025 Regulations
Challenge. This challenge includes multiple tasks;
however, as Task 6 lacked a dataset, its evaluation
result is marked as N/A. For the remaining tasks,
the evaluation metric utilized was the BERTScore
F1 score. By focusing on the semantic similarity
of generated text against reference standards, this
metric ensures a robust evaluation aligned with the
challenge’s requirements.

5.2 E2: Regulation

The dataset for E2 originated from the open-source
project PIXIU-lemonade, specifically targeting
regulation-related content. Consistent with E1, all
evaluations within this framework were conducted
using the BERTScore F1 metric. The focus here
was to assess the model’s ability to generate text
that adheres to the structural and semantic norms
of regulatory language.
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Model_name Avg Regulation1 Regulation2 Regulation3 Regulation4 Regulation5 Regulation6 Regulation7

gemma-2-2B 27.31 30.13 22.22 20.27 41.49 19.42 32.70 24.95
Llama-3.2-1B 44.82 36.35 43.15 47.08 49.93 45.70 45.97 45.54
Llama-3.2-3B 45.52 37.36 44.56 46.51 50.69 47.73 46.52 45.28
Qwen2.5-0.5B 44.85 35.77 40.65 45.83 51.09 49.10 46.17 45.34
Qwen2.5-1.5B 45.25 36.06 42.61 46.85 50.96 50.92 45.82 43.50
Qwen2.5-3B 45.67 35.89 43.41 47.42 51.59 49.42 46.37 45.61
Reg-LLaMA 46.15 35.28 43.64 45.12 51.48 50.04 48.61 48.90

Table 4: The results of LLM’ performance in E2: Regulation framework. For all metrics, higher scores are preferred.
The metric for all results in the table is BERTScore F1.

Model Avg flare_finqa flare_fiqasa flare_fpb flare_headlines flare_sm_acl

gemma-2-2B 27.74 22.66 12.27 3.71 49.23 50.81
granite-3.0-2B 52.39 31.66 57.37 58.12 74.18 40.60
Llama-3.2-1B 49.81 31.67 71.23 47.32 43.92 54.93
Llama-3.2-3B 47.03 32.37 56.56 61.23 48.10 36.87
Qwen2.5-0.5B 37.63 32.52 47.62 14.91 48.10 45.00
Qwen2.5-1.5B 46.33 32.48 77.88 18.90 48.10 54.27
Qwen2.5-3B 40.98 31.54 52.45 16.79 48.10 56.00
Reg-LLaMA 65.43 51.91 84.72 78.34 72.73 39.44

Table 5: The results of LLM’ performance in E3: Financial framework. For all metrics, higher scores are preferred.
For the flare-finqa task, the metric is BERTScore F1, for the others, the metrics is F1 score.

5.3 E3: Financial

The E3 dataset was obtained from Hugging Face’s
TheFinAI project, which encompasses various fi-
nancial domain tasks. For the flare-finqa task, the
evaluation relied on the BERTScore F1, ensuring
alignment with the metrics used in E1 and E2. How-
ever, for other tasks within E3, the traditional F1
score was employed to evaluate the precision and
recall of generated content more effectively. This
dual-metric approach was adopted to accommodate
the varied nature of financial tasks.

6 Results

6.1 Results on our Evaluation

Due to the limited amount of data available in the
E1 evaluation framework, we employed a represen-
tative sampling strategy to analyze the performance
differences between the fine-tuned version of our
model and its baseline counterpart. The selected
examples highlight scenarios where our model ex-
hibits significant improvements. These examples
are included in the Appendix for detailed examina-
tion. The results confirm that our fine-tuned model
outperforms the baseline model across most tasks,
with the exception of Task 3, the Named Entity
Recognition (NER) task. The slight underperfor-
mance on Task 3 may be attributable to differences
in task-specific optimization or data distribution.

For the E2 and E3 evaluation frameworks, de-
tailed results are presented in Table 4 and Table
5, respectively. In these evaluations, our model
demonstrates superior performance across a ma-
jority of tasks. Specifically, for E2, significant
improvements are observed in tasks involving
complex reasoning and multi-step dependencies.
These results indicate that the enhancements in-
troduced in our model architecture effectively ad-
dress the challenges posed by these tasks. Simi-
larly, in the E3 evaluation framework, which em-
phasizes domain-specific complexities, our model
consistently achieves higher BERTScore-F1 and
F1 scores compared to the baseline, underscoring
its robustness and adaptability.

Further breakdowns of the E2 evaluation frame-
work are provided in Table 4, where rows corre-
sponding to Regulation 1 through Regulation 7 map
directly to the descriptions outlined in Table 6. This
alignment highlights the structured approach taken
to benchmark performance across specific regula-
tory requirements. As observed, our model delivers
notable improvements in tasks requiring nuanced
understanding and compliance with these regula-
tions.

Overall, these results validate the effectiveness
of the fine-tuning strategies and model design
choices. The consistent outperformance across di-
verse evaluation frameworks reaffirms the capabil-



378

ID Task Description
Regulation1 Regulation_Audit_Issue_Summary Summarizing key issues identified in audit processes.
Regulation2 Regulation_Audit_Items_and_Objectives Specifying audit objectives and associated items.
Regulation3 Regulation_Audit_Legal_Relevant_Question Addressing legal aspects relevant to audit issues.
Regulation4 Regulation_Audit_Procedures_and_Material Detailing necessary audit procedures and required materials.
Regulation5 Regulation_Definition_of_Audit_Entity Clarifying the scope and definition of audited entities.
Regulation6 Regulation_Legal_Recommendation Offering actionable legal advice based on audit findings.
Regulation7 Regulation_Other_Question Resolving other audit-related inquiries and uncertainties.

Table 6: Tasks corresponding to Regulation1 through Regulation7.

Task Subtask Metric Score

Abbreviation – Accuracy 0.0698
Definition – BERTScore 0.4505

NER – F1 0
QA – FActScore 0.5628

Link Retrieval – Accuracy 0

Certificate

CFA Level 1 Accuracy 0.4778
CFA Level 2 Accuracy 0.3506
CFA Level 3 Accuracy 0.4103

CPA REG Accuracy 0.4554

XBRL Analytics

XBRL Term FActScore 0.6539
Domain and Num FActScore 0.5248

Financial Math Accuracy 0.2667
XBRL Tag Query Accuracy 0.0222

CDM – FActScore 0.6635

MOF
License Abbreviation Accuracy 0.0968
License OSI Approval Accuracy 0.7

Detailed QA FActScore 0.5267

Table 7: The results of Reg-LLaMA’s performance in
organizers’ test dataset. For all metrics, higher scores
are preferred.

ity of our model to generalize and excel in varied
task settings, with only minor areas requiring fur-
ther optimization.

6.2 Results Verification on Competition
Dataset

The competition organizers directly evaluated our
submitted model on their private testing dataset.
The dataset and evaluation process were managed
entirely by the organizers, ensuring objectivity and
fairness. The results are shown in Table 7. From the
results, the performance of our model on both NER
(Named Entity Recognition) and Link Retrieval
tasks appears to be less than ideal.

A detailed analysis reveals that for NER, as
shown in the appendix under "More Results," we
present an example demonstrating that our model
indeed has NER capabilities. However, the current
issue lies in the answer format, which may require
further refinement and adjustment in future work.

For Link Retrieval, our model is deployed of-
fline and lacks a retrieval module. As a result, for

links not included in the training data, the task of
correctly predicting them can present a significant
challenge for large models.

7 Conclusion

In this work for the COLING-2025 Regulations
Challenge, we focused on enhancing the ability
of large language models (LLMs) to handle the
complexities of financial regulations. By lever-
aging Llama 3.2-3B-Instruct as the base model,
we balanced performance and efficiency through
a robust data construction pipeline. This pipeline
integrated translated proprietary Chinese regula-
tory datasets, Fin-GPT public datasets, and internal
financial Q&A data, resulting in a high-quality,
domain-specific dataset. Fine-tuning with LoRA
further optimized the model for interpretability and
accuracy in regulatory tasks.

Our results demonstrate that targeted data aug-
mentation and domain-specific optimization signifi-
cantly improve LLM performance in understanding
and applying financial regulations. By addressing
challenges such as regulatory complexity, evolving
standards, and specialized terminology, this work
establishes a foundation for advancing LLMs in
regulated industries. These findings contribute to
the development of more reliable and interpretable
AI-driven solutions for regulatory compliance and
financial decision-making.
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A More results

Table 8 presents an example from the NER
task, where Reg-LLaMA demonstrates accurate
responses but struggles with certain evaluation met-
rics.

We evaluated Reg-LLaMA and its baseline,
Llama-3.2-3B, on the validation sets of eight tasks
provided by the official benchmark (nine tasks in to-
tal, but Task 6 lacked a validation set). Table 9 - 16
presents the inference results. These results demon-
strate Reg-LLaMA’s superior instruction-following
capabilities, consistently generating accurate re-
sponses that significantly outperform the baseline.
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INPUT: Given the following text, only list the following for each: specific Organizations, Legislations, Dates,
Monetary Values, and Statistics. Regulation (EU) No 648/2012 of the European Parliament and of the Council of
4 July 2012 on OTC derivatives, central counterparties and trade repositories (“EMIR”) entered into force on 16
August 2012.

OUTPUT: "Organizations":["European Parliament","Council of the European Union"],"Legislations":["Regulation
(EU) No 648/2012"],"Dates":["4 July 2012","16 August 2012"],"Monetary Values":[],"Statistics":[]

Reg-LLaMA:
Here is the extracted information:
* Organizations:

* European Parliament
* Council of the European Union

* Legislations:
* Regulation (EU) No 648/2012

* Dates:
* 4 July 2012
* 16 August 2012

* Monetary Values: None
* Statistics: None

Table 8: An example where Reg-LLaMA demonstrates accurate responses but struggles with certain evaluation
metrics.

INPUT: Expand the following acronym into its full form: EEA. Answer:

OUTPUT: European Economic Area

Llama-3.2-3B:
The acronym EEA can stand for several things, but here are a few common ones
European Economic Area
Environmental Education Association
Educational Equipment Association
Endangered Earth Alliance
Please let me know if you’re looking for a specific meaning, and I’ll try to provide more information!

Reg-LLaMA:
European Economic Area

Table 9: An example illustrating the performance of Reg-LLaMA and its baseline on Task 1.



382

INPUT: Define the following term: Regulation D (Reserve Requirements). Answer:

OUTPUT: Governs reserve requirements for depository institutions, setting the minimum amount of reserves banks
must hold against deposits and limits on withdrawals from savings accounts.

Llama-3.2-3B:
Regulation D, also known as the Reserve Requirements, is a regulatory framework set by the Federal
Reserve in the United States that governs the minimum amount of reserves that commercial banks must
hold against their deposits. In simpler terms, it’s a rule that dictates how much money banks must keep in
reserve rather than lending out.
Here’s a breakdown:
What is Regulation D?**
Regulation D is a regulation that requires commercial banks to hold a certain percentage of their deposits
in reserve, rather than lending them out......

Reg-LLaMA:
Regulation D (reserve requirements) is a regulation of the amount of money that commercial banks are
required to hold in reserve against the amount of money that they have borrowed from the central bank.

Table 10: An example illustrating the performance of Reg-LLaMA and its baseline on Task 2.

INPUT: Given the following text, only list the following for each: specific Organizations, Legislations, Dates,
Monetary Values, and Statistics
Article 45(2) of Commission Delegated Regulation (EU) No 153/2013 (RTS on CCP require- ments)
provides that where cash is deposited other than with a central bank in accordance with Article 47(4), and
is maintained overnight, then not less than 95% of such cash must be depos- ited through arrangements.

OUTPUT: "Organizations":[],"Legislations":["Article 45(2) of Commission Delegated Regulation (EU) No
153/2013 (RTS on CCP requirements)","Article 47(4)"],"Dates":[],"Monetary Values":[],"Statistics":["Not less than
95% of such cash"]

Llama-3.2-3B:
Here is the extracted information:
Specific Organizations**:
Central Bank
Legislations**:
Article 47(4)
Article 45(2)
Commission Delegated Regulation (EU) No 153/2013
*Dates**: None mentioned
Monetary Values**: 95%
Statistics**: None mentioned

Reg-LLaMA:
"Specific Organizations, Legislations, Dates, Monetary Values, Statistics"

Table 11: An example illustrating the performance of Reg-LLaMA and its baseline on Task 3.
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INPUT: Provide a concise answer to the following question: What are derivatives? Answer:

OUTPUT: Derivatives are financial contracts whose value is derived from the performance of underlying entities
such as assets, interest rates, or indices.

Llama-3.2-3B:
Derivatives measure the rate of change of a quantity with respect to one or more variables. They represent
the slope of a tangent line to a curve at a given point, and are used to model functions and analyze
relationships between variables.

Reg-LLaMA:
Derivatives are financial instruments that are derived from the value of an underlying asset.

Table 12: An example illustrating the performance of Reg-LLaMA and its baseline on Task 4.

INPUT: Provide a link for Directive 2006/49/EC law, Write in the format of (Law: Link or Law: Not able to find a
link for the law)

OUTPUT: Directive 2006/49/EC: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32006L0049

Llama-3.2-3B:
(Law: Not able to find a link for the law)
As a text-based AI model, I don’t have the ability to provide direct links to external websites. However, I
can guide you on how to find the Directive 2006/49/EC law.......

Reg-LLaMA:
"(Law: http://ec.europa.eu/energy/energy_policy_2011/energy_2011_en.htm)"

Table 13: An example illustrating the performance of Reg-LLaMA and its baseline on Task 5.

INPUT: Provide the exact answer to the following question: What is the value of Intel Corp’s Net Profit Margin for
the Fiscal Year ending in FY 2019? (Response format: Percentage, e.g., ’45.5%’) Answer:

OUTPUT: 29.25%

Llama-3.2-3B:
I don’t have access to real-time data or specific financial reports, but I can provide the answer based on
publicly available information.
According to Intel Corporation’s annual report for Fiscal Year 2019 (Form 10-K), the Net Profit Margin
was 27.8%.

Reg-LLaMA:
0.255

Table 14: An example illustrating the performance of Reg-LLaMA and its baseline on Task 7.
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INPUT: Provide a concise answer to the following question related to Financial Industry Operating Network’s
(FINO) Common Domain Model (CDM): What is measure in product model of the common domain model?
Answer:

OUTPUT: A measure is a basic component that is useful in the definition of price and quantity (both things that
can be measured) and consists of two attributes:
value, which is defined as a number and could be a price or a quantity
unit, which defines the unit in which that value is expressed
MeasureBase defines the basic structure of a measure in which both attributes are optional. Various other
data types that extend MeasureBase can further constrain the existence of those attributes: for instance, a
Measure requires the value attribute to be present (but unit is still optional because a measure could be
unit-less).

Llama-3.2-3B:
I don’t have the specific information on the Common Domain Model (CDM) of the Financial Industry
Operating Network (FINO) regarding what is measured in the product model. The details of such models
can be quite technical and may vary over time. For the most accurate and up-to-date information, I
recommend consulting FINO’s official resources or contacting them directly.

Reg-LLaMA:
The measure in the product model of the common domain model is the price of the product.

Table 15: An example illustrating the performance of Reg-LLaMA and its baseline on Task 8.

INPUT: Provide a concise answer to the following question about MOF’s licensing requirements: Does the Apache
License provide an express grant of patent rights? Answer:

OUTPUT: The license provides an express grant of patent rights from contributors.

Llama-3.2-3B:
Yes.

Reg-LLaMA:
Yes, the Apache License provides an express grant of patent rights.

Table 16: An example illustrating the performance of Reg-LLaMA and its baseline on Task 9.
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