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Abstract

Financial misinformation poses a significant
threat to investment decisions and market sta-
bility. Recently, the application of Large Lan-
guage Models (LLMs) for detecting financial
misinformation has gained considerable atten-
tion within the natural language processing
(NLP) community. The Financial Misinfor-
mation Detection (FMD) challenge @ Coling
2025 serves as a valuable platform for collab-
oration and innovation. This paper presents
our solution to FMD challenge. Our approach
involves using search engines to retrieve the
summarized high-quality information as sup-
porting evidence and designing a financial
domain-specific chain-of-thought to enhance
the reasoning capabilities of LLMs. We eval-
uated our method on both commercial closed-
source LLMs (GPT-family) and open-source
models (Llama-3.1-8B and QWen). The exper-
imental results domonstrate that the proposed
method improves veracity prediction perfor-
mance. However, the quality of the generated
explanations remains relatively poor. In the pa-
per, we present the experimental findings and
provides an in depth analysis of these results.

1 Introduction

The proliferation of misinformation in the finan-
cial sector significantly impacts investor decision-
making and market stability (Kogan et al., 2020;
Liu and Moss, 2022). Manually verifying such fi-
nancial misinformation demands substantial time
and effort. Consequently, the development of auto-
mated tools for detecting financial misinformation
has become a critical area of research in FinTech.
Previously, most frameworks for financial mis-
information detection (FMD) relied on conven-
tional deep learning approaches. For instance, (Ka-
mal et al., 2023) developed a framework using
RoBERTa combined with a multi-channel network
(CNN, BiGRU, and an attention layer) specifically
for FMD task, while (Chung et al., 2023) utilized
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multiple LSTMs to identify dynamic and covert
patterns aiding in the detection process. Recently,
with the advent of large language models (LLMs),
in response to the complexity of the financial con-
text and the professionalism of financial informa-
tion, Fin-Fact (Rangapur et al., 2023) proposed
a multimodal financial misinformation detection
and interpretation generation dataset, and evalu-
ated the capabilities of multiple popular LLMs on
this dataset. Furthermore, FMDIllama (Liu et al.,
2024) has pioneered the use of open-source LLMs
for identifying fraudulent financial information, set-
ting a new benchmark in the field.

Despite these developments, the effectiveness
of LLMs in FMD task warrants further explo-
ration. The Financial Misinformation Detection
Challenge @ COLING 2025, as introduced by
FMDIllama (Liu et al., 2024), aims to explore the
capabilities of LLMs in enhancing the accuracy of
financial misinformation detection. This paper de-
scribes our technical solution for FMD Challenge.

The core idea of our solution is to involves
enhancing the “justification” component of the
dataset by retrieving summarized high-quality in-
formation from online as the extra evidence using
search engines and designing a financial domain-
specific Chain-of-Thought Prompt to guide LLM
reasoning and explanation generation. We con-
ducted experiments on both commercial closed-
source models and open-source models. Exten-
sive evaluations on the FMD tasks yielded signifi-
cant findings: (1) the proposed Financial Chain-of-
Thought Prompt method effectively improves the
pipeline’s prediction results; and (2) despite this,
the overall performance remains average. Further-
more, the quality of the generated explanations is
significantly inferior to that of the baseline method,
which has undergone fine-tuning. This underscores
the necessity of fine-tuning the model using high-
quality data. A more detailed analysis of the results
is provided in Section 4.
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2 Shared Task Description

2.1 Problem Definition

The challenge focuses on developing advanced
language models capable of detecting financial
misinformation while providing explanatory jus-
tifications for their decisions. This dual objec-
tive—detection and explanation—represents a sig-
nificant advancement over traditional binary classi-
fication approaches in financial text analysis. The
task requires processing financial claims across
diverse domains including income, finance, eco-
nomics, budget, taxes, and debt. For each claim c,
the model M will take the query ¢ which includes
claim c, justification j and task description prompt
d, and then model must make a three-way classifi-
cation y € [‘0. False’, ‘1. True’, or 2. Not Enough
Information (NEI)’] and generate a coherent expla-
nation e supporting its decision. This explanation
requirement adds a crucial layer of transparency
and interpretability to the model’s decision-making
process, making it particularly valuable for real-
world financial applications.

2.2 Challenge Dataset

The challenge utilizes the Fin-Fact (Rangapur et al.,
2023) dataset, which provides rich contextual infor-
mation for each financial claim, including tempo-
ral metadata, claim summaries, justifications, and
supporting evidence. Participants are required to
develop models that can effectively leverage this
multi-faceted information to make accurate predic-
tions while generating explanations that are both
factual and well-reasoned. The challenge organizer
also constructs the “instruction-following" version
for fine-tuning usage. The datasets content can be
found in following URL!'?.

Performance evaluation employs a compre-
hensive metric framework combining classifi-
cation accuracy measures (Accuracy, Precision,
Recall, Micro-F1) with text generation qual-
ity metrics (ROUGE-1/2/L (Lin, 2004) and
BERTScore (Zhang et al., 2019)). The final ranking
is determined by averaging the F1 and ROUGE-1
scores, ensuring balanced assessment of both clas-
sification performance and explanation quality.

"https://huggingface.co/datasets/1zw1008/
COLING25-FMD/tree/main/Training

2https ://huggingface.co/datasets/1zw1008/
COLING25-FMD

3 Methodology

In this section, we outlines the proposed pipeline
for financial misinformation detection. We inte-
grate the retrieved summarized high-quality infor-
mation with the original justification as whole sup-
port information and utilize a Chain-of-Thought
Prompt to enhance the prediction process (See in

figure 1).
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Figure 1: Schematic of proposed FMD pipeline.

3.1 Summarized High-Quality Evidence
Retrieval

Previous research on fakenews detection and claim
verification has shown that leveraging external
verified knowledge sources, such as Wikipedi-
a/Wikidata, can effectively authenticate informa-
tion (Zhang and Ghorbani, 2020; Thorne et al.,
2018; Aly et al., 2021). Recently, for more real-
world wild claims, it becomes necessary to search
the broader information from online for verifica-
tion process (Schlichtkrull et al., 2023; Chen et al.,
2023; Yue et al., 2024). This process, however,
involves additional computational overhead for
searching and post-processing the retrieved content.
Financial-related claims pose unique challenges, as
they often lack readily available information on-
line due to their specialized domain knowledge and
niche audience. Moreover, excessive information
can introduce noise, potentially undermining pre-
diction accuracy. Retrieving valid, high-quality
information is therefore a challenge.

As search technology has evolved, Google
Search Engine provides “Al Overview” results,
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which are summaries automatic generated by
search engine that combine data from various on-
line sources and summarize them into concise in-
formation as output, aiming to efficiently answer
queries. We utilize ‘SerpAPI’? to search for each
claim and concatenate the search results contain-
ing “Al Overview” with “Justification”. If “Al
Overview” is None, we keep the original content of
“Justification”. The search statistics are as follows:

Dataset No. of AI_Overview | No. of data
Practice Set 31 600

Train Set 75 1953

Test Set 43 1304

Table 1: Number of results for ‘Al Overview’ compared
to total number of data.

3.2 Chain-of-Thought for Financial
Misinformation Detection

Chain-of-Thought prompting has demonstrated ad-
vantages across various reasoning tasks (Wei et al.,
2022; Lyu et al., 2023). Inspired by that, We pro-
pose financial Chain-of-Thought (Financial CoT)
from the following dimensions, tailored to the spe-
cific context of financial information, to guide large
language models in focusing their reasoning dur-
ing the prediction process, aiming to enhance their
reasoning capabilities:

1. Alignment: Evaluate whether the claim con-
tent aligns in meaning with the provided evi-
dence on the financial topic.

2. Accuracy: Check for accurate quantitative
and qualitative representation of financial data,
trends, or performance metrics mentioned in
the claim.

3. Generalization: Identify any overgeneraliza-
tion or oversimplification of financial trends,
potentially misrepresenting unique cases as
broader patterns.

The designed Financial Chain-of-Thought not only
aids the LLMs in systematically dissecting and as-
sessing factual content but also aligns their reason-
ing process with structured, human-like analytical
methods. We combine the input claim, justifica-
tion, and financial CoT to construct the input query,
which is then fed into the LLM to simultaneously
generate predictions and corresponding explana-
tions. The whole Prompt is shown in below:

3h’ctps://serpapi.com/

Financial CoT Prompt.

System Message: You are a Fact Checker
and You need to focus on the financial sec-
tor. Given a claim, assess the factual accu-
racy of the claim based on the evidence and
generate the explaination. Please follow the
steps below to think about making a pre-
diction and provide an explanation for your
prediction:

1. Alignment: Evaluate whether the claim
content aligns in meaning with the provided
evidence on the financial topic (e.g., stock
performance, economic indicators).

2. Accuracy: Check for accurate quantita-
tive and qualitative representation of finan-
cial data, trends, or performance metrics
mentioned in the claim.

3. Generalization: Identify any overgener-
alization or oversimplification of financial
trends, potentially misrepresenting unique
cases as broader patterns.

User Message: I will give you one claim
and relevant evidence. Your task is to verify
the factual authenticity of the claim based
on the evidence provided. Make a final
prediction from: ‘True’, 'False’ or 'Not
Enough Info’ and provide a detailed expla-
nation. Please provide the final output in
JSON format containing the following two
keys: prediction and explanation.

4 Experiment and Discussion

4.1 Experiment Setup

In this study, we employed closed-source mod-
els from the GPT family* and open-source mod-
els, including LLama3.1-8B-Instruct® and QWen2-
7B-Instruct (Yang et al., 2024), as the backbone
LLMs. The open-source models were run on a sin-
gle NVIDIA RTX-A6000 GPU with 48GB DRAM.
Additionally, we conducted a Zero-Shot Prompt
(see in Appedix A.1) experiment for comparison.
To ensure experimental reproducibility, the temper-
ature was set to 0. The output length was uniformly
set to 512 to generate valid explanations.

During the practice stage, we split the training
set into a training portion and a validation portion

4https: //openai.com/api/
Shttps://ai.meta.com/blog/meta-1lama-3-1/
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Zero-Shot Prompt

Financial CoT Prompt

Model

Accuracy  Precision  Recall F1 Rouge-1 ‘ Accuracy  Precision  Recall F1 Rouge-1
Llama-3.1-8B-Instruct 0.6449 0.6494  0.6449 0.6449  0.2111 0.7146 0.7405 0.6019  0.5541  0.1909
QWen2-7B-Instruct 0.6937 0.7940  0.5833 0.5201  0.1536 0.7028 0.8012 0.5888 0.5276  0.1662
GPT-40-mini 0.7005 0.6856  0.6127 0.6241  0.3199 0.7175 0.6990  0.6447 0.6462  0.2971
GPT-40 0.7342 0.7143 0.6538 0.6467  0.3341 0.7278 0.7253 0.7278  0.7221  0.3033
GPT-4 0.7086 0.7086  0.7086 0.6680  0.3287 0.7131 0.7102  0.7131 0.6723  0.3097

Table 2: Overall Late Submission Results.

in an 90:10 ratio for performance evaluation. The
models were subsequently tested and compared
using the provided testing datasets.

4.2 FMD Challenge Results

We evaluated the performance of different mod-
els under zero-shot settings and with the Financial
Chain-of-Thought (CoT) approach on a sampled
validation set. Based on the evaluation results, we
selected GPT-40 with the Financial CoT to conduct
the final experiments on the competition test set
and submitted the results. The Table 3 is leader-
board result: The evaluation results revealed that

Micro F1
0.7221

Overall Score

0.5127

Rouge 1
0.3033

Rouge 2 Rouge L
0.1014 0.174

Table 3: The score of submitted results.

the Rouge scores were suboptimal, which nega-
tively impacted the overall score. Consequently,
we conducted additional tests after the challenge re-
sults were released to further evaluate our method.

4.3 Late Submission Results

The Table 2 compares the performance of various
models under Zero-Shot Prompt and Financial CoT
Prompt. We can find that Financial CoT prompt
led to noticeable improvements across most metrics
compared to the Zero-Shot Prompt setting. In de-
tail, GPT-40 achieved the highest Recall (0.7278)
and F1 Score (0.7221), demonstrating the robut-
ness and effectiveness of the CoT Prompt approach.
Similarly, GPT-4 showed robust performance with
an F1 Score of 0.6723, indicating that CoT con-
tributes positively to explanation quality. Further-
more, the closed-source models consistently outper-
formed the 7B/8B open-source models, indicating
that models with larger parameter counts exhibit
stronger reasoning performance. This observation
aligns with the scaling-law trend, which suggests
that increasing model size improves overall infer-
ence capabilities.

4.4 Analysis

Although the results demonstrate that the Financial
CoT prompt significantly enhances model perfor-
mance, the overall performance and leaderboard
ranking remain suboptimal. Therefore, we con-
ducted a more in-depth analysis. First, for the
7B/8B-level open-source models used in the ex-
periment, the results under the zero-shot and Fi-
nancial CoT settings were comparable, with the
Llama-3.1-8B-Instruct model even performing bet-
ter in the zero-shot setting. This indicates that the
Financial CoT prompt is less effective when the
inference capability of a smaller model is limited
and may even disrupt the model’s original reason-
ing process. Second, the overall Rouge scores were
particularly unsatisfactory. The explanations gen-
erated with the Financial CoT prompt were worse
than those produced directly by the model under
the zero-shot setting, highlighting a significant gap
between the generated explanations and human-
like explanations. Compared with the baseline re-
sults (Liu et al., 2024), this suggests that additional
fine-tuning steps may be necessary to improve per-
formance. In addition, we observed during the ex-
periment that the open-source models occasionally
failed to generate responses effectively, requiring
repeated attempts to produce a valid output. This
observation further indicates that models without
fine-tuning exhibit limited instruction-following ca-
pabilities for the FMD task.

5 Conclusions and Future Work

The paper presents a technical solution to the Fi-
nancial Misinformation Detection Challenge, com-
bining retrieved high-quality evidence with a fi-
nancial Chain-of-Thought (CoT) prompt to en-
hance prediction accuracy. However, the proposed
pipeline demonstrates limitations in explanation
quality compared to fine-tuned baselines. This em-
phasizes the necessity of incorporating fine-tuning
steps to improve performance in future work.
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Limitation

Due to limited computing resources, the open-
source models used in this study are restricted to the
7B/8B parameter scale. Additionally, our method
has not undergone a fine-tuning step, and the re-
trieved results are relatively sparse. In next step,
we will involve fine-tune step to further analysis the
effectiveness of Financial CoT and we aim to ex-
tract key information more effectively from broader
network search results to better support prediction.
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A Appendix
A.1 Zero-Shot Prompt

Zero-Shot Prompt.

System Message: You are a Fact Checker
and you need to focus on the financial sector.
Given a claim, assess the factual accuracy of
the claim based on the evidence and gener-
ate the explaination. Make a prediction and
provide an explanation for your prediction.
User Message: I will give you one claim
and relevant evidence. Your task is to verify
the factual authenticity of the claim based
on the evidence provided. Make a final
prediction from: ‘True’, 'False’ or 'Not
Enough Info’ and provide a detailed expla-
nation. Please provide the final output in
JSON format containing the following two
keys: prediction and explanation.
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