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Abstract

This paper presents our system for the Finan-
cial Misinformation Detection Challenge Task.
We utilize multimodal reasoning, incorporating
textual and image information, to address the
task. Our system demonstrates the capability to
detect financial misinformation while provid-
ing comprehensive explanations. Experimental
results show that our final system significantly
outperforms the baselines and ranks second on
the task leaderboard.

1 Introduction

Misinformation is widespread in the financial do-
main, posing a significant challenge for profession-
als in the finance industry. Detecting false financial
information is crucial for maintaining trust and sta-
bility in financial markets. Financial information
appears in various forms, including text, images,
and videos. Relying on data from a single form
is insufficient to capture financial misinformation
effectively.

In this paper, we introduce multimodal reasoning
method for the Financial Misinformation Detection
Challenge Task (Liu et al., 2024). Our approach
leverages both image and textual information to
address the task. The final system, FMD-Mllama,
achieves a score of 79.24 in the shared task and
ranks second on the leaderboard.

2 Related Work

2.1 Misinformation Detection
In the field of fake news detection, various mod-
els have been employed to tackle misinformation.
These models can be broadly categorized into three
types: neural network models, pre-trained models,
and large language models. For neural network
models, Jian et al. (2024) detect media misinfor-
mation using Bi-LSTM, while Raja et al. (2022)
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propose a quantum multimodal fusion-based ap-
proach for fake news detection. For pre-trained
models, Boissonneault and Hensen (2024) utilize
BERT and SKEP to detect fake reviews, and Lu
et al. (2023) investigate the effectiveness of models
like M-BERT and BERT in detecting fake news.
For large language models, Ma et al. (2024) employ
GPT-3.5 and Llama2 to construct heterogeneous
graphs of news through specific prompts to im-
prove fake news detection. Additionally, Qu et al.
(2024) explore the capabilities of ChatGPT and
Gemini models for fake news detection using the
LIAR dataset (Wang, 2017).

2.2 Multimodal Deep Learning Models

Multimodal models have demonstrated significant
potential in tackling complex tasks. These mod-
els include CLIP (Radford et al., 2021), Florence
(Yuan et al., 2021), LXMERT (Tan and Bansal,
2019), Llama 3.2-Vision (Dubey et al., 2024), GPT-
4V (Yang et al., 2023), and KOSMOS-1 (Huang
et al., 2023), among others. For the task of detect-
ing financial misinformation, we utilize the FM-
DID dataset (Liu et al., 2024). To achieve this,
we fine-tune the Llama 3.2-11B-Vision-Instruct
model.

2.3 Chain of Thought

Chain of Thought techniques (CoT; Wei et al.,
2022) are increasingly used to improve model trans-
parency and reasoning quality. Recent studies on
fine-tuning with CoT have shown promising results
in enhancing model performance. Ho et al. (2022)
leverage the capabilities of large models to gener-
ate CoT explanations, using these generated CoTs
as targets for fine-tuning smaller models. Similarly,
Zelikman et al. (2022) employ models to gener-
ate both answers and corresponding CoTs. CoTs
associated with correct answers are then used as
prompts to fine-tune the model.
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Figure 1: FMD-Mllama.

3 Methods

3.1 Task Formalization
Following the settings of the Financial Misinfor-
mation Detection Challenge Task, we aim to train
a model that estimates the conditional probability
Pϕ(y | x), where x represents the given input, such
as claims, claim summaries and image links, and
the output y corresponds to the judgment category:
True, False, or Not Enough Information. Here,
True indicates the model judges the claim to be
true, False indicates the claim is judged to be false,
and Not Enough Information indicates the model
finds insufficient information to make a judgment,
along with the corresponding explanations.

3.2 FMD-Mllama
Our system consists of data processing, fine-tuning
and inference, as shown in Figure 1.

Data Processing The ground truth exhibits sig-
nificant variation in explanation lengths. We expect
the model to learn to generate not only the expla-
nation but also the length of the explanation. We
propose classifying explanations by length as ad-
ditional model outputs. The length distribution is
presented in Table 1, categorized into three groups.

To use the set of images provided in dataset, we
select the image most relevant to the news con-
tent from the available set. We design specialized
prompts to enable the Llama 3.2-Vision model to
effectively choose the most relevant image and con-
vert it into corresponding textual descriptions, as

Category Range Count

Low (0, 151) 606
Mid [151, 286) 607
High [286,∞) 607

Table 1: Distribution of lengths over the explanation in
training data

Figure 2: The prompt of generating the image informa-
tion

outlined in Figure 2. These descriptions include
image description, contextual information, and rel-
evant details. The image description provides basic
information about the image, contextual informa-
tion relates to details derived from both the image
and the textual content, and relevant details include
text and image-related information, as shown in
Figure 3.
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Model micro-F1 ROUGE-1 ROUGE-2 ROUGE-L overall score

FMDllama 71.82 45.02 34.64 37.43 58.42
ChatGPT(gpt-3.5-turbo) 70.12 26.14 09.94 16.32 48.13
FMD-Mllama 79.55 78.92 75.17 76.63 79.24

Table 2: The final results (%) of our model and the baselines, where the best results are bold.

Figure 3: The generating image textual information.

Model micro-F1 ROUGE-1 overall score

Text 83.52 69.28 76.4
Text-image 82.12 70.27 76.2
Text-textual image 83.24 71.72 77.4

Table 3: The results (%) of the ablation study, where text
is the model fine-tuned with textual information, text-
image is the model fine-tuned with textual information
and image information, text-textual image is the model
fine-tuned with textual information and textual image
information.

Fine-tuning We fine-tune the Llama-3.2-11B-
Vision-Instruct model on the processed data using
LoRA (Hu et al., 2021). A specially designed in-
struction is incorporated, prompting the model to
generate three components in its response: the clas-
sification of the explanation length, the judgment,
and the corresponding explanations, shown in Fig-
ure 5. This instruction aims to help the model not
only learn the relationship between the input and
output but also internalize the required response
format. The dual learning objective ensures the
model produces outputs that are both contextually
relevant and consistently formatted.

Inference Ensuring consistency between the
structure and format of the test and training datasets
is crucial. This includes aligning the organization
of input features, the format of the instructions, and
the structure of the expected outputs. By maintain-
ing this consistency, we can evaluate the model
under conditions similar to those during training,

leading to a more reliable and accurate assessment
of its performance.

4 Experiments

4.1 Settings

We use LoRA to fine-tune the models, with a rank
of 8, allowing for low-rank decomposition and effi-
cient parameter updates. The scaling factor is set
to 32 to maintain an appropriate balance between
the pre-trained weights and the LoRA updates. A
dropout rate of 0.1 is applied to prevent overfitting
during training. The model is trained with a learn-
ing rate of 1× 10−4 over 5 epochs, using a cosine
learning rate scheduler and a weight decay of 0.01.

4.2 Metrics

Micro-F1 is used to evaluate the performance of the
classification task, while ROUGE-1 is employed
to evaluate the performance of explanation genera-
tion. The final system performance is evaluated by
taking the average of these two metrics.

4.3 Baselines and Results

We take two baselines: FMDllama (Liu et al., 2024)
and ChatGPT(gpt-3.5-turbo) provided by the task.

As shown in Table 2, FMD-Mllama significantly
outperforms both baseline models across all eval-
uation metrics, including micro-F1, ROUGE-1,
ROUGE-2, ROUGE-L, and overall score. FMD-
Mllama achieves a micro-F1 score of 79.55, which
is 7.73 points higher than FMDllama and 9.43
points higher than ChatGPT. It also achieves a
ROUGE-1 score of 78.92, which is 33.9 points
higher than FMDllama and 52.78 points higher
than ChatGPT, and a ROUGE-2 score of 75.17,
which is 38.53 points higher than FMDllama and
65.23 points higher than ChatGPT. Additionally,
FMD-Mllama achieves a ROUGE-L score of 76.63,
which is 39.20 points higher than FMDllama and
60.31 points higher than ChatGPT. Finally, FMD-
Mllama attains an overall score of 79.24, which
is 20.82 points higher than FMDllama and 31.29
points higher than ChatGPT.
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Model micro-F1 ROUGE-1 ROUGE-2 ROUGE-L overall score

CoT-FMD-Mllama(batch 4) 70.37 68.29 42.07 44.68 69.33
CoT-FMD-Mllama(batch 32) 75.25 50.42 42.07 44.68 62.83
FMD-Mllama 79.55 78.92 75.17 76.63 79.24

Table 4: The results (%) of CoT fine-tuning.

4.4 Ablation Study

To investigate the role of image information in
the task, we conduct ablations with three different
data types: textual information, textual informa-
tion combined with image information, and textual
information with both textual and image-related
details. Due to the blinded test data, we split the
original training dataset into training and test sets
to perform these ablation experiments.

As shown in Table 3, the model fine-tuned with
both textual information and image-related details
achieves the highest ROUGE-1 score and the high-
est overall score. While this model attains a lower
micro-F1 score in judgments, it achieves higher
ROUGE scores in explanation generation. This
suggests that additional image-related textual infor-
mation can enhance the model’s ability to generate
explanations, but it does not improve the model’s
judgment accuracy.

However, we interestingly find that the model
fine-tuned with both textual information and image-
related textual details achieves a higher micro-F1
score and overall score than the model fine-tuned
with only textual information and image informa-
tion. This suggests that the model benefits more
from the additional textual image information than
from the image information alone.

4.5 Discussion on CoT Fine-tuning

We follow the approach outlined in (Ho et al.,
2022) to introduce CoT fine-tuning based on FMD-
Mllama, resulting in a system referred to as CoT-
FMD-Mllama. The configuration for the CoT fine-
tuning experiment is the same as that used in the
ablation study. CoT-FMD-Mllama is trained with
batch sizes of 4 and 32 to evaluate the impact of
batch size on performance, while all other hyper-
parameters remain consistent with FMD-Mllama.
The results are shown in Table 4. We design spe-
cialized prompts for GPT-4o to generate the CoT
based on the processed input and output. The gener-
ated CoT is then added to the output for fine-tuning
the model. The prompt provided to GPT-4o to gen-

Figure 4: The prompt provided to GPT-4o to generate
the CoT. The prompt requests the model using the con-
tent of "user" to generate the reason process.

Figure 5: The input of CoT-FMD-Mllama and FMD-
Mllama. The left is the input of CoT-FMD-Mllama, the
right is the input of FMD-Mllama. The highlight is the
difference between the two models.

erate the CoT as shown in Figure 4. The input
and output of CoT-FMD-Mllama are different from
FMD-Mllama, the difference shown in Figure 5
and Figure 6.

The results present a performance comparison
between FMD-Mllama and CoT-FMD-Mllama.
CoT-FMD-Mllama (batch size 4) achieves a micro-
F1 score of 70.37, which is 9.18 points lower than
FMD-Mllama, and an overall score of 69.33, which
is 9.91 points lower than FMD-Mllama. CoT-FMD-
Mllama (batch size 32) achieves a micro-F1 score
of 75.25, which is 4.3 points lower than FMD-
Mllama, and an overall score of 62.83, which is
16.41 points lower than FMD-Mllama.
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Figure 6: The output of CoT-FMD-Mllama and FMD-
Mllama. The left is the input of FMD-Mllama, the right
is the input of CoT-FMDMllama. The highlight is the
difference between the two models.

According to the experiments on CoT, we con-
clude that the CoT fine-tuning decreases the overall
effectiveness of the model. One possible reason
is that the CoT fine-tuning increases the model’s
complexity, as it must not only generate judgments
and explanations but also generate the CoT, which
raises the difficulty of the generation task. The
Financial Misinformation Detection Challenge in-
cludes both judgment and explanation tasks, and
the CoT fine-tuning further complexity to these
tasks. Additionally, batch size impacts the perfor-
mance of CoT-FMD-Mllama. As the batch size
increases, the micro-F1 score improves, but the
ROUGE-1 score decreases. This suggests that with
larger batch sizes, the model may shift its focus to-
wards generating the CoT, which could negatively
impact judgment and explanation generation.

More strategies are needed to refine CoT fine-
tuning, enabling the model to enhance its reasoning
ability while staying focused on the task at hand,
without being adversely affected by the need to
generate the CoT.

5 Conclusion

We introduce multimodal approaches that signifi-
cantly enhance the performance of the model for
the Financial Misinformation Detection Task. Our
final system achieves an overall score of 79.24,
significantly outperforming the two baselines pro-
vided by the shared task, respectively. Additionally,
the simple adoption of CoT fine-tuning can actually
harm the model’s performance.
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