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Abstract

Despite the promise of large language models
(LLMs) in finance, their capabilities for finan-
cial misinformation detection (FMD) remain
largely unexplored. To evaluate the capabilities
of LLMs in FMD task, we introduce the finan-
cial misinformation detection shared task fea-
tured at COLING FinNLP-FNP-LLMFinLegal-
2024, FMD Challenge. This challenge aims
to evaluate the ability of LLMs to verify fi-
nancial misinformation while generating plau-
sible explanations. In this paper, we provide
an overview of this task and dataset, summa-
rize participants’ methods, and present their
experimental evaluations, highlighting the ef-
fectiveness of LLMs in addressing the FMD
task. To the best of our knowledge, the FMD
Challenge is one of the first challenges for as-
sessing LLMs in the field of FMD. Therefore,
we provide detailed observations and draw con-
clusions for the future development of this field.

1 Introduction

The joint workshop of FinNLP, FNP, and LLMFin-
Legal aims to explore the intersection of Natural
Language Processing (NLP), Machine Learning
(ML), and Large Language Models (LLMs) within
the financial and legal domains. In recent years, the

FinNLP, FNP, and LLMFinLegal series have ex-
tensively investigated the intersection of FinTech,
NLP, and LLMs. These efforts have systematically
uncovered key challenges, provided strategic guid-
ance for future research directions, and proposed a
range of shared tasks within the financial domain,
including sentence boundary detection (Azzi et al.,
2019); (Au et al., 2020), learning semantic repre-
sentations (Maarouf et al., 2020), semantic simi-
larities (Kang et al., 2021; Kang and El Maarouf,
2022; Chen et al., 2023), and LLMs-based financial
task (Xie et al., 2024).

In the financial sector, maintaining the accuracy
of information is fundamental to ensuring mar-
ket stability, supporting informed decision-making,
managing risks effectively, fostering trust, and
achieving regulatory compliance (Rangapur et al.,
2023b). However, the widespread adoption of digi-
tal media has significantly exacerbated the dissem-
ination of financial misinformation (Chung et al.,
2023). Such misinformation, including biased
news reports and deceptive investment schemes,
poses considerable risks by influencing economic
sentiment and distorting market prices (Kogan
et al., 2020). Manual detection of financial mis-
information is time-consuming and costly (Kamal
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et al., 2023), making automated detection a cru-
cial research area. Additionally, ensuring the ex-
plainability of models in their decisions to identify
misinformation enhances transparency, trust, and
practical value for investors, regulators, and the fi-
nancial community (Fritz-Morgenthal et al., 2022).
The advent of LLMs in finance has introduced the
transformative potential for analysis (Shah et al.,
2022), prediction (Wu et al., 2023), and decision-
making (Xie et al., 2023). However, few studies
based on LLMs have focused on the critical field
of financial misinformation detection.

To explore the ability of LLMs for financial
misinformation detection, we propose the finan-
cial misinformation detection challenge shared task
(FMD). This challenge includes one published
dataset designed to address the financial misinfor-
mation detection challenge. We utilize the FMDID
dataset (Liu et al., 2024), which is based on Fin-
Fact (Rangapur et al., 2023a). It is a comprehensive
collection of financial claims categorized into var-
ious areas. Using this data, we design a prompt
query template to adapt LLMs to identify finan-
cial claims and give explanations for their decision
according to the related information.

This paper overviews the shared task and dataset
in the FMD Challenge, summarizes participant
methods, and evaluates their experiments to explore
LLM’s capabilities in financial misinformation de-
tection. Our comprehensive evaluation highlights
the strengths and limitations of current methodolo-
gies, showcasing the effectiveness of LLMs and
the potential of domain-specific instruction tuning
in the FMD task.

2 Task and Dataset

This task, derived from FMDID (Liu et al., 2024)’s
FinFact (Rangapur et al., 2023a) part, a compre-
hensive collection of financial claims categorized
into areas like Income, Finance, Economy, Bud-
get, Taxes, and Debt. The claim label categorizes
claims as "True", "False", and "NEI (Not Enough
Information)". Table 1 presents the information in
the dataset. The objective of this task is to evaluate
the ability of LLM to verify financial misinforma-
tion while generating plausible explanations. The
dataset includes 1952 training data and 1304 test
data.

For instruction-tuning data, we use the follow-
ing base prompt template example to support the
training and evaluation of LLMs. Also, partici-

Feature Notes
claim the core assertion.
posted date temporal information.
sci-digest claim summaries
justification justification offers insights into

their accuracy to further contex-
tualize claims.

image link visual information.
issues highlight complexities within

claims.
evidence supporting information, which

serves as the ground truth of ex-
planations

Table 1: The contents included in the dataset.

pants are encouraged to adjust the template to make
full use of all information. [task prompt] denotes
the instruction for the task (e.g. Please determine
whether the claim is True, False, or Not Enough
Information based on contextual information, and
provide an appropriate explanation.). [claim] and
[context] are the claim text and contextualization
content from the raw data respectively. [output1]
and [output2] are the outputs from LLM.

Task: [task prompt]. Claim: [claim]. Context:
[context]. Prediction: [output1]. Explanation:
[output2]

This task adopts Micro-F1 for misinformation
detection evaluation and ROUGE (1, 2, and L) (Lin,
2004) for explanation evaluation. The average of
F1 and ROUGE -1 scores is applied as the final
ranking metrics.

3 Participants and Automatic Evaluation

32 teams have registered for the FMD Challenge,
out of which 8 teams have submitted their LLMs
solution papers. We employ two baseline models
from FMDLlama (Liu et al., 2024) and GPT-3.5-
turbo1. FMDLlama is an open-sourced instruction
following LLM for FMD task based on finetuning
Llama3.1 with instruction data. GPT-3.5-turbo is
one typical variant of OpenAI’s products.

During the testing phase, we conducted the auto-
matic evaluation using the Hugging Face platform2.
We randomly selected 40% of the test dataset for
the public evaluation phase, while the remaining
60% was designated as a private dataset. The score

1https://openai.com/
2https://huggingface.co/spaces/TheFinAI/FMD2025
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Rank Team name overall score micro-F1 rouge1 rouge2 rougeL
1 Dunamu ML 0.8294 0.8467 0.8121 0.7873 0.7969
2 GGbond 0.7924 0.7955 0.7892 0.7517 0.7663
3 1-800-SHARED-TASKS 0.7768 0.8283 0.7253 0.6763 0.6911
4 Drocks 0.7653 0.7877 0.7429 0.6983 0.7142
5 GMU-MU 0.6682 0.7575 0.5789 0.4956 0.5145
6 Ask Asper 0.6465 0.7824 0.5106 0.4025 0.4221
7 Team FMD LLM 0.5813 0.6448 0.5178 0.4428 0.4607
8 Capybara 0.5127 0.7221 0.3033 0.1014 0.174

Baseline FMDLlama 0.5842 0.7182 0.4502 0.3464 0.3743
Baseline ChatGPT (gpt-3.5-turbo) 0.4813 0.7012 0.2614 0.0994 0.1632

Table 2: Evaluation results on FMD challenge

on the public split was shown on the leaderboard in
real-time. The score on the private split was shown
after the deadline. The final rankings are based on
the private split performance. Table 2 shows the
final ranking and results.

4 Methods of Each Team

In this section, we provide a detailed overview of
the LLMs-based solutions for each paper.

Dunamu ML employs data augmentation us-
ing a general-domain misinformation dataset,
MOCHEG, to address data scarcity in the finan-
cial domain. They first collect claims and labels,
generate evidence, and then construct few-shot ex-
amples on the augmented data based on sentence
embedding similarity and perform supervised fine-
tuning (SFT). Specifically, in the data augmenta-
tion process, GPT-4-0613 (Achiam et al., 2023)
is first employed to generate evidence. For few-
shot selection, OpenAI’s text-embedding-3-large
model is used to generate sentence embeddings,
with cosine similarity serving as the similarity met-
ric. Furthermore, the FAISS library (Douze et al.,
2024) is utilized to perform the embedding similar-
ity search. Finally, they fine-tune Llama-3.1-8B on
the augmented dataset.

GGbond fine-tunes Llama 3.2-11B-Vision-
Instruct (Dubey et al., 2024) using both text and
image information. They first design specialized
prompts to enable the Llama3.2-Vision model to
choose the most relevant image and convert it into
corresponding textual descriptions, including im-
age description, contextual information, and rel-
evant details. They subsequently apply LoRA to
fine-tune the Llama-3.2-11B-Vision-Instruct model
on the processed data.

1-800-SHARED-TASKS trains various LLMs

through a sequential fine-tuning approach. They
begin by fine-tuning five open-source LLMs (i.e.
Qwen2.5 (Team, 2024), LLama3 8B (Dubey et al.,
2024), Mistral 7B (Jiang et al., 2023), Phi3 medium
4K Instruct (Abdin et al., 2024), and Gemma-2 9B
(Team et al., 2024)) exclusively for classification,
then select the best-performing models for a sec-
ond stage of fine-tuning for joint classification and
explanation generation.

Drocks enhances GPT-4o-mini (Achiam et al.,
2023) through instruction tuning and compares
their results with various LLMs, including Vicuna-
7b-v1.55 (Chiang et al., 2023), Mistral-7b-Instruct
(Jiang et al., 2023), LLaMA2-chat-7b (Touvron
et al., 2023), and LLaMA3.1-8b-Instruct (Dubey
et al., 2024), ChatGPT (Achiam et al., 2023) and
GPT-4o-mini (OpenAI).

GMU-MU fine-tunes Llama-3.1-8B (Dubey
et al., 2024) directly using the datasets and they
also compare with a few-shot prompt method. In
the prompt method, they first ask the model to iden-
tify the main assertion or claim spans from both
the claim and the associated context to generate a
veracity label. The model subsequently provide a
explanation for the predicted label while consider-
ing the claim and the associated context.

Ask Asper introduces a two-step framework uti-
lizing GPT-4o-mini. They first fine-tune GPT-4o-
mini on the financial datasets to classify claims and
generate explanations. To enhance the reliability
and accuracy of the initial stage, a second model
serves as a verification layer, examining and refin-
ing the initial model’s predictions and explanations.

Team FMD LLM fine-tunes Llama-3.2-1B-
Instruct and explores the impact of two fac-
tors. The first is label prediction order. They
compare whether classifying a financial claim
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(True/False/NEI) before generating an explanation
yields better performance than the reverse. Ad-
ditionally, they also explore the potential benefits
of leveraging auxiliary metadata, particularly the
availability of the sci_digest field, which demon-
strated a strong correlation with the labels.

Capybara combines retrieved evidence with a
financial Chain-of-Thought prompt to enhance var-
ious LLMs. Specifically, they first apply one search
engine (i.e. SerpAPI3) to retrieve the summarized
information as supporting evidence. Subsequently,
they introduce the Financial Chain of Thought (Fi-
nancial CoT) from three dimensions: Alignment,
Accuracy, and Generalization. This framework is
designed to guide LLMs to focus more on reason-
ing during predictions, thereby enhancing their rea-
soning capabilities in the specific context of finan-
cial information.

5 Discussion

As shown in Table 2, the experimental results
highlight the remarkable performance of various
teams in the FMD task, especially for those that
employed fine-tuning strategy with task-specific
training data. Notably, Dunamu ML enhances the
general-domain misinformation dataset with gener-
ated evidence and fine-tuned Llama-3.1-8B, achiev-
ing the best performance across all metrics. This
highlights the importance of supplementing LLMs
with additional structured knowledge to improve
their task comprehension. Followed by GGbond
and 1-800-SHARED-TASKS, who make full use
of both textual and visual information and one se-
quential fine-tuning approach respectively. From
the results of Drocks and GMU-MU, it can be seen
that directly fine-tuning LLMs with appropriately
designed prompts can achieve relatively good over-
all performance. However, if the prompt design
is inappropriate, the base model selection is not
large, or the optimization strategy is unsuitable, the
explanation generation capabilities may be highly
sensitive and negatively affected (e.g. the rouge
score of GMU-MU). This could also explain why
the remaining teams achieved high scores in the
classification task, but performed averagely in the
explanation generation task. It is worth mentioning
that Capybara replaced fine-tuning with evidence
retrieval and the use of Financial CoT. Currently, it
is indeed a challenge for LLMs to outperform fine-
tuned models on specific tasks. Although it did not

3https://serpapi.com/

achieve a high score, it is worth exploring further,
as it could help reduce the use of computational
resources.

Overall, supplementing appropriate additional
knowledge, utilizing multimodal information, or
improving model size can enhance the performance
of LLMs on specific tasks. Moreover, exploring al-
ternatives to fine-tuning LLMs is also worth further
consideration.

6 Conclusion

In this paper, the FMD Challenge has demonstrated
the efficacy and potential of LLMs in the domain of
financial misinformation detection. Our challenge,
along with the resources provided, has significantly
contributed to advancing this field. Participants
utilized these resources to develop effective strate-
gies and models, which led to improved perfor-
mance. The experimental results highlight the con-
siderable value of LLMs-based approaches. The
overall trend indicates that performance improves
with increasing model size and advancements in
fine-tuning and prompt engineering. These find-
ings offer valuable insights for future research in
FMD task using LLMs. The success of this chal-
lenge underscores the importance and impact of
collaborative efforts in pushing the boundaries of
AI applications in finance.
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