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Abstract

This paper describes our approach for the Fin-
Causal 2025 English Shared Task, aimed at
detecting and extracting causal relationships
from the financial text. The task involved an-
swering context-driven questions to identify
causes or effects within specified text segments.
Our method utilized a consciousAI RoBERTa-
base encoder model, fine-tuned on the SQuADx
dataset. We further fine-tuned it using the Fin-
Causal 2025 development set. To enhance the
quality and contextual relevance of the answers,
we passed outputs from the extractive model
through Gemma2-9B, a generative large lan-
guage model, for answer refinement. This hy-
brid approach effectively addressed the task’s
requirements, showcasing the strength of com-
bining extractive and generative models. We
(Team name: Sarang) achieved outstanding re-
sults, securing 3rd rank with a Semantic An-
swer Similarity (SAS) score of 96.74% and an
Exact Match (EM) score of 70.14%.

1 Introduction

Causality within financial documents is necessary
for understanding financial markets and making
informed decisions. Manually extracting causal
relationships from financial data is both tedious
and time-consuming. Automating this process en-
hances efficiency and enables the analysis of large
volumes of data that would be impractical to han-
dle manually. The FinCausal 2025 shared task
(Moreno-Sandoval et al., 2025), part of the Finan-
cial Narrative Processing Workshop, focuses on ad-
vancing methods for detecting causal relationships
in financial texts. The task involves identifying
and extracting causes and effects within given seg-
ments from financial annual reports, with datasets
provided in both English and Spanish. This year’s
edition introduces a shift from traditional extrac-
tive methods to a generative AI framework. Par-
ticipants must answer abstractive questions about
causes or effects, with evaluations based on ex-

act matching and semantic similarity metrics. We
started with prompt engineering with Zero-shot
and Few-shot Prompting to efficiently explore var-
ious LLMs, namely llama3.2-1b-instruct, Llama-
3.2-3B-Q8, Llama-3.1-8B-Instruct-Q8_0,mistral-
ins-7b-q4, gemma-2-2b-it, gemma-2-9b-it, gemma-
2-27b, etc. Our best-performing system is Fine-
tuning + Refinement using Gemma2-9B.

The rest of the paper is as follows. Section 2 con-
tains related work, section 3 describes the dataset,
section 4 describes our methodology, section 5
contains experimental results, section 6 describes
strengths and weaknesses, section 7 provides feed-
back on the dataset, and section 8 includes conclu-
sions and future work.

2 Related Work

The necessity for precise identification of cause-
effect links in domain-specific situations has made
the extraction of causal relationships in financial
documents a critical task in natural language pro-
cessing. The FinCausal shared tasks, conducted
between 2020 and 2022, have significantly con-
tributed to the advancement of research in financial
text analysis by establishing benchmarks for detect-
ing and extracting causal relationships within finan-
cial texts. With each successive edition of the event,
It introduced more complex datasets and refined
evaluation metrics, driving progress and innovation
in this domain. The 2020 shared task (Mariko et al.,
2020) laid the groundwork by offering a founda-
tional dataset and benchmarks for causal extrac-
tion. Subsequent editions in 2021 (Mariko et al.,
2021) and 2022 (Mariko et al., 2022) introduced
increasingly intricate causal chains, highlighting
the limitations of purely extractive approaches and
promoting the adoption of hybrid architectures for
enhanced performance.

In recent years, hybrid methods that integrate ex-
tractive and generative models have demonstrated
potential in overcoming these challenges. Authors
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in (Pilault et al., 2020) proposed a method where an
extractive step selects relevant information, which
is then summarized and used to condition a trans-
former language model for text generation. Fur-
ther, a systematic comparison of generative and
extractive readers by (Luo et al., 2022) highlighted
that extractive readers often outperform generative
ones in short-context QA tasks and exhibit bet-
ter out-of-domain generalization. NeurIPS 2020
EfficientQA competition (Min et al., 2021) high-
lights the balance between efficiency and accuracy
in QA systems. The competition demonstrated
that well-tuned lightweight extractive models can
deliver performance close to state-of-the-art perfor-
mance while avoiding the high computational costs
of larger generative models. These findings are es-
pecially valuable for scaling hybrid architectures in
practical financial applications. Expanding on pre-
vious research, our method utilizes RoBERTa (Liu
et al., 2019), fine-tuned on the SQuADx and Fin-
Causal 2025 datasets, to accurately identify causal
links. To enhance contextual relevance and se-
mantic coherence, we integrate a generative refine-
ment step powered by Gemma2-9B. This hybrid
approach effectively combines extractive and gen-
erative strategies, achieving high scores in both
semantic similarity and exact match evaluations.

3 Dataset for FinCausal2025

In the provided development set, we could load
1996 rows, excluding a few bad entries. We pre-
pared two variants of this data, one as it is, i.e.
1,996 samples and another cleaned version of 1,985
samples, which contains only those entries where
the answer is a sub-string of context.

The Development sets are provided in a CSV
file format with the following headers: ID, Text,
Question and Answer, separated by semicolons (;).
Table 1 contains sample data, below is a description
of each field:

• ID: Example identifier.

• Context: The original paragraph extracted
from the annual reports.

• Question: Designed to identify the other part
of the causal relationship, whether cause or
effect. The question is always abstractive.

• Answer: The answer will be the cause or ef-
fect previously questioned, extracted verbatim
from the text, making it extractive.

The evaluation dataset includes only the ID, Con-
text and Question fields; we are supposed to extract
an Answer.

4 Methodology

4.1 Zero-shot and few-shot prompting on
LLMs

Initially, we started with various manually crafted
prompts on LLMs; later, we refined those prompts
and applied Zero-shot and Few-shot prompting. We
have observed significant performance boost after
prompt refining but with limitations in achieving
optimal performance beyond a certain SAS and ex-
act match score. After that, any further change in
prompts led to performance reductions. All these
attempts used the entire development set to decide
a better choice of prompt and LLM. The experi-
ments have been performed on llama.cpp1 server
using model-specific GPT-Generated Unified For-
mat (GGUF) files2. We observed the best config-
uration is gemma-2-9b-it + better prompt + post-
processing. Its corresponding prompt is available
in the Appendix B.

4.2 Best performing system

The architecture of our best-performing system is
illustrated in Fig 1. It consists of two stages, Extrac-
tive QA and Answer enhancement. The first step
involves preprocessing the raw input data using
text normalization, which lowercases and elimi-
nates excess white spaces. Next, removing sam-
ples where the answer is not in the context using
answer verification. The processed data is then
converted into SQuAD format to fine-tune a QA
model (consciousAI/question-answering-roberta-
base-s)3, enabling it to extract precise answers.
The fine-tuning configurations are detailed in Ta-
ble 3. The second stage focuses on enhancing the
extracted answers. Post-processing removes un-
wanted characters (e.g., full stops and commas) for
cleaner outputs. The processed answers are then re-
fined using a large language model (gemma2-9b-it
(Gemma Team, 2024)), ensuring improved quality
and alignment with the context. Another round of
post-processing removes extraneous prefixes (e.g.,
"Answer:") to produce polished final outputs.

This two-stage system ensures high-quality an-
swers by combining robust preprocessing, fine-
tuned extraction, and enhancement by utilizing an
instruction-following prompt in Fig 3 of Appendix
A with the gemma2-9b-it model.
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ID Text Question Answer
3337 Overall, Group trading continues

to be subdued in large part due to
legacy issues

What is the main reason
why the Group trading
continues to be subdued?

legacy issues

3375 Developments in the year:
Change of tax laws or practices
as a result of base erosion
and profit shifting initiatives
("BEPS").

What caused a change of
tax laws or practices?

base erosion and profit
shifting initiatives
("BEPS")

Table 1: Sample development data

Figure 1: Fine-tuning and Answer enhancement based system architecture

5 Experimental Results

Table 2 contains experimental results of Zero-shot
and Few-shot prompting on LLMs. The best-
performing model was gemma2-9b-it, but its per-
formance was capped at SAS of 0.9117 and an
Exact match of 0.5711 on Evaluation set (baseline-
1 as in Table 4). So we tried Dynamic few-shot
prompting, where few-shot examples are consid-
ered in the evaluation prompts based on semanti-
cally similar Context and Question in the devel-
opment set. We retrieved this similar examples
by calculating the cosine similarity between the
concatenated form of sentence embeddings4 of the
Evaluation Context and Question, and the Devel-
opment Context and Questions (baseline-2 as in
Table 4). Later, we tried two LLMs, both gemma2-
9b-it, with different prompts, one acting as Child
and another as Parent LLM, the response of Child
LLM is appended to the prompt of Parent LLM to
correct the child’s reply if necessary. It did not per-
form well, resulting in a reduction in both SAS and
Exact Match scores, Since it was only a one-time
correction by the Parent.

Model SAS Exact Match
llama-3.1-8B-Q8_0 0.8853 0.1608
llama-3.2-3B-Q8 0.6623 0.0220
llama3.2-1b-instruct 0.6623 0.0220
mistral-ins-7b-q4 0.8701 0.2344
mistralLite.Q6_K 0.4229 0.0976
gemma-2-2b-it 0.8660 0.1903
gemma-2-9b-it 0.8974 0.2870
gemma-2-9b-it + post pro-
cessing

0.9067 0.4549

gemma-2-9b-it + better
prompt + post processing

0.9340 0.6052

Table 2: Performance comparison on development set

Inspired from (Lester et al., 2021), we tried
prompt tuning and fine-tuning of gemma-2-2b-it,
but in both cases, i.e. prompt tuning and fine-tuning
using Quantized Low-Rank Adaptation (QLoRA)
(Hu et al., 2021), gemma-2-2b-it was not behaving
as expected, so we dropped the idea of prompt tun-

1https://github.com/ggerganov/llama.cpp/tree/master
2https://huggingface.co/models?library=gguf
3https://huggingface.co/consciousAI/question-answering-

roberta-base-s
4https://huggingface.co/sentence-

transformers/paraphrase-multilingual-mpnet-base-v2
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Figure 2: Comparison of SAS and Exact Match among
our submissions

ing, which we strongly believe could have given
much better result provided we prompt tune either
9B or 27B variant of Gemma2.

Next, we fine-tuned RoBERTa-base on the
Development set, using a 90:10 train/validation
split. This achieved a SAS score of 0.465 and
an exact Match score of 0.071 on validation
set. Later we changed the model checkpoint
to consciousAI/question-answering-roberta-base-
s5 which is encoder-only (roberta-base) (Liu et al.,
2019) with QuestionAnswering LM Head, fine-
tuned on SQUADx (Rajpurkar et al., 2016). We
tried fine-tuning the consciousAI checkpoint as
well and observed a further performance boost
(baseline-3 as in Table 4). The same fine-tuning
was tried on the cleaned version of the develop-
ment set and observed further improvement in
SAS and exact match (baseline-4 as in Table 4).
Our final approach involved passing the baseline-4
answers through the enhancement step, utilizing
an instruction-following prompt in Fig 3 with the
gemma-2-9b-it model to achieve improved results.
This configuration achieved the best performance,
yielding a SAS score of 0.9674 and an Exact Match
score of 0.7014 (Best system submission as in Ta-
ble 4). Fig 2 depicts the comparison of our submis-
sions.

Hyperparameter Value
learning_rate 2e-5
per_device_train_batch_size 8
per_device_eval_batch_size 8
num_train_epochs 3
weight_decay 0.01
logging_steps 10

Table 3: Hyperparameters values.

5https://huggingface.co/consciousAI/question-answering-

Model SAS Exact Match
baseline-1 0.9117 0.5711
baseline-2 0.9149 0.5410
baseline-3 0.9297 0.6213
baseline-4 0.9569 0.6742
Best performing submis-
sion

0.9673 0.7014

Table 4: Major system submissions

6 Strength and Weaknesses

Table 5 contains the unique strengths and limita-
tions of the three approaches. LLM-based models
effectively leverage prompt engineering, achiev-
ing over 91% SAS, but struggle with issues like
text overflow. Meanwhile, PLM-based models ex-
cel at identifying the precise start and end of an-
swers, making them suitable for tasks requiring ac-
curate localization, although they occasionally fail
to detect an answer entirely. PLM+LLM models
combine the advantages of both, addressing many
individual weaknesses. However, they still face
difficulties in pinpointing the exact start and end of
answers, leading to lower exact Match scores.

To overcome these challenges, improved pre-
processing techniques to handle text overflow and
targeted fine-tuning for boundary detection could
further refine the performance of models.

Model Strength Weakness
LLM Based Showing the

power of Prompt
engineering with
> 91% SAS

Text overflow

PLM Based Able to locate start
and end of Answer
better than LLM

Sometimes unable
to find answer

PLM+LLM Utilize the best
of both worlds to
overcome each
other’s weak-
nesses

Unable to locate
exact start and
end of Answer,
leads to less Exact
Match

Table 5: Strength and Weaknesses of attempted ap-
proaches

7 Feedback on the Dataset

Table 6 contains observed issues in the dataset. To
address these issues, dataset can be refined by stan-
dardizing formatting inconsistencies, such as fix-
ing spacing and hyphenation (e.g., "re-financing"
to "refinancing"), removing unnecessary quotation
marks and phrases like "Remuneration Policy" or

roberta-base-s
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"Life on land" from answers, and ensuring the con-
text is relevant and aligns with the answers. Addi-
tionally, errors or irrelevant responses can be iden-
tified and corrected, non-text characters like \xa0
eliminated, and instances where the context mir-
rors the question can be restructured for clarity.
These refinements can be implemented through a
combination of automated processes and manual
review to improve the dataset for future editions of
FinCausal.

ID Appeared in
Context

Appeared in Answer

5221 "natural" natural
5364.3 one-off one off
4047 currency- de-

nominated
currency-denominated

3965 "" Extra "Remuneration
Policy" in the beginning

5269.3.b re- financing re-financing
2564 Context itself is

question
3373 "" Extra "Life on land" in

beginning of answer
4093.a "" not in context + wrong

answer
6014.b reserve re serve
2587 "natural" natural
3681.a \xa0

Table 6: Issues with development dataset

8 Conclusions and Future Work

We have described all our experimented ap-
proaches: Zero-shot, Few-shot, Dynamic Few-shot
prompting on various LLMs, Parent-Child LLM,
Fine-tuning and a combination of fine-tuning +
answer enhancement using LLM. Our best sub-
mission achieved an SAS of 0.9674 and an Exact
Match score of 0.7014, outperforming initial base-
lines. In addition, we performed a comparative
analysis of the gap in the Exact match.

Future work will focus on resource constraints
to fully explore the prompt tuning of larger models.
Also, It will be interesting to explore data augmen-
tation to fine-tune the consciousAI checkpoint. In
addition, trying LLM agents can not be ruled out.
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A Prompt for Enhancement Step

Prompt

{"role": "system",
"content": "You are a helpful assistant that provides accurate and
improved answers."},
{"role": "user",
"content": """You are given a Context, a Question, and an Answer.
1. If the Answer is 100% correct and is extracted verbatim from the
Context, return the exact same Answer.
2. If the Answer is incorrect or not fully extracted from the Context,
return an improved version of the Answer that is extracted verbatim
from the Context.
Context: {context}
Question: {question}
Answer: {answer} """}

Figure 3: Prompt for enhancement step

B Better Prompt

Prompt

{ "role": "user",
"content": """ ### Instruction
You will be given a financial text in ### Context.

### Definitions
- Cause: The reason why an event occurs.
- Effect: The event that happens as a result of the cause.

### Context: {context}
### Question: {question}
### Answer: """ }

Figure 4: User prompt

Prompt

{ "role": "system",
"content": """ You are an AI assistant specialized in Finance Causal
extraction. Your task is to identify and return either the cause or
effect as requested, verbatim, from the provided financial text.

Guidelines:
- Focus on extractive responses only, do not add or modify text
outside the given context.No added words or rephrasing.
- Ensure responses follow the cause-and-effect relationship: a cause
precedes an effect, and an effect follows a cause.

Examples:

Example 1:
CONTEXT: Nationwide is in robust financial health, having
achieved profits of over £1 billion for the third consecutive year.
Profits allow us to maintain our financial strength, invest with
confidence, and return value to members through pricing and
service.
QUESTION: What is the effect of achieving profits of over £1
billion for the third consecutive year?
ANSWER: Nationwide is in robust financial health

Example 2:
CONTEXT: All the Directors are resident in the UK, bringing
a wide range of skills to the Board. Given the Company’s small
size and that the Board is comprised of only five Directors, all
are members of the Audit Committee and the Nomination and
Remuneration Committee.
QUESTION: What is the impact of the Company’s small size and
having a Board comprised of only five independent Directors?
ANSWER: the Board considers it sensible for all the Directors to
be members of the Audit Committee and of the Nomination and
Remuneration Committee

Example 3:
CONTEXT: Following a thorough and comprehensive review, we
believe that our Remuneration Policy continues to be appropriate,
and are therefore proposing the Policy remains broadly unchanged.
In recognition of emerging best practice, we have updated our
Policy to reduce the pension contribution for new Executive Director
appointments to 15QUESTION: What impact had the thorough and
comprehensive review?
ANSWER: we believe that our Remuneration Policy continues to be
appropriate

Example 4:
CONTEXT: As the Board consists entirely of non-executive direc-
tors it is considered appropriate that matters relating to remuneration
are considered by the Board as a whole, rather than a separate remu-
neration committee. All directors are considered independent with
the exception of Oliver Bedford who is an employee of Hargreave
Hale Limited and is not therefore independent.
QUESTION: What is the reason Oliver Bedford is the only director
not deemed as independent?
ANSWER: All directors are considered independent with the ex-
ception of Oliver Bedford who is an employee of Hargreave Hale
Limited
""" }

Figure 5: System prompt
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