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Abstract

Relation Extraction (RE) is a fundamental task
in natural language processing, aimed at deduc-
ing semantic relationships between entities in
a text. Traditional supervised extraction meth-
ods relation extraction methods involve training
models to annotate tokens representing entity
mentions, followed by predicting the relation-
ship between these entities. However, recent
advancements have transformed this task into a
sequence-to-sequence problem. This involves
converting relationships between entities into
target string, which are then generated from the
input text. Thus, language models now appear
as a solution to this task and have already been
used in numerous studies, with various levels
of refinement, across different domains.

The objective of the present study is to eval-
uate the contribution of large language mod-
els (LLM) to the task of relation extraction in
a specific domain (in this case, the economic
domain), compared to smaller language mod-
els. To do this, we considered as a baseline a
model based on the BERT architecture, trained
in this domain, and four LLM, namely Fin-
GPT specific to the financial domain, XL Net,
ChatGLM, and Llama3, which are generalists.
All these models were evaluated on the same
extraction task, with zero-shot for the general-
purpose LLM, as well as refinements through
few-shot learning and fine-tuning. The ex-
periments showedthat the best performance in
terms of F-score was achieved with fine-tuned
LLM, with Llama3 achieving the highest per-
formance.

1 Introduction

The goal of relation extraction (RE) task is to iden-
tify and classify relationships between entities in
unstructured texts. In domain-specific fields like
economic!, this task is particularly challenging due

'In this paper, the term economic is used to encompass
both the finance and business domains.

to the complexity and diversity of linguistic expres-
sions, as well as the presence of domain-specific
terminology. Extracting meaningful domain rela-
tions from documents requires models that can han-
dle the inherent ambiguities and varied structures
present in texts.

Over the past decade, deep learning has led to
significant advancements in RE tasks. Pretrained
models like BERT (Devlin, 2018) and T5 (Raffel
et al., 2020) have been extensively applied to gen-
eral relation extraction, showing impressive results.
In more specialized domains, models like GPT-
FinRE (Rajpoot and Parikh, 2023) leverage Ope-
nAI’s models within an In-Context Learning (ICL)
framework and use retrieval mechanisms to extract
domain relations. Although these models exhibit
great potential, directly using them for domain-
specific tasks can lead to suboptimal performance.
This is primarily due to their limited ability to fully
perceive internal relationships, especially when en-
tity mentions are ambiguous or when the sentence
structures are highly complex, which is the case
in many specific domains. The arrival of LLM
represented a further step forward for NLP, and
consequently for the task of extracting relations
(Xu et al., 2023).

However, research has shown that using LLM
does not result in significant performance gains
compared with small models, particularly in the
task of extracting relationships, which is similar
to a classification problem (Lepagnol et al., 2024).
A way to improve LLLM performances for the RE
task on specific domains is to refine them. Two
techniques at least have proved their worth: few-
shot learning and fine-tuning. The first one needs a
simple set of prompts, while the second one, which
is more costly, requires an annotated dataset and
important computational resources.

The key research questions we aim to address in
this paper are the following:
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* whether and how can large models perform
better than smaller models for relation ex-
traction in the economic domain where en-
tities hold rich and diverse information (e.g. a
company name may represent the legal entity,
products, people, or economic divisions), and
relations highly depend on context?

* is fine-tuning of LLM effective for domain-
specific relation extraction?

¢ do the performance improvements obtained
by fine-tuning LLM justify the cost incurred?

To answer these questions, we led several experi-
ments, each of them involving a language model
processed on the same corpus CORE (Borchert
et al., 2023) which is a high-quality resource specif-
ically designed for extracting economic relations.
In this domain, preserving data confidentiality is
a critical concern for organizations, particularly
when dealing with sensitive economic informa-
tion. Sharing data with third-party servers via APlIs,
which is often required for using proprietary LLMs,
poses significant risks to privacy and security. As
a result, organizations are increasingly prioritizing
models that can be fully deployed, trained, and
fine-tuned locally, ensuring that data never leaves
their infrastructure. This approach not only ad-
dresses confidentiality concerns but also provides
greater control over the training process, enabling
the customization of models for specific tasks and
datasets. These constraints strongly influenced
our choice to focus on open-source models that
could be installed and operated entirely on our
servers, eliminating the need for external depen-
dencies and ensuring compliance with strict data
protection policies. The different tested models
are a Language Model based on a BERT archi-
tecture, a economic specific LLM FinGPT (Wang
et al., 2023) and three general LLM: ChatGLM?2
(Team GLM et al., 2024), XLNet (Yang, 2019) and
LLama3 (Dubey et al., 2024). These three mod-
els have been refined thanks to few-shot learning
and fine-tuning techniques alternately. We report
these experiments in the following. The rest of the
paper is organized as follows. Section 2 presents
related work for RE, limited to the sentence level,
in specific domains and when using LLM. Section
3 outlines the problem and presents our methodol-
ogy. Specific-domain resources used for our exper-
iments are described in Section 4, and Section 5
gives and comments the obtained results. We pro-

pose in Section 6 a discussion, before concluding
and giving perspectives to this work.

2 Related Work

2.1 Relation Extraction

Over the years, a variety of approaches have been
developed for relation extraction (RE). The initial
methods viewed RE as a multi-step process, be-
ginning with named entity recognition and then
moving on to relation classification (Zeng et al.,
2014). More recently, transformer-based architec-
tures have become the dominant approach (Wang
et al., 2020), offering more powerful representa-
tions and enabling end-to-end extraction processes.
Additionally, sequence-to-sequence (seq2seq) mod-
els have emerged as a promising technique for RE,
demonstrating significant improvements in task per-
formance (Cabot and Navigli, 2021; Josifoski et al.,
2021).

Within these approaches, some are tailored towards
extracting relationships from short sentences, typ-
ically identifying a single relationship between a
pair of entities in each sentence. Others process
longer texts, such as paragraphs or entire docu-
ments, where the model must extract all possible
relationships among multiple pairs of entities.

2.2 Extracting Relations from a Sentence

Relation extraction at the sentence level is a signif-
icant focus in the field of Natural Language Pro-
cessing (NLP) (Martinez-Rodriguez et al., 2020;
Pawar et al., 2017). Many studies examine general
types of relationships, such as hypernymy or cause-
and-effect, using well-known manually annotated
datasets like SemEval-2010 Task 8 (Hendrickx
et al., 2019), ACE 2004 (Mitchell et al., 2005),
and TACRED (Zhang et al., 2017). Deep learning
methods have led to the development of various ap-
proaches to RE. For instance, (Khaldi et al., 2021)
pioneered the development of knowledge-informed
models for economic RE, employing simple neural
architectures that necessitate no additional training
for acquiring factual knowledge about entities, nor
do they require alignment between each entity and
its vector representation.

Recently, models fine-tuned specifically for the eco-
nomic sector include FinGPT (Wang et al., 2023)
and Fin-LLaMA (Todt et al., 2023), which were in-
troduced in July 2023. FinGPT, built on OpenAl’s
GPT architecture, is optimized for economic by uti-
lizing base models such as BLOOM and ChatGLM-
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6B. It has been fine-tuned for relation extraction
tasks, enabling it to identify predefined entity pairs
and determine the relationship between each pair.
Additionally, FinGPT can jointly extract all entity
pairs from a given sentence, along with the rela-
tionships connecting them.

Methods based on extracting relations from a sen-
tence generally identify a single relation between a
pair of entities in each sentence, even if more than
one relation exists. For example, these methods do
not deal with enumerations and n-ary relations.

2.3 Relation Extraction in the economic field

In the economic domain, RE systems are crucial for
identifying specific relationships within texts, such
as extracting and linking key performance indica-
tors (KPIs) from economic documents (Hillebrand
et al., 2022). Several datasets have been developed
for RE using economic news, reports and earn-
ings calls, including FinRED (Sharma et al., 2023),
CorpusFR (Jabbari et al., 2020), Financial News
Corpus (Wu et al., 2020), CORE (Borchert et al.,
2023) and REFinD (Kaur et al., 2023).

Over the last few years, there has been a significant
increase in research integrating financial datasets
with GPT-based models like GPT-3 and GPT-4
to advance NLP applications (Mann et al., 2020).
The leading methodologies generally fall into two
categories: The first involves prompt engineering
(White et al., 2023) with open-source LLMs, using
their existing parameters. The second relies on su-
pervised fine-tuning methods, such as Instruction
Tuning (Ouyang et al., 2022), to create domain-
specific LLMs that excel in financial tasks, among
which:

* FinBERT (Araci, 2019) is a specialized model
for financial sentiment analysis with under
one billion parameters, fine-tuned on a finan-
cial corpus to excel in economic-related tasks.

* BloombergGPT (Wu et al., 2023) is a closed-
source model derived from BLOOM, trained
on a wide array of financial datasets to cover
a broad spectrum of financial concepts.

* FinGPT (Yang et al., 2023) is an open-source
LLM, fine-tuned from a general LLM (such
as Llama?2 or FinBert depending on FinGPT
version) using low-rank adaptation methods
to promote broader community accessibility.

2.4 Relation Extraction with fine-tuned LLM

Instruction tuning is a recent trend where super-
vised fine-tuning on a wide variety of tasks, of-
ten represented through demonstrations, has led
to improved generalization in LLM (Wang et al.,
2022). This approach aims to leverage the exten-
sive knowledge gained by LLM during pre-training,
making them more adaptable to new tasks. Various
adaptation strategies have been developed to en-
hance fine-tuning in LLM, allowing for greater flex-
ibility and efficiency. One such strategy is prefix-
tuning (Li and Liang, 2021), where only a small
segment, typically at the beginning (or "prefix")
of the pre-trained transformers, is updated while
keeping static the rest of the model parameters.
This method reduces computational overhead and
helps maintain the stability of the original model.
Another notable strategy is Low-Rank Adaptation
(LoRA) (Hu et al., 2021). Unlike traditional fine-
tuning, which modifies the entire model, LoRA
introduces injectable low-rank matrices that can be
trained independently. This technique minimizes
the risk of overfitting and significantly reduces the
storage requirements for the fine-tuning process.
A key benefit of LoRA is its compatibility with
other strategies, including prefix-tuning, allowing
for more comprehensive and adaptable fine-tuning
approaches.

3 Task and Methodology

3.1 Task description

Given a sentence S = {wy, wa, ..., wy, } consisting
of n words, an entity E is defined as a contiguous
span of words where £ = {w;, w1, ..., w;} for
indices 7,5 € {1,...,n} and ¢ < j. The goal is to
extract a set of relation facts from the input sen-
tence. Each fact is represented as a relation triplet.
A relation triplet consists of three components: a
first entity F4, a relation » € R from a prede-
fined set of relation labels R, and a second entity
E5. The triplet structure is formally expressed as
(E1,r, E2). In the context of economic relation ex-
traction, it is crucial to determine which model ap-
proach offers the best performance and efficiency.
The methods examined in this paper include (1)
Training BERT-based models, which leverage trans-
former networks to identify relationships between
entities; (2) Applying zero-shot and few-shot learn-
ing techniques to LLM, where models are assessed
with no specific or few examples; and (3) Fine-
tuning LLM, offering a more tailored and precise
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approach for domain-specific tasks. This study
aims to evaluate these methods by comparing their
performance in terms of accuracy. The goal is to de-
termine the optimal strategy for relation extraction
in economic texts, while highlighting the strengths
and limitations of each technique.

3.2 Methodology for economic Relation
Extraction Using LLM

In this section, we present a comprehensive eval-
uation strategy for economic relation extraction
(BRE) leveraging generative and open-source large
language models (LLMs) fine-tuned with task-
specific data. We begin by developing efficient in-
structions adapted to the natural language and spec-
ified entities present in the CORE dataset, which
we will discuss in more detail in the following sec-
tion. Simultaneously, we establish optimal input
and output configurations to enhance the model’s
understanding and task performance. Next, the
PEFT framework is employed to facilitate efficient
fine-tuning of the LLM, a process we will describe
in the subsequent section. Following this, the fine-
tuned models are utilized to generate inference re-
sults in the form of relation triplets from the pro-
vided text data through carefully crafted prompts.
Finally, a direct extraction process is implemented
to derive the relations from the generated triplets,
effectively elucidating the connections between the
specified entities within the text.

3.2.1 Instruction-Based Fine-Tuning Design

LLM are typically released with a recommended
prompt template to ensure effective interaction with
the model during inference. A prompt template
refers to a structured string with placeholders that
are populated with input data, guiding the model
to produce the desired output (Lyu et al., 2024). To
construct an instruction-based fine-tuning dataset,
it is essential to design the instruction, input, and
output formats. A prompt can contain any of the the
following components (Irfan and Murray, 2023):
Instruction - a specific task of instruction you
want the model to perform.

Context - can involve external information or ad-
ditional context that can steer the model to better
responses.

Input Data - is the input or question that we are
interested to find a response for.

Output Indicator - indicates the type of format
of the output.

Not all the components are required for every

prompt, and their inclusion depends on the specific
task at hand.

In our fine-tuning design, we incorporate three
key components into our prompt: the instruc-
tion, the input sentence, and the output format.
The instruction is defined as: "What is the rela-
tionship between {E1} and {E2} in the context
of the input sentence. Choose an answer from:
{list_of relations}}". This helps direct the model’s
attention towards identifying the correct relation-
ship between the specified entities. To further clar-
ify the expected response, we append the output for-
mat: ((El, Relation, E2), ensuring that the model
generates relation triplets in a consistent and struc-
tured manner. This predefined prompt format is
then applied throughout the fine-tuning data-set to
guide the model’s training and improve its perfor-
mance in relation extraction tasks.

3.2.2 Efficient Fine-Tuning of LLM for
Relation Extraction

To mitigate the significant computational costs of
fine-tuning LLM and address the limitations of RE
tasks, an efficient solution is required. We employ
the PEFT framework (Mangrulkar et al., 2022),
which significantly reduces the number of trainable
parameters while maintaining high performance.
PEFT is compatible with a variety of open-source
LLM, such as Llama3-8B (Dubey et al., 2024),
ChatGLM2-6B (Team GLM et al., 2024), and XL-
Net (Yang, 2019), etc. Specifically, the LoRA
method is applied to the Query (Q) and Value (V)
matrices within the Gated Query Attention (GQA)
section, which are then combined with the Key
(K) part to compute the attention mechanism as
follows:

. QKT

Attention(Q, K, V') = softmax \%
Vg

The generated attention is passed through several
network layers to extract the relations between the
given entities in the input text. The overall process
for predicting the relation triplets can be formulated
as:

m
po(Y1X, P) = [ po(wil X, P,y<:)
=1

Where X = [z,x9,...,x,] represents the in-
put text sequence, ¥ = [y1,%2,...,Ym] repre-
sents the target sequence, and P is the prompt.
By leveraging the PEFT framework, we address
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the challenge of limited perceptual capabilities in
generic open-source LLM, while simultaneously
improving the understanding and generalization
of domain-specific texts. This approach enhances
the precision of relation extraction and is widely
applicable to domain-specific BRE.

4 Resources from the economic field

In this section, we present the resources we used
for relation extraction in the economic field, includ-
ing the dataset and models tested throughout our
experiments.

4.1 Dataset

We used the CORE dataset (Borchert et al., 2023),
a high-quality resource specifically designed for
extracting company relations, which are a subset
of economic relations. Unlike distantly supervised
datasets, CORE is manually annotated, covering a
broad range of relation types and entity categories,
including named entities, common nouns, and pro-
nouns. The dataset focuses on economic entities
such as companies, brands, and products, making
relation extraction more challenging due to the var-
ied contexts in which these entities appear. An-
notators labeled 12 predefined relation types (see
Figure 1), ensuring high data quality through mul-
tiple validation rounds. The annotated instances
were randomly divided into a training set (4000
instances) and a test set (708 intances), each split
containing all available relations types. We chose
this dataset because its focus on economic entities
aligns with the objectives of our research, enabling
us to evaluate the performance of our models in
real-world economic contexts. Furthermore, the
high-quality, manually annotated nature of CORE
ensures that our results are grounded in accurate
and reliable data, which is crucial for the success
of fine-tuning and evaluating LLMs in the context
of economic relation extraction.

4.2 Models for economic Relation Extraction

In our experiments, we evaluated several models
for their performance in economic relation extrac-
tion at the sentence level, as we mentioned earlier.
These models were chosen because they are open-
source and can be easily deployed locally:

* XLNet (Extra-Long Transformer Network)
: a language model based on the Transformer
architecture, developped by Google. Its major
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Figure 1: Relation types and distribution in the data-set
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innovation lies in the use of Permutation Lan-
guage Modeling (PLM), allowing the model
to consider different word orders. It also in-
cludes a segment-level recurrent mechanism
and two-stream self-attention to better cap-
ture distant dependencies and bidirectional
relations. XLNet utilizes several datasets, in-
cluding BooksCorpus and the English ver-
sion of Wikipedia. Additionally, it incorpo-
rates Giga5, ClueWeb 2012-B, and Common
Crawl.

ChatGLM: A bilingual language model opti-
mized for question-answering and dialogue in
Chinese and English, ChatGLM is based on
the General Language Model (GLM) frame-
work with 6.2 billion parameters. The model’s
pre-training data includes 1.2 terabytes of En-
glish text and 1.25 terabyte of Chinese text.
In our experiments, we specifically used the
ChatGLM2-6B version.

Llama-3: Developed by Meta, Llama-3 is a
family of LLM with 8 or 70 billion param-
eters. It is optimized for instruction-based
tasks and excels in dialogue use cases, out-
performing many open-source chat models.
Llama 3 is pretrained on over 15T tokens
that were all collected from publicly available
sources. In our experiments, we specifically
used the Llama-3 model with 8 billion param-
eters (Llama3-8B).

FinGPT: Is an open-source framework de-
signed for financial large language models
(FinLLM), enabling the analysis and extrac-
tion of insights from financial data. It is
trained on datasets like news and tweet senti-
ment analysis to support domain-specific tasks
in economic.



¢ BizBERT: A fine-tuned version of BERT,
BizBERT is trained on economic-specific
datasets BizREL ((Khaldi et al., 2021)) and
uses BERT’s pre-trained language model
(PLM) to encode sentences, focusing on eco-
nomic entities and relations.

5 Experiments and Results

This section presents the experimental setup, re-
sults, and their analysis. We aim to address the
following key research questions:

* RQ1: Whether and how large models can
perform better than smaller models? We
evaluate several models with differents sizes
and compare their performance in economic
relation extraction.

* RQ2: Is fine-tuning of LLM effective for
domain-specific relation extraction? We ex-
plore whether refining LLM with techniques
like N-shot learning or fine-tuning enhances
their performance in extracting relations spe-
cific to a domain, such as economic.

* RQ3: Do the performance improvements
obtained by fine-tuning LLM justify the
cost incurred? The goal is to determine if the
improvements in relation extraction accuracy
justify the higher computational resources re-
quired for fine-tuning LLMs.

5.1 Experimental Setup

In order to answer these research questions, we con-
ducted extensive experiments on domain-specific
datasets.

Baseline: We used BizBERT (Khaldi et al., 2021)
as a baseline

Evaluation Metrics : We used Precision, Recall,
and F1-Score to evaluate the performance of the
models.

Hyperparameters and Environment : For the
CORE dataset, we fine-tuned the LLM for 8 epochs
with a learning rate of le-4. The batch size was
set to 4, and the gradient accumulation steps were
8. All experiments were conducted on a single
NVIDIA RTX8000 (24 Go RAM).

5.2 Performance Evaluation

We aimed to compare the effectiveness of LLM
against smaller, more traditional models, such as
BERT-based models, in order to assess how well
they adapt to domain-specific tasks like BRE. The

results of our evaluation, presented in Table 1, pro-
vide the performance of various models, including
XLNet, ChatGLM, BizBERT, FinGPT, and Llama3,
on the CORE dataset.
We began by testing the models using zero-shot and
few-shot learning techniques. In zero-shot learning,
the model directly predicts relationships without
prior task-specific examples, relying solely on its
pre-trained knowledge. For few-shot learning, we
included three examples in the prompt as demon-
strations to guide the model. These examples con-
sisted of a sentence with annotated entities and their
corresponding relationships, helping the model un-
derstand the expected output format and contex-
tual cues. Few-shot learning leverages the model’s
ability to generalize from limited task-specific data,
making it particularly useful for scenarios with min-
imal annotated resources. BizBERT was retrained
on the CORE training data. Similarly, FinGPT in-
volved fine-tuning the BLOOM model (Le Scao
et al., 2023) on the CORE dataset. This technique
adjusts the model’s parameters while preserving
its general pre-trained knowledge. Fine-tuning is
particularly effective for adapting large language
models to specialized domains, as it enables them
to align closely with the target task’s requirements.
The results include comparisons between models
tested in zero-shot and few-shot settings, as well
as those subjected to fine-tuning, highlighting the
differences in their adaptability and performance
under varying levels of task-specific training.
From Table 1, it is evident that large language
models like Llama3 and ChatGLM consistently
outperform traditional BERT-based models like
BizBERT, particularly when fine-tuned for domain-
specific tasks such as BRE. Fine-tuning signifi-
cantly enhances performance, as seen in the in-
crease of F1 scores from 0.69-0.70 in zero- and
few-shot learning to 0.80 after fine-tuning Llama3.
The results confirm that fine-tuning LLM on a task
like BRE is highly effective, leading to substan-
tial improvements in F1 scores. The comparison
underscores the potential of LLM to outperform
smaller models, especially when adapted to spe-
cialized tasks, making them the most efficient and
accurate solutions in these experiments.

5.3 Effectiveness of Fine-Tuning LLM

To validate the effectiveness of fine-tuning large
language models, we conducted experiments us-
ing the CORE data-set. We fine-tuned Llama3
using LoRA on varying proportions of the CORE
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Method Zero-shot  Few-shot Fine-tuning Retrained
BizBERT unavailable unavailable unavailable 0.71

XLNet 0.54 0.58 0.76 unavailable
ChatGLM 0.56 0.59 0.78 unavailable
FinGPT 0.38 0.41 0.76 unavailable
Llama3 0.69 0.70 0.80 unavailable

Table 1: The F1 score comparison of models on CORE dataset.

training data (4000 instances): 10%, 30%, 50%,
and 70%, and compared the results with the model
fine-tuned on the entire data-set. Llama3 was se-
lected for these experiments because it yielded the
best results in our evaluations, demonstrating su-
perior performance in economic relations extrac-
tion tasks compared to other models. As shown
in Table 2, the performance of the model signifi-
cantly improves with fine-tuning, even when using
a small portion of the data. This demonstrates that
fine-tuning is a much more effective strategy for
domain-specific tasks. For example, the results
clearly show that the model’s performance on the
BRE task continues to improve as more training
data is incorporated. By fine-tuning with 30% of
the training data, the F1 score reached 0.75, already
surpassing the performance of the model fine-tuned
with fewer data. Notably, the gains become more
gradual beyond 50% of the training data, where the
F1 score reaches 0.77, and when using 70% of the
data, the F1 score improves slightly to 0.78. This
plateau in performance suggests that fine-tuning on
a substantial subset of the training data (around 50-
70%) is sufficient to achieve robust generalization,
highlighting the importance of data quality over
sheer quantity. Fine-tuning with the entire dataset
yields the best result, with an F1 score of 0.80,
confirming that fine-tuning is an essential step for
achieving state-of-the-art performance in economic
relation extraction tasks.

6 Discussion and Conclusion

The results of our experiments demonstrate that
fine-tuning LLM is a highly effective strategy for
improving performance on domain-specific tasks,
such as economic Relation Extraction. Across
our trials, models like Llama3 consistently out-
performed smaller BERT-based models and exhib-
ited significant performance gains when fine-tuned
with domain-specific data. This study supports
the hypothesis that while large models may not
always show substantial improvement in general

tasks, their adaptation to specialized domains is
crucial for realizing their full potential.

One key observation from the experiments is that
fine-tuning even on a fraction of the available data
(30-50%) yielded substantial improvements. How-
ever, further increases in data usage led to dimin-
ishing returns, indicating that optimal performance
can be achieved without needing the full dataset.
This underscores the importance of efficient re-
source allocation in training, as fine-tuning large
models can be computationally expensive. More-
over, fine-tuning open-source LLM locally offers a
compelling alternative to propriety solutions, espe-
cially in privacy-sensitive domains like economic,
where data confidentiality is a critical factor.

In conclusion, this study demonstrates that fine-
tuning LLM for domain-specific relation extraction
not only improves performance but also offers a
cost-effective and scalable solution.

For future work, we aim to focus on the extraction
of multiple triplets from paragraphs, where several
relationships need to be identified within the same
text. Additionally, we plan to investigate the ex-
traction of n-ary relations, extending the traditional
binary relations extraction approach to handle more
complex relationships involving multiple entities.
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