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Abstract

The rapid growth of the financial sector and
the increasing focus on Environmental, Social,
and Governance (ESG) considerations have
created a pressing need for advanced natural
language processing (NLP) tools. Despite re-
cent advancements, there is still a notable ab-
sence of open-source Large Language Models
(LLMs) that are proficient across both general
finance and ESG domains, such as generating
ESG reports. To address this gap, we introduce
SusGen-30K, a high-quality, category-balanced
dataset comprising seven financial NLP tasks
and ESG report generation. In addition, we pro-
pose TCFD-Bench, a benchmark designed to
improve the evaluation of sustainability report
generation. Our data-centric approach led to
the development of a suite of models, SusGen-
GPT, trained on the curated dataset. These
models were evaluated across six adapted tasks
and two off-the-shelf tasks, showing state-of-
the-art performance, surpassing all other mod-
els except GPT-4. Remarkably, SusGen-GPT
achieved an average score only 0.02 below
GPT-4, despite using models with only 7-8B pa-
rameters compared to much larger GPT-4. This
demonstrates the efficiency of our approach in
delivering high performance with significantly
fewer resources, addressing existing challenges
and fostering further advancements in the finan-
cial and ESG research community.

1 Introduction

In recent years, the convergence of technologi-
cal advancement and climate change concerns has
highlighted the critical need for sophisticated tools
in the financial sector. Financial institutions and
corporations increasingly require advanced systems
capable of efficiently processing and generating fi-
nancial reports, analyzing Environmental, Social,
and Governance (ESG) metrics, and producing

fCorrespondence to Qilong Wu (gilong_wu@u.nus.edu)
and Ranjan Satapathy (satapathy_ranjan @ihpc.a-star.edu.sg).

comprehensive TCFD-format! reports to maintain
transparency and accountability in their operations.
Large Language Models (LLMs) (Brown et al.,
2020; Ouyang et al., 2022; Touvron and et. al.,
2023a; OpenAl, 2023a; Touvron and et. al., 2023b)
have emerged as powerful tools, demonstrating re-
markable capabilities in various domains includ-
ing commonsense reasoning, machine translation,
and even self-training methodologies (Yeo et al.,
2024). However, a significant challenge persists in
the development of LLMs specifically tailored for
specialized domains such as finance and ESG (Liu
et al., 2023; Wang et al., 2023a). This limitation
can be attributed primarily to the models’ training
data predominantly consisting of general text docu-
ments, resulting in a notable scarcity of specialized
domain knowledge and expertise.

In light of these challenges, we propose SusGen-
30K, a meticulously curated dataset that is designed
to tackle multiple NLP tasks across both financial
and ESG domains. More importantly, we introduce
a suite of LLMs, trained on our proposed dataset,
which we refer to as SusGen-GPT. SusGen-GPT is
capable of achieving superior performance across
multiple downstream tasks simultaneously, when
compared against LLMs with much larger parame-
ters, like GPT-4 (OpenAl, 2023a).

Additionally, we propose a new benchmark,
TCFD-Bench, specifically designed to assess mod-
els’ ability to generate concise and accurate ESG
reports from annual reports. We likewise con-
duct experiments on the proposed benchmark using
SusGen-GPT. In total, our contributions include the
following:

1. SusGen-30K, a large-scale high quality

dataset in both financial & ESG domain.

2. We propose and release a well-curated bench-

"https://www.fsb-tcfd.org/. We investigated various sus-
tainability reporting guidelines, including GRI, SASB, EU
CSRD, etc., and ultimately chose TCFD because it is more
standardized and universally applicable.
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Figure 1: An overview of model comparison with both
open-source and closed-base baseline models on seven
financial NLP tasks. The two sub-figures show that
our model SusGen-GPT achieves state-of-the-art perfor-
mance in most benchmarks.

mark, tailored towards ESG report generation,
TCFD-Bench.

3. A suite of fine-tuned LLMs, SusGen-GPT,
shown to achieve comparable state-of-the-art
performance to GPT-4 across both general fi-
nancial and ESG NLP benchmarks as shown
in Figure 1 when most of open-source mod-
els struggle to perform well in these domains.
Remarkably, our models only have only 7-8B
parameter models even with quantization com-
paring to the GPT4 with far more parameters,
making it a computational efficient solution.

2 Related Work and Background

NLP for Finance & ESG Natural Language Pro-
cessing (NLP) has found extensive applications
in various financial tasks, demonstrating its ver-
satility and depth in addressing diverse financial

issues (Masson and Paroubek, 2024; Aguda et al.,
2024). The key tasks in the financial domain in-
clude Question Answering (QA), Headline Clas-
sification (HC), and report generation. More no-
tably, there exists a gap in achieving an acceptable
level of proficiency in automating the generation
of ESG reports (Sun et al., 2024). One such ef-
fort, ChatReport (Ni et al., 2023) is developed to
perform summarization and analysis on ESG re-
ports. However, these tools face challenges such
as generating reports that are overly simplified and
lacking important details. Other attempts (Bronzini
et al., 2024; Zou et al., 2023; Luccioni et al., 2020)
mainly rely on existing data extraction techniques
and face difficulty in processing unstructured data.
Our dataset aims to bridge these gaps by provid-
ing a data-centric approach to training LLMs in a
multi-task manner.

General Large Language Models Given the in-
creased accessibility to large amounts of publicly
available data, there has been a constant upward
trend in releasing instruct-tuned LLMs. These mod-
els include Alpaca (Taori et al., 2023), an LLM
trained on a dataset augmented with GPT-3. Re-
cently, the latest open-source LLMs, Mistral-v0.3
(Jiang et al., 2023) and Llama3 (Dubey and et. al,
2024), have joined the community, showcasing im-
pressive human-like capabilities across various do-
mains. However, these models are not tailored to
any specific domain and often underperform in spe-
cialized areas such as finance and ESG.

Financial Large Language Models Financial
Large Language Models (FinLLMs) are specifi-
cally developed to handle financial text data, of-
fering more precise financial analysis and predic-
tions. One of the earlier efforts, BloombergGPT
(Wu et al., 2023), is a 50B model trained on a mas-
sive dataset comprising a mixture of financial and
general text data. However, it is not publicly ac-
cessible and hence there is a call for more open
and inclusive alternatives. Other open-source al-
ternatives includes FinGPT (Yang et al., 2023; Liu
et al., 2023) and CFGPT (Lei et al., 2024), which
introduce tools focused on data acquisition, clean-
ing, and preprocessing. Their goal is to democ-
ratize financial data and the development of Fin-
LLMs, offering a wide range of potential applica-
tions. Nonetheless, these efforts have not addressed
key concerns on the imbalance in training data and
lack of knowledge in the ESG domain. CFGPT
faces limitations in language such as only being
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limited to the Chinese language.

Financial Benchmarks As FinLLMs rapidly ad-
vance, the importance of financial evaluation bench-
marks has grown significantly. For example, Fin-
GPT Benchmarks (Wang et al., 2023a) and FLUE
(Shah et al., 2022), focused on assessing NLP tools
on a wide array of tasks such as NER and SA.
PIXIU (Xie and et. al., 2023, 2024) is a large-scale
multitask dataset containing 136K data samples as
well as offering benchmarks covering five down-
stream tasks. However, these evaluation frame-
works lack specialized ESG content. We aimed to
bridge this gap by introducing TCFD-Bench.

3 SusGen-GPT

3.1 Framework

The system, SusGen, utilizes SusGen-GPT in-
tegrated with Retrieval-Augmented Generation
(RAG) specifically for the sustainability report gen-
eration task, as shown in Figure 2. For most fi-
nancial NLP tasks, SusGen processes the input by
prompting and directly feeding it into SusGen-GPT
to generate responses. However, for the sustainabil-
ity report generation task, the system employs RAG
to extract relevant information from raw, unstruc-
tured annual reports. This extracted information
is then combined into pre-defined prompts, which
SusGen-GPT uses to generate a comprehensive
TCFD-compliant report. The provided summary
ensures the generated report adheres to TCFD stan-
dards. Additionally, the model is able to answer
ESG-related queries concerning company report.

3.2 Data Construction

SusGen-30K The dataset is originally sourced
from two primary sources: open-source datasets
available on Hugging Face? and annual reports
sourced from TCFDHub? Database. The construc-
tion process for SusGen-30K involves a compre-
hensive automatic pipeline that starts with data col-
lection from various sources such as company re-
ports (including annual and ESG reports), publicly
available financial datasets, and automated content
crawlers that scrape financial data from the web,
shown as the Figure 4.

This raw data undergoes thorough preprocess-
ing steps, including manual annotation to extract
useful content, machine-translated data to aug-
ment the dataset with multilingual data, and other

2https ://huggingface.co/
Shttps://www.tcfdhub.org/reports

augmentation techniques to generate novel data
samples. We also include anonymization to re-
move sensitive information and comply with pri-
vacy regulations. Finally, the preprocessed data
is reformatted into a format compatible with the
Supervised-FineTuning(SFT) dataset, ensuring it
is well-balanced and ready for training models in
financial NLP and Sustainability Report Genera-
tion. This structured approach ensures that the
dataset is robust, diverse, and high-quality, suitable
for advancing the field of sustainable finance. The
collected data are then divided into the seven afore-
mentioned financial tasks outlined in Appendix B.
Notably, to prevent the model from losing general
capabilities, we also incorporated a portion of gen-
eral and mathematical data into the mix.

Inspired by the scaling law (Kaplan et al., 2020)
and Common-7B (Li et al., 2024), we perform
scaling on the dataset to address the imbalance
in sample size between the different tasks in the
dataset. For large-scale category data, we down-
sample them based on data quality to create a
well-balanced dataset. Finally, we concatenate all
the samples to form the SusGen-30K instruction
dataset, which can be used for the financial NLP do-
main. For detailed information regarding the data
sources and composition, please refer to Figure 3
in Appendix C.

TCFD-Bench The benchmark includes a balanced
distribution of tasks related to ESG reporting, en-
suring coverage of key areas like governance, risk
management, and strategic planning, which offers
significant potential to streamline and enhance the
quality of ESG reports in the TCFD format. A
sample is shown in Figure 3, illustrating that each
report includes three main parts: context, input,
and output. The context section provides a detailed
introduction to the company, outlining its specific
structure regarding the given topic (governance).
The input consists of the instruction and question,
while the output presents the answer from the re-
port. All text is extracted using GPT-40 and man-
ual effort, as depicted in Figure 3. The context
information is generated from annual reports using
GPT-40, while the TCFD reports are manually ex-
tracted to obtain the questions and answers. To be
specific, the explicit question-answer pairs are ex-
tracted from 14 ESG PDF reports in the TCFD for-
mat. Then we anonymize the data to cover sensitive
information, and use Mistral 7B to generate diversi-
fied instructions to guide the model’s performance.
This dual approach leverages both automated large
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Figure 2: Overview of the SusGen System Pipeline.

language models and human expertise to build a
comprehensive dataset for ESG reporting.
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Figure 3: The data construction pipeline of TCFD-
Bench, illustrated with an example extracted and pro-
cessed from the Wolfspeed_2022.pdf reports.

3.3 Statistics

In this section, we present the statistical informa-
tion about our training dataset, SusGen-30K. As
illustrated in Figure 5, the dataset is well-balanced
across various task categories, ensuring comprehen-
sive coverage of financial and ESG domains. Spe-
cific details regarding the dataset’s categories can
be found in the Appendix C.1, including Table 3,
which provides information on the data sources and
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Figure 4: The pipeline of SusGen-30K data construc-
tion. The process involves collecting data open-source
datasets from hugging-face and company reports from
TCFD-Hub Database, followed by quality control and
various automatic LLMs pre-processing steps to create
the final instruction-following format dataset.

quantities for each category, and Figure 8, which
shows the token length distribution for each task
in the final SusGen-30K dataset. This balanced
distribution allows the model to learn effectively
from multi-tasks with low bias, contributing to the
robustness and versatility of SusGen-GPT in han-
dling diverse financial and ESG-related tasks.

3.4 Evaluations

Our evaluation includes six adapted tasks and two
non-adapted (off-the-shelf) tasks, the latter con-
sisting of Text Summarization and Sustainability
Report Generation, which were not present in the
training dataset. The metrics used to evaluate the
performance of SusGen-GPT on various financial
and ESG tasks are as follows.

For Financial Question Answering and Financial
Table Question Answering, we employed Exact
Match Accuracy and F1 score to measure the pre-
cision of the answers. For Headline Classification,
we used the Micro F1-score to balance precision
and recall across all classes. Named Entity Recog-
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Figure 5: SusGen-30K Category Distribution. Highlight
the proportion of data dedicated to each specific task
area in financial NLP.

nition was assessed using the Entity F1-score to
evaluate the accuracy of recognizing and classify-
ing named entities. Sentiment Analysis used the
F1-score and Accuracy to measure the balance be-
tween precision and recall for predicted sentiments.
For Text Summarization, we utilized the ROUGE
(Lin, 2004) and BERTScore (Zhang et al., 2019) to
evaluate the quality of the summaries by comparing
the overlap of unigrams between the generated and
reference summaries. For sustainable report gen-
eration, model performance was evaluated using
BERTScore, ROUGE, METEOR (Banerjee and
Lavie, 2005), and BLEU-N (Papineni et al., 2002)
scores. These metrics were used to measure the
similarity of the machine-generated text to the ex-
pert reference content, ensuring that the evaluations
are robust and reliable.

The chosen metrics are relevant and effective in
capturing the performance nuances of each task,
offering a detailed view of how well the model
performs in each area. Evaluation scores were cal-
culated for each sub-task individually to provide
specific insights into each task’s performance. Ad-
ditionally, we provide the average score for each
category to offer a holistic view of SusGen-GPT’s
performance across different tasks, highlighting the
model’s strengths and areas for improvement.

4 Experiments & Analysis

4.1 Experimental Setup

Based on the understanding that LoRA can effec-
tively retain learned knowledge without significant
forgetting (Biderman et al., 2024), we chose the
QLoRA (Dettmers et al., 2024) method over full
fine-tuning to preserve the model’s general capa-
bilities while ensuring computational efficiency.
Our experiments employed the SusGen-GPT mod-

els, leveraging four baseline models: Mistral-v0.3-
7B, Mistral-Instruct-v0.3-7B*, LLaMA-3-8B, and
LLaMA-3-8B-Instruct’, using the QLoRA method
for supervised fine-tuning due to its computational
efficiency. The experiments were conducted on two
NVIDIA RTX 24GB 3090 Ti GPUs. We use differ-
ent scale datasets of our curated SusGen-30K as the
training data. During training, we employ 32-bit
Paged AdamW (Loshchilov and Hutter, 2019) opti-
mizer with a cosine learning rate schedule for total
3 epochs of training. The learning rate is set to 2e-5,
10% warmup steps, 8 batchsize per device with 8
gradient accumulation steps. The maximum token
length is set 2048 tokens with alpaca prompt tem-
plate. And we use 4-bit quantization with double
quantization enabled and bfloat16 as the compute
data type, set lora rank to 16 and alpha to 32 with
a dropout rate of 0.1. Out of twelve models we
trained, the most resource-intensive one, involving
30K data records and 8B model, takes around 10
hours on our device.

During evaluation, we use the same alpaca
prompt shown in Appendix A as used in Train-
ing and combining vllm inference optimization
techniques. We use LangChain® to manage vector-
database retriever. We use all-mpnet-base-v2’ for
text chunk embedding, split reports into chunks of
1024 tokens and retrieve the top 10 related chunks.
We set the temperature to 0.2, top_p to 0.9, top_k
to 40 and repetition_penalty to 1.2.

4.2 Benchmarks & Baseline Models

In this section, we introduce the benchmarks which
consist of 14 datasets across 8 tasks in financial
and esg NLP domain and baseline models used to
evaluate SusGen-GPT’s performance.

Benchmarks Text Summarization and Sustain-
ability Report Generation are considered two non-
adapted tasks because our training set does not
explicitly include them, while the other six tasks
are regarded as adapted tasks. For finanical Q&A
task, the FinQA (Chen et al., 2021) dataset focuses
on multi-step numerical reasoning through finan-
cial reports. In finanical table Q&A, the TATQA
(Zhu et al., 2021) dataset addresses multi-step nu-

*The model is released by Mistral Al under the Apache
2.0 license for both commercial and non-commercial usage.

SLLaMA3 models are licensed under a bespoke commer-
cial license by Meta Al.

Shttps://python.langchain.com/

"https://huggingface.co/sentence-transformers/all-mpnet-
base-v2
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merical reasoning through financial tables, while
the ConvFinQA (Chen et al., 2022) dataset involves
multiple rounds of Q&A based on earnings reports
and tables. Sentiment analysis examines the lin-
guistic and economic meanings in financial texts,
using FinQASA (Maia et al., 2018) for sentiment
extraction and FOMC (Shah et al., 2023a) to cat-
egorize sentences as "hawkish" or "dovish". As
for news headlines classification, the MultiFin (Jgr-
gensen et al., 2023) dataset classifies financial texts
like analyst reports, news stories, and investor com-
mentary. The MLESG (Chen et al., 2023) dataset
detects ESG issues. Named entity recognition ex-
tracts entities from financial agreements and SEC
documents using NER (Alvarado et al., 2015) and
FINER-ORD (Shah et al., 2023b) datasets. Rela-
tion extraction uses the FINRED (Sharma et al.,
2022) dataset to identify relationships in financial
news and earnings records, such as "products pro-
duced" and "manufacturers.” The SC (Mariko et al.,
2020) dataset discerns causal relationships in news
and SEC filings. For text summarisation, EDT-
SUM (Zhou et al., 2021) dataset abstracts finan-
cial news articles into concise summaries. In sus-
tainability report generation, we utilized the pro-
posed TCFD-Bench, requiring the model to gener-
ate TCFD-format ESG reports based on relevant
content from company annual reports.

Baseline Models For closed-source LLMs, we
compare our model with OpenAl’s GPT-4 (Ope-
nAl, 2023a), which demonstrates exceptional
zero-shot performance across multiple NLP tasks,
and Gemini (Team et al., 2023), a multimodal
model capable of processing both text and im-
ages, enhancing performance in cross-modal tasks.
Among open-source LL.Ms, we include Mistral
7B-Inst-v0.2/v0.3 (Jiang et al., 2023), a high-
performing model in the open-source community,
and LLaMA3 (Dubey and et. al, 2024), Meta’s
state-of-the-art model that significantly improves
accuracy and efficiency in text generation and com-
prehension. Additionally, we evaluate FinMA7B
(Xie and et. al., 2023), optimized for financial text
analysis, and Falcon7B (Almazrouei et al., 2023),
both 7B-parameter models designed for specialized
and diverse NLP tasks, respectively.

4.3 Main Results and Comparison

We evaluate and compare SusGen-GPT on eight
tasks in total against other baseline models, in-
cluding seven financial NLP tasks using well-

established benchmarks as well sustainability re-
port generation (SRG) using our proposed TCFD-
Bench. The performance of SusGen-GPT across
the seven financial tasks is presented in Table 1 and
Figure 1, while the evaluation results for SRG can
be found in Table 2.

SusGen-GPT demonstrates competitive perfor-
mance across multiple financial benchmarks. In
SA, it achieves an F1 score of 0.72 on the FIQASA
dataset, comparable to GPT-4’s 0.70, though GPT-4
slightly outperforms it on the FOMC dataset (0.71
vs. 0.70). For HC, SusGen-GPT scores 0.52 on the
MultiFin dataset, trailing GPT-4’s 0.65, but leads
on the MLESG dataset with a score of 0.51. In
NER, it achieves 0.35 on the NER dataset and 0.18
on the FINER-ORD dataset, but these results fall
short of GPT-4’s 0.83 and 0.77, respectively. In
RE, SusGen-GPT excels with an F1 of 0.96 on the
SC dataset, outperforming all others, though it per-
forms modestly on FinRED (0.23). For FinQA and
FinTQA, the model scores 0.57 on FinQA (slightly
behind GPT-4’s 0.63) and 0.80 on TATQA, surpass-
ing other models and showcasing strong financial
question-answering capabilities.

For sustainability report generation, SusGen-
GPT was evaluated on TCFD-Bench against
CHATREPORT (Table 2). SusGen-GPT outper-
formed CHATREPORT in Rouge-L (0.20 vs. 0.14),
BERTScore (0.40 vs. 0.32), and METEOR (0.27
vs. 0.12), while CHATREPORT led marginally on
BLEU-1 (0.41 vs. 0.39). These highlight SusGen-
GPT’s effectiveness in generating ESG reports.

In conclusion, our models achieved near-GPT-4
performance across eight financial tasks, even sur-
passing it on some, using only 7-8B parameters
compared to GPT-4’s 1,700B. This demonstrates
the efficiency and effectiveness of our smaller mod-
els in achieving state-of-the-art results.

4.4 Ablation Study

In this section, we investigate the effect of dataset
scaling on SusGen-GPT across eight financial NLP
tasks using datasets of 10k, 20k, and 30k samples.
Comprehensive results can be found in Table 4 in
Appendix D, and the performance trends for all
tasks are illustrated in Figure 6.

Overall, the results show a clear trend: increas-
ing the dataset size consistently improves perfor-
mance across all tasks. This pattern is evident as
larger datasets allow the models to better capture
complex patterns in financial and ESG-related data,
leading to higher scores in various metrics such as
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N e e
FiQASA (Maia et al., 2018) SA Fl1 0.72 0.70 0.71 0.73 0.72 0.72 0.69 0.67 0.65 0.74
FOMC (Shah et al., 2023a) SA F1 0.70 0.71 0.53 0.49 0.53 0.47 0.49 0.30 0.30 0.37
MultiFin (Jgrgensen et al., 2023) HC MicroF1 0.52 0.65 0.62 0.63 0.50 0.56 0.14 0.09 0.50 0.51
MLESG (Chen et al., 2023) HC MicroF1 0.51 0.35 0.34 0.31 0.23 0.48 0.00 0.06 0.47 0.49
NER (Alvarado et al., 2015) NER EntityF1 0.35 0.83 0.61 0.04 0.06 0.04 0.39 0.00 0.17 0.15
FINER-ORD (Shah et al., 2023b) NER EntityF1 0.18 0.77 0.14 0.07 0.06 0.04 0.00 0.00 0.08 0.14
FinRED (Sharma et al., 2022) RE F1 0.23 0.02 0.00 0.00 0.04 0.08 0.00 0.00 0.13 0.14
SC (Mariko et al., 2020) RE Fl1 0.96 0.81 0.74 0.61 0.93 0.90 0.19 0.67 0.90 0.85
FinQA (Chen et al., 2021) FINQA EmAcc 0.57 0.63 0.00 0.06 0.16 0.54 0.04 0.00 0.31 0.32
TATQA (Zhu et al., 2021) FINTQA EmAcc 0.80 0.13 0.18 0.01 0.26 0.60 0.00 0.00 0.48 0.52
ConvFinQA (Chen et al., 2022) FINTQA EmAcc 0.69 0.76 0.43 0.25 0.21 0.65 0.20 0.00 0.48 0.58
EDTSUM (Zhou et al., 2021) SUM Rouge-1 0.27 0.20 0.39 0.25 0.11 0.15 0.13 0.12 0.15 0.18
BertScore 0.54 0.67 0.72 0.68 0.41 0.47 0.38 0.51 0.48 0.49

Table 1: Comparison of zero-shot and few-shot performance between our model and baseline LLMs on seven

G

general financial tasks.

Sentiment Analysis Performance Headline Classification Performance

represents the evaluation result from the previous paper FinBen (Xie and et. al., 2024).
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Figure 6: Ablation study results of our models SusGen-GPT trained on 10k, 20k, and 30k subsets of our dataset
SusGen-30K, illustrating the data scaling effect across eight financial NLP tasks.

Models Rouge-L  Bert-Score METEOR BLEU-1 BLEU-2 BLEU-3 BLEU-4

ChatReport 0.14 0.32 0.12 0.41 0.10 0.03 0.02
SUSGEN-

GPT (Ours) 0.20 0.40 0.27 0.32 0.12 0.07 0.05

Table 2: Comparison of sustainability report generation
performance on TCFD-Bench between our model and
CHATREPORT.

F1 and MicroF1.

For instantce, in FIQASA, SusGen-GPT reaches
an F1 score of 0.72 at the 30k scale, up from 0.66
at 10k. Similarly, in the FOMC dataset, SusGen-
GPT achieves an F1 score of 0.70 at 30k, compared
to 0.61 at 10k. In Relation Extraction tasks like
FinRED, the model improves from an F1 score
of 0.04 at 10k to 0.23 at 30k, showing substantial
performance gains as the dataset grows. Likewise,
in NER tasks, the EntityF1 score increases from
0.27 at 10k to 0.35 at 30k. These findings clearly

demonstrate that increasing the dataset size enables
SusGen-GPT to capture more complex patterns,
leading to better overall performance in financial
NLP tasks.

4.5 Qualitative Analysis

Generated Sustainability Report Analysis A
comparison of the outputs obtained by SusGen-
GPT and ChatReport based on the company’s an-
nual report after inputting the same TCFD standard
ESG-related questions is shown in Appendix E.
The detailed comparison of these models is illus-
trated in Figure 7. ChatReport is a robust, publicly
available text generation model for creating ESG
reports in the TCFD format, leveraging the capabil-
ities of GPT-3.5. However, SusGen-GPT surpasses
ChatReport in several key areas. It offers a de-
tailed breakdown, specific action points, enhanced
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E le Prompt Model E le Output
Instruction: You are a ‘Walmart has identified climate change, regeneration of natural resources, waste man-
senior equity analyst with ChatReport  agement, and people in supply chains as relevant climate-related risks and opportunities.
expertise in climate science, The report does not clearly associate these risks with specific time horizons.
evaluating a company ’s The organization, Walmart, identifies several climate-related risks and opportunities in
sustainability report, you various time horizons as follows:
will answer the question in Short Term (Up to One Year):
detail based on the * Continuous improvement in carbon footprint due to ongoing investments in energy
company’s ESG Annual efficient technologies and processes.
Report. * Enhancing supply chain resilience against physical climate risks such as extreme
Report: weather events.
* Complying with regulatory requirements relating to Green House Gas (GHG) emission
reductions.
Medium Term (One To Ten Years):
* Transitioning towards net zero emissions by implementing more aggressive decolo-
nization measures.
* Expanding capacity for storing and utilizing Renewable Energy (RE), given increasing
adoption and decreasing costs.
SusGen

Question: What are the
most relevant
climate-related risks and
opportunities that the
organization has identified
over the short, medium, and
long term? Are risks clearly
associated with a horizon?

* Adapting infrastructure and logistics networks to be better prepared for intensifying
effects of climate change.

Each of these climate-related risks and opportunities is explicitly linked with specific
time frames throughout the text of the provided context. The nature of each risk or
opportunity also varies; some being primarily challenges to business continuity while
others present potential benefits via cost savings, improved operational efficiencies,

enhanced reputation, etc.

Figure 7: A generated Sustainability Report Example. A comparison of the output obtained by our SusGen-GPT
and ChatReport with the same question in the TCFD-Bench.

contextual clarity, and a comprehensive approach.

SusGen-GPT’s structured format provides signif-
icant advantages, making it a superior tool for gen-
erating TCFD-format ESG reports. These improve-
ments ensure that reports produced by SusGen-
GPT are not only more informative but also more
actionable and easier to understand. By breaking
down the risks and opportunities into specific time
horizons, SusGen-GPT provides a clear roadmap
for addressing climate-related challenges and lever-
aging opportunities. Each identified risk and op-
portunity is linked to specific actions and goals, en-
suring that the report is practical and aligned with
the company’s strategic objectives. The enhanced
contextual clarity provided by SusGen-GPT allows
users to better understand the implications of each
risk and opportunity, aiding stakeholders in mak-
ing informed decisions. The detailed action points
help in formulating concrete sustainability strate-
gies, improving operational efficiency, enhancing
reputation, and ensuring regulatory compliance.

In contrast, while ChatReport provides a broad
overview of climate-related risks and opportuni-
ties, it lacks the depth and specificity found in
SusGen-GPT’s output. ChatReport’s responses are
less structured and do not consistently associate
risks with specific time horizons, which can make
it harder for users to prioritize actions and under-
stand the timeline for implementation. In summary,
SusGen-GPT’s comprehensive and structured ap-

proach to generating ESG reports in the TCFD
format makes it a more effective tool for compa-
nies aiming to address climate-related risks and
opportunities in a clear, actionable, and strategi-
cally aligned manner.

5 Conclusion and Future Work

In conclusion, this work introduces SusGen-30K
and SusGen-GPT as significant contributions to ad-
dressing the gap in specialized language models
for the financial and ESG sectors. The carefully
curated SusGen-30K dataset enables SusGen-GPT
to achieve superior performance in sustainability
report generation and related financial tasks, out-
performing larger-scale language models. Further-
more, the development of TCFD-Bench establishes
a standardized evaluation benchmark for ESG re-
port generation, facilitating robust assessment.
Future research will focus on expanding the
SusGen-30K dataset to include more specialized
ESG tasks, enhancing the model’s financial capa-
bilities. We will also refine TCFD-Bench with ad-
ditional evaluation metrics, ensuring a more com-
prehensive approach to ESG reporting. Further-
more, we plan to extend our work to other format
reporting standards, such as GRI and SASB, to
broaden the models’ applicability. This research
lays a solid foundation for developing tools that
meet the growing needs of the financial sector and
improve climate-related financial disclosures.
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Limitations

Limited Model Performance One of the limita-
tions of our work is the performance of our models,
which is influenced by resource constraints. The
large models we utilize are typically in the range
of 7B/8B in terms of parameters. Due to limited
resources, we have not had the opportunity to ex-
plore the potential benefits of 70B parameter or
larger models. As a result, our models may not
achieve their full potential performance, and this
is an aspect we are mindful of as we continue our
work. We aim to address these limitations in the
future and strive to improve the performance of our
models as resources allow.

Limited Evaluation from Expert While experts
have conducted quality analysis for certain cases,
the evaluation of large-scale data relies on auto-
mated scores such as BLEU and ROUGE metrics.
These automated evaluations, while valuable, may
potentially introduce biases and lack the nuanced
understanding that human expertise provides, par-
ticularly in the ESG (Environmental, Social, and
Governance) domain. Furthermore, there is a short-
age of expert resources in the ESG domain, which
limits the comprehensive evaluation of the data con-
cerning ESG factors. As a result, the evaluation
may not fully capture the depth and complexity of
the ESG-related aspects of the data.

Unsuitable for various ESG Subtasks The
model’s performance may exhibit significant vari-
ability across different subfields, highlighting the
necessity for targeted research and optimization for
specific ESG-related subtasks. For example, cer-
tain subfields, such as renewable energy investment
or sustainable supply chain management, might re-
quire more customized approaches to ensure the
model’s performance meets the expected standards.
These variations necessitate a more granular under-
standing of each subfield’s unique characteristics
and requirements, demanding further data gather-
ing and model adjustments.

Insufficient Diverse Report Template Despite
the significant progress achieved by our model,
there are still notable limitations concerning the
comprehensiveness of the dataset. Firstly, our
model was predominantly trained on a limited num-
ber of reports in the TCFD (Task Force on Climate-
related Financial Disclosures) format, with sparse
representation from other key standards such as

the GRI (Global Reporting Initiative), SASB (Sus-
tainability Accounting Standards Board), and CDP
(Carbon Disclosure Project). This narrow data
source limits the model’s generalization capabil-
ities and may hinder its performance when dealing
with reports adhering to different standards and
formats.

Ethical Considerations

False Information from LLMs One of the press-
ing issues in this work is the phenomenon of model
hallucination, where the model generates informa-
tion that is not present in the input data. This prob-
lem is particularly significant when applying ad-
vanced techniques like LLMs to financial data, as
generating false information can have serious im-
plications. For instance, inaccurate or misleading
financial reports can lead to incorrect business de-
cisions, regulatory non-compliance, and loss of
stakeholder trust. Addressing this issue requires
ongoing research and development to improve the
reliability and accuracy of NLP models.

Bias towards Firm Perspective Another con-
sideration is the inherent bias towards the firm’s
perspective in the extracted information from cor-
porate sustainability reports. This bias arises be-
cause the data predominantly originates from the
companies themselves, potentially leading to a
one-sided view that may overlook critical aspects
such as stakeholder opinions and third-party assess-
ments. To mitigate this, future work should aim
to incorporate a more diverse set of data sources,
including independent audits and reports from non-
governmental organizations (NGOs), to provide
a more balanced view of corporate sustainability
practices.

License of the Tool To ensure that our tool is
accessible and adaptable by all stakeholders, we
have chosen to release it under the Apache License
2.0 later. This open-source license allows for wide
distribution, usage, and modification of the tool,
thereby facilitating collaborative development and
continuous improvement. By doing so, we aim to
foster a community of practice that can collectively
address the challenges and leverage the opportuni-
ties presented by the use of NLP in financial con-
texts. This approach not only democratizes access
to advanced technologies but also encourages trans-
parency and accountability in their application.
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A Prompt Template

We use alpaca (Taori et al., 2023) prompt template
to train and test our models as following.

Alpaca Prompt Template

Below is an instruction that describes a task,
paired with an input that provides further context.
Write a response that appropriately completes the
request.

<begin of special token>
#i## Instruction:
<Instruction>

### Input:
<Input>

<end of special token>
#i## Response:

<Output>
\ J

For the Llama3 model, the special tokens are <lbe-
gin_of _text|> and <leot_idl>, while for the Mistral
model, they are [INST] and [/INST].

B Financial Tasks Definition and
Examples

This appendix outlines the definitions of various
financial tasks, along with corresponding examples
within the financial and ESG domains, as addressed
by SUSGEN-GPT. These tasks include Headline
Classification (HC), Named Entity Recognition
(NER), Relation Extraction (RE), Sentiment Analy-
sis (SA), Financial Question Answering (FIN-QA),
Financial Table Question Answering (FIN-TQA),
Text Summarization (SUM), and Environmental,
Social, and Governance Question Answering (ESG-
QA). Each task is designed to tackle specific chal-
lenges, providing detailed analysis and insights
within the financial and ESG contexts.

B.1 Headline Classification (HC)

Headline Classification refers to the process
of categorizing news headlines or report titles
into predefined classes, aiming to systematically
group them based on their content, context, or
subject matter for easier identification and analysis.

Headline Classification

Instruction:

In this task, you’re working with English head-
lines from the MULTIFIN dataset. This dataset
is made up of real-world article headlines from a
large accounting firm’s websites. Your objective
is to categorize each headline according to its pri-
mary topic. The potential categories are ’Finance’,
"Technology’, "Tax & Accounting’, Business &
Management’, ’Government & Controls’, and ’In-
dustry’. Your response should only include the
category that best fits the headline.

Input:

PwC and Alpina Publisher have announced publi-
cation of the book The Critical Few

Qutput:

Industry.
. J

B.2 Named Entity Recognition (NER)

Named Entity Recognition is the task of identifying
and classifying proper nouns, such as names of
individuals, organizations, locations, and financial
entities, within a given text.

Named Entity Recognition
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Instruction:

In the sentences extracted from financial agree-
ments in U.S. SEC filings, identify the named
entities that represent a person ("PER’), an or-
ganization CORG’), or a location CLOC’). The
required answer format is: ’entity name, entity
type’.

Input:

SUBORDINATED LOAN AGREEMENT HER-
BERT SMITH LLP Page 1 of 12 7 - December
2007 TABLE OF CONTENTS Clause Headings
Page 1.

Output:

HERBERT SMITH, PER
\ J

B.3 Relation Extraction (RE)

Relation Extraction involves detecting relation-
ships between entities in text, such as acquisitions,
partnerships, regulatory actions, or other interac-
tions.

Relation Extraction

Instruction:

Given the input sentence, please extract the sub-
ject and object containing a certain relation in
the sentence according to the following relation
types, in the format of felationl: wordl, word2;
relation2: word3, word4- Relations include: pro-
duct/material produced; manufacturer; distributed
by; industry; position held; original broadcaster;
owned by; founded by; distribution format; head-
quarters location; stock exchange; currency; par-
ent organization; chief executive officer; direc-
tor/manager; owner of; operator; member of; em-
ployer; chairperson; platform; subsidiary; legal
form; publisher; developer; brand; business divi-
sion; location of formation; creator.

Input:

While chief executive officer Tim Cook has suc-
ceeded in introducing an entirely new category
with the Apple Watch, sales remain modest, indi-
cating that Apple will have to keep relying on the
iPhone to fuel growth.

Output:

position_held: Tim Cook, chief executive officer
\ J

B.4 Sentiment Analysis (SA)

Sentiment Analysis is the task of evaluating the
emotional tone in a text to determine whether it con-
veys a positive, negative, or neutral sentiment.

Sentiment Analysis

Instruction:
What sentiment is expressed in this statement?
Choose from Positive, Negative, or Neutral.
Input:
Amidst high expectations, Qualcomm’s first-
quarter projection fell short of analyst estimates,
indicating a potential dip in profitability. The com-
pany’s estimated profit range of 46 to 50 cents per
share, excluding certain items, contrasts sharply
with the analyst consensus of 61 cents per share,
signaling a possible negative market response.
Output:

L Neutral

B.5 Financial Question Answering (FIN-QA)

Financial Question Answering is the task of provid-
ing accurate responses to queries based on financial
data, reports, and documents, helping users under-
stand complex financial information and make in-
formed decisions.

Financial Question Answering

Instruction:

Read the text below and answer the questions by
performing the appropriate numeric operation.
Input:

The NASDAQ index climbed up to the beginning
of the opening, but the government bond yields
reached a level of nearly 2%.

KOSDAQ is trading at 841.36, down 11.47 points
(1.34%) from the previous trading day.Individuals
and institutions bought 80 billion won and 18.5
billion won, respectively.On the other hand, for-
eigners sell 92.8 billion won.

Question: Where did you buy more individuals
and institutions in the KOSDAQ market?
Output:

In the KOSDAQ market, more individuals and
institutions are bought.The individual bought 80
billion won, while the agency bought 18.5 billion
won.Therefore, individuals bought more than in-

stitutions. Therefore, the answer is an individual.
§ J

B.6 Financial Table Question Answering
(FIN-TQA)

Financial Table Question Answering extends tra-
ditional question answering by focusing on struc-
tured data, specifically extracting and interpreting
information from financial tables.
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Financial Table Question Answering

Instruction:

Please provide your answer to the financial ques-
tion based on the context.

Input:

Entergy Corporation and Subsidiaries Manage-
ment 2019’s Financial Discussion and Analysis:
A result of the Entergy Louisiana and Entergy
Gulf States Louisiana business combination, re-
sults of operations for 2015 also include two items
that occurred in October 2015: 1) a deferred tax
asset and resulting net increase in tax basis of
approximately $334 million, and 2) a regulatory
liability of $107 million ($66 million net-of-tax)
as a result of customer credits to be realized by
electric customers of Entergy Louisiana, consis-
tent with the terms of the stipulated settlement in
the business combination proceeding. See Note
2 to the financial statements for further discus-
sion of the business combination and customer
credits...... Net Revenue Utility: Following is an
analysis of the change in net revenue comparing
2015 to 2014.

Amount (in millions)

2014 Net Revenue $5735
Retail Electric Price 187
Volume/Weather 95
Waterford 3 Replace- -32 (32)
ment Steam Generator

Provision

MISO Deferral -35 (35)
Louisiana Business Com- | -107 (107)
bination Customer Cred-

1ts

Other 14 (14
2015 Net Revenue $5829

The retail electric price variance is primarily due

on this text. Use your understanding of the content
to express the main ideas and crucial details in a
shorter, coherent, and natural sounding text.
Input:

BEIJING, April 9, 2020 /PRNewswire/ — Baidu,
Inc. (NASDAQ: BIDU) (Baiduor the Company')', a
leading search engine, knowledge and information
centered Internet platform and Al company, today
announced that pursuant to directives of relevant
PRC regulators, Baidu has suspended updating
its content on certain newsfeeds channels within
Baidu App and conduct maintenance, beginning
from April 8, 2020. The Company expects that the
suspension may have impact on the marketing ser-
vices revenue related to the suspended channels.
The Company will undertake additional measures
to fully comply with the directives of the regula-
tors, ... Chinese governmental policies relating to
the Internet and Internet search providers, and gen-
eral economic conditions in China and elsewhere.
... SOURCE Baidu, Inc.

Output:

Baidu Takes Measures to Comply with Govern-
ment Directives

L

J

B.8 Environmental, Social, and Governance
Question Answering (ESG-QA)

Environmental, Social, and Governance (ESG)
Question Answering is a specialized task aimed at
answering questions related to sustainability, corpo-

to: 2022 Formula Rate Plan increases at Entergy
Louisiana, as z?proved by the LPSC, effective
December 2014 and January 2015; 2022 an in-
crease in Energy Efficiency Rider revenue primar-

ily due to increases in the Energy Efficiency Rider
at Entergy Arkansas, as approved by the APSC,
effective July 2015 and July 2014, and new En-
ergy Efficiency Riders at Entergy Louisiana and
Enterg Mississig}o)i that began 1n the fourth quar-
ter of 2014; and 2022 an annual net rate increase
at Entergy Mississippi of $16 million, effective
February 2015, as a result of the MPSC order in
the June 2014 rate case. See Note 2 to the financial
statements for a discussion of rate and regulatory
proceedings.

Question: What is the net change in net revenue
during 2015 for Entergy Corporation?

Output: 94.0
\

B.7 Text Summarization

Text Summarization involves generating concise
and coherent summaries from longer documents,
focusing on extracting the most relevant informa-

tion while preserving the overall meaning.

Text Summarization

Instruction:
You are given a text consists of multiple sentences.

Your task is to perform abstractive summarization

rate responsibility, and governance practices.

ESG Question Answering

Instruction:

As an ESG specialist at NASDAQ, you help com-
panies improve their ESG scores and can answer
any ESG-related questions.

Input:

What are the necessary steps to implement free
trade policies in my company?

Output:

Implementing free trade policies in a company in-
volves several necessary steps. Here is a general
outline of the process:

1. Research and Evaluate: Start by researching
the concept of free trade understanding its impact
benefits and challenges. Evaluate how adopting
free trade policies will align with your company’s
goals vision and industry dynamics.

2. Assess Current Trade Policies: Evaluate your
current trade policies and identify any barriers or
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restrictions that could hinder free trade. Analyze
your existing agreements tariff structures trade
regulations and any protectionist measures.

11. Monitor and Review: Continuously moni-
tor the impact of your free trade policies evalu-
ate their effectiveness and make necessary adjust-
ments. Stay updated on evolving trade regulations
market trends and any political developments that
might affect international trade.

Remember that specific steps may vary depend-
ing on your industry company size and market
conditions. Consulting with trade experts and pro-
fessionals in your specific field can provide the
necessary guidance tailored to your unique cir-

cumstances.
. J

These examples illustrate the diverse capabilities
of SUSGEN-GPT in processing and analyzing
financial data.

C The Composition of SUSGEN-30K

C.1 Data Statistics

This section details the various components and
sources of data included in the SUSGEN dataset,
providing an overview of the dataset’s structure and
content.

Each dataset listed in Table 3 is meticulously
curated and split to optimize model training and
evaluation, covering a diverse range of scenarios
and applications in financial NLP. This approach
ensures that the model performs well across these
specific tasks and integrates seamlessly with real-
world financial applications, providing robust and
reliable insights.

We also provide the token length distribution
regarding individual task in our SUSGEN-30K
dataset, as shown in Figure 8.

C.2 LLMs automatic pre-processing pipeline

This section explains how we construct the auto-
matic pre-processing pipeline utilizing large lan-
guage models (LLMs) to handle our aggregated
data, which includes five steps in total.

C.2.1 Translation

The first step in our pre-processing pipeline is han-
dling multilingual data, as the aggregated dataset
contains content in several languages, including
German, French, and Korean, etc. We begin by
detecting these non-English portions of the data.
Once identified, LLMs are used to automatically

translate the non-English text into English. This
translation process ensures that all data, regardless
of its original language, is standardized in English,
which is essential for consistent downstream pro-
cessing in subsequent steps.

C.2.2 Reformatting

In the second step of our pipeline, we prepare the
data for supervised fine-tuning LLMs. To achieve
this, all data is reformatted into an instruction-
following format, similar to the prompt templates
shown in Appendix A. This involves structuring
each data point with clear sections for instruction,
input, and output. By converting the data into this
format, we ensure that it aligns with the instruction-
based learning paradigm (Taori et al., 2023; Ope-
nAl, 2023b), optimizing it for fine-tuning large
models to follow and execute tasks as instructed.

C.2.3 Anonymization

As illustrated in Figure 4, our dataset is composed
of two key parts, one of which is sourced from
TCFD Hub. This portion of the data was extracted
from publicly available PDFs and reformatted into
an instruction-following format. However, the out-
put sections of this data often contain a signifi-
cant amount of company-specific information. Al-
though these reports are publicly accessible, we
aim to minimize potential model biases and protect
data privacy. To achieve this, we employ LLMs to
anonymize the entity-related information, ensuring
that all company names and identifying details are
removed. This step helps safeguard privacy while
maintaining the integrity of the dataset. We use
Mixtral-8x22B-Instruct-v0.18 for this step using
the following prompt to process those output:

Prompt for Anonymization

[INST]

Process the text following the instructions below:
1.Replace all the specific company entity name
with "we" or "our company".

2.Replace other private information with generic
terms.

Text: {Text}

[/INST]
\ J

C.2.4 Augmentation
After processing the collected data, we noticed that
many datasets contain fixed instruction formats.

8https://huggingface.co/mistralai/
Mixtral-8x7B-v@.1

1198


https://huggingface.co/mistralai/Mixtral-8x7B-v0.1
https://huggingface.co/mistralai/Mixtral-8x7B-v0.1

ESG Question Answering

0.0030 0.007

0.0025 0.006

0.005
0.0020

Relation Extraction

Sentiment Analysis
0.0200

0.0175
0.0150

0.0125

> >0.004 >
£ £ £
2 0.0015 a 2 0.0100
& & 0.003 3
0.0075
0.0010
0.002
0.0050
0.0005
0.001 0.0025
0.0000 0.000 0.0000
0 200 400 600 800 1000 1200 o 500 1000 1500 2000 0 50 100 150 200
Token Length Token Length Token Length
Math Headline Classification Financial Question Answering
0.009 0.05 0.0025
0.008
0.007 0.04 0.0020
0.006
0.03 0.0015
270.005 2 2
7} ) @
 0.004 g g
o O 0.0z 2 9.0010
0.003
0-002 0.01 0.0005
0.001
0.000 0.00 0.0000
100 200 300 400 500 20 40 60 80 100 120 0 500 1000 1500 2000 2500 3000
Token Length Token Length Token Length
General Financial Table Question Answering Name Entity Recognition
0.006 0.0016 0.014
0.0014
0.005 0.012
0.0012
0.010
0.004
0.0010
> > > 0.008
£ £ £
2 0.003 2 0.0008 [
o] o & 0.006
0.0006
0.002
0.004
0.0004
0.001
0.0002 0.002
0.000 0.0000 0.000
-100 0 100 200 300 400 500 600 0 500 1000 1500 2000 2500 3000 0 100 200 300 400 500

Token Length

Token Length

Token Length

Figure 8: Token length distribution across the 9 sections of SUSGEN-30K dataset.

For example, in Sentiment Analysis, the instruction
might always be something like: “Please analyze
the sentiment in the input and answer ‘negative,’
‘positive,” or ‘neutral’.” This lack of variation in
instructions can lead to over-fitting during model
training, as the model may become overly accus-
tomed to fixed prompts. To address this issue, we
augment the instruction sections by introducing di-
verse prompts. By generating varied instructions,
we inject noise and variation into the data, reducing
the likelihood of the model over-fitting to a single
fixed instruction format. This augmentation step
ensures the model is exposed to a broader range of
instructions, improving its generalization capabili-
ties. The prompt that we used is shown below.

Prompt for Augmentation

[INST]
Process the text following the instructions below:
1.Rephrase the whole text without change original

meaning and elements.

2.Adjust the processed text to similar length as the
original text.

3.Ensure the text is coherent and fluent and output
the final text.

Text: {Text}

[/INST]

.

C.2.5 Synthesizing

For certain tasks, such as ESG-QA, the dataset
contains fewer samples compared to other tasks,
creating a challenge for effective model training.
Drawing inspiration from Common-7B (Li et al.,
2024), which demonstrated that training LLMs on
synthetic data can improve performance in specific
domains, we applied a similar approach to augment
the data for these low-sample tasks. The data syn-
thesis process follows a similar methodology to the
third (Anonymization) and fourth (Augmentation)
steps, but with some key differences. We increased
the temperature in the generation process to pro-
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duce more diverse outputs, and we applied augmen-
tation to both the instruction and output sections.
Finally, as with the anonymization step, we ensured
that all synthesized outputs were anonymized to
protect privacy. This approach resulted in an ex-
panded dataset for the tasks with fewer data sam-
ples, enhancing model performance in those areas
while maintaining data integrity.

D Our Ablation Study Results about
Training Data Scale

D.1 Quantitative Ablation Study

This section showcases the quantitative results of
our ablation studies, focusing on the training data
scaling effect on our models’ performance.

Table 4 presents the zero-shot and few-shot per-
formance of various LLMs, including different con-
figurations of SUSGEN-GPT with different train-
ing dataset sizes of 10k, 20k, and 30k respectively.
The metrics evaluated include F1 score, Micro
F1, Entity F1, Exact Match Accuracy, Rouge, and
BertScore across 8 tasks across multiple financial
nlp benchmarks. The results indicate that increas-
ing the dataset size significantly improves the per-
formance of SusGen-GPT, especially after super-
vised fine-tuning.

D.2 Qualitative Ablation Study

In this section, we present the qualitative ablation
results of our models to test their ability to gener-
alize to open-ended tasks. Since many tasks are
close-ended and can be demonstrated through quan-
titative results, we selected an open-ended case to
showcase qualitative performance.

The prompt we give to the model is "What is
tcfd format in the context of climate change?".
As shown in the Table 5, revealing clear trends
in model performance as dataset size increases
from 10k to 30k. As demonstrated in the ta-
ble, the SUSGEN-GPT-30k-Mistral7B-Instruct-
v0.3 model produces the most coherent, well-
structured, and detailed response to the open-
ended prompt. It exhibits a deep understanding
of the TCFD framework, provides an appropri-
ate text length, and features minimal noise, re-
flecting its strong ability to handle complex tasks.
The SUSGEN-GPT-20k model also demonstrates a
strong grasp of TCFD, but lacks the text length and
detail seen in the 30k model. Meanwhile, the 10k
model, while offering a solid response, presents
a less structured and slightly less clear explana-

tion. Lastly, the untrained or minimally trained
models show noticeable gaps in their answers, with
shorter, less precise responses. This progression
suggests that increasing the training dataset size sig-
nificantly enhances the model’s capacity to deliver
high-quality, open-ended outputs.

E Sustainability Report Generation
Examples

We provide examples of sustainability reports gen-
erated by SUSGEN-GPT, as shown in Figure 7
,demonstrating the model’s ability to create com-
prehensive and accurate ESG reports. SusGen-
GPT’s structured format offers significant advan-
tages, establishing it as a superior tool for gener-
ating TCFD-format ESG reports. These enhance-
ments ensure that reports produced by SusGen-
GPT are not only more informative but also more
actionable and easier to comprehend. By categoriz-
ing risks and opportunities into specific time hori-
zons (short-term, medium-term, and long-term),
SusGen-GPT provides a clear roadmap for address-
ing climate-related challenges and leveraging op-
portunities. Each identified risk and opportunity
is linked to specific actions and goals, making the
report practical and aligned with the company’s
strategic objectives.

Additionally, the improved contextual clarity
provided by SusGen-GPT allows users to better
understand the implications of each risk and oppor-
tunity. This is essential for stakeholders who de-
pend on these reports to make informed decisions.
The detailed action points offered by SusGen-GPT
assist in developing concrete strategies for sustain-
ability, enhancing operational efficiencies, improv-
ing reputation, and ensuring compliance with regu-
latory requirements.

In contrast, while ChatReport delivers a general
overview of climate-related risks and opportuni-
ties, it lacks the depth and specificity present in
SusGen-GPT’s output. ChatReport’s responses are
less structured and do not consistently link risks to
specific time horizons, making it more challenging
for users to prioritize actions and comprehend the
timeline for implementation.

1200



Task Dataset Train Language Test Final Comment

General Alpaca-52k (Taori et al., 2023) 52,000 EN X 3,000
Arithmetic GSM-8k (Cobbe et al., 2021) 7,473 EN 1,319 3,000
HC fingpt-headline-cls (Wang et al., 2023b) 82,200 EN 20,500 1,500 CLS
HC fingpt-headline (Wang et al., 2023b) 82,200 EN 20,500 1,500 Instr Diff
HC FLUE-headline (Shah et al., 2022) 80,000 EN X 0 X
HC flare-multifin-en (Xie and et. al., 2024) X EN 546 500 CLS
HC flare-mlesg-en (Xie and et. al., 2024) X EN 300 300 ESG-CLS
NER fingpt-ner-cls (Wang et al., 2023b) 13,500 EN 3,500 2,700 CLS
NER fingpt-ner (Wang et al., 2023b) 511 EN 98 500
NER flare-ner (Xie and et. al., 2024) 408 EN 98 300  valid103
NER flare-finer-ord (Xie and et. al., 2024) X EN 1,075 1,075
RE fingpt-finred (Wang et al., 2023b) 27,600 EN 5,112 5,112 RE+CLS
RE fingpt-finred-re (Wang et al., 2023b) 11,400 EN 2,140 1,750 RE
RE fingpt-finred-cls (Wang et al., 2023b) 48,500 EN 8,930 1,750 CLS
RE flare-finarg-ecc-auc-test (Xie and et. al., 2024) X EN 969 0 RE+CLS
RE flare-causal20-sc-test (Xie and et. al., 2024) X EN 8,628 8,628 RE+CLS
SA esg-sentiment 611 EN 93 843 ESG
SA enhanced-financial-phrasebank 4,850 EN X 1457
SA FIN_NUMBER-SA/train (link) 4,680 KO X XX ESG
SA fingpt-sentiment (Wang et al., 2023b) 76,800 EN X 800
SA fingpt-sentiment-cls (Wang et al., 2023b) 47,600 EN X 400 CLS
SA FLUE-sentiment (Shah et al., 2022) 4850 EN X 0 X
SA flare-figasa (Xie and et. al., 2024) 750 EN 235 235 valid188
SA flare-fomc (Xie and et. al., 2024) X EN 496 496 valid188
FIN-QA FIN_NUMBER-EQA/train 400 KO X 400
FIN-QA FIN_NUMBER-BQA/train 400 KO X 400 CLS
FIN-QA FIN_NUMBER-MCQA/train 400 KO X 398 CLS
FIN-QA FIN_NUMBER-NQA-ARI/train 400 KO X 398
FIN-QA FIN_NUMBER-NQA-COM/train 400 KO X 399
FIN-QA FIN_NUMBER-NQA-EXT/train 400 KO X 397
FIN-QA flare-cfa/test (Xie and et. al., 2024) X EN 1030 0 CLS
FIN-QA fingpt-figa_ga (Wang et al., 2023b) 17,100 EN X 708
FIN-QA fingpt-fineval (Wang et al., 2023b) 1,060 ZH 265 0 CLS
FIN-QA flare-finqa (Xie and et. al., 2024) 6250 EN 1147 400
FIN-QA flare-fsrl (Xie and et. al., 2024) X EN 97 97
FIN-TQA  fingpt-convfinga (Wang et al., 2023b) 11,100 EN 1,490 1,000
FIN-TQA  flare-convfinga (Xie and et. al., 2024) 8890 EN 1,490 2,500
FIN-TQA flare-tatqa (Xie and et. al., 2024) X EN 1,668 1,668
SUM flare-edtsum-test (Xie and et. al., 2024) X EN 2000 2000
ESG-QA ESG-Chat 914 EN X 914
ESG-QA TCFD_QA 260 EN X 1669
ESG-QA salmasally 417 FR X 417

Table 3: Composition of our SUSGEN-30K dataset. We report the list of datasets and associated splits used to
build the dataset. We mainly focus on eight following tasks in the datasets in order to let the model cover most
applications in the financial NLP domain. HC: Headline Classification. NER: Named Entity Recognition. RE:
Relation Extraction. SA: Sentiment Analysis. FIN-QA: Financial Question Answering. FIN-TQA: Financial Table
Question Answering. SUM: Text Summary. ESG-QA: Environmental, Social, and Governance Question Answering.
Additionally, we integrate portions of Alpaca and GSMS8K into our dataset to mitigate the risk of model over-fitting.
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SusGen

SusGen

SusGen

SusGen SusGen SusGen SusGen SusGen SusGen
G0k SusGen  GPTOk oy g | gprogi  SusGen  GPT20k  Gppoge | gpraok  SusGen  GPL30k  Gpy iy
. GPT-10k Mistral N GPT-20k Mistral N GPT-30k Mistral N
Datasets Metrics Llama3 Mistral Llama3 Mistral Llama3 Mistral
Llama3 7B Llama3 7B Llama3 7B
8B 7B 8B 7B 8B 7B
8B Instruct 8B Instruct 8B Instruct
Instruct v0.3 Instruct v0.3 Instruct v0.3
v0.3 v0.3 v0.3
FiQASA Fl1 0.63 0.50 0.63 0.60 0.66 0.56 0.64 0.76 0.66 0.46 0.72 0.63
FOMC F1 0.61 0.37 0.59 0.46 0.63 0.57 0.60 0.60 0.70 0.64 0.69 0.67
MultiFin MicroF1 0.30 0.00 0.40 0.39 0.43 0.42 0.51 0.50 0.46 0.43 0.52 0.51
MLESG MicroF1 0.30 0.03 0.41 0.06 0.25 0.08 0.44 0.10 0.28 0.04 0.51 0.14
NER EntityF1 0.27 0.10 0.02 0.17 0.21 0.25 0.25 0.24 0.35 0.33 0.25 0.31
FINER-ORD EntityF1 0.08 0.00 0.14 0.11 0.09 0.09 0.14 0.11 0.11 0.10 0.18 0.17
FinRED F1 0.04 0.02 0.06 0.05 0.16 0.21 0.11 0.09 0.16 0.23 0.19 0.17
SC Fl1 0.67 0.23 0.85 0.85 0.72 0.48 0.86 0.84 0.86 0.41 0.96 0.96
FinQA EmAcc 0.35 0.46 0.33 0.37 0.37 0.51 0.53 0.54 0.38 0.54 0.57 0.57
TATQA EmAcc 0.59 0.41 0.67 0.58 0.59 0.57 0.69 0.65 0.69 0.62 0.80 0.65
ConvFinQA EmAcc 0.58 0.35 0.54 0.43 0.59 0.60 0.70 0.64 0.70 0.73 0.69 0.58
EDTSUM Rouge-1 0.10 0.12 0.14 0.10 0.20 0.14 0.20 0.19 0.21 0.22 0.27 0.23
Rouge-2 0.08 0.03 0.10 0.04 0.08 0.04 0.11 0.10 0.08 0.05 0.13 0.11
Rouge-L 0.10 0.10 0.19 0.08 0.16 0.15 0.22 0.10 0.16 0.19 0.22 0.15
BertScore 0.44 0.47 0.43 0.45 0.50 0.49 0.45 0.50 0.51 0.48 0.54 0.51
TCFD-BENCH Rouge-L 0.13 0.10 0.17 0.13 0.14 0.11 0.18 0.16 0.14 0.12 0.20 0.15
BertScore 0.22 0.28 0.25 0.20 0.31 0.29 0.40 0.36 0.31 0.29 0.40 0.37
METEOR 0.15 0.15 0.14 0.15 0.20 0.19 0.22 0.21 0.24 0.21 0.27 0.23
BLEU-1 0.12 0.11 0.17 0.18 0.20 0.19 0.27 0.20 0.20 0.17 0.32 0.19
BLEU-2 0.05 0.03 0.05 0.05 0.05 0.03 0.12 0.09 0.05 0.03 0.12 0.10
BLEU-3 0.02 0.01 0.03 0.02 0.02 0.01 0.06 0.04 0.02 0.01 0.07 0.04
BLEU-4 0.01 0.00 0.02 0.01 0.01 0.01 0.04 0.02 0.01 0.01 0.05 0.03

Table 4: Ablation study results of our models on 8 different financial NLP tasks, using three different subset datasets

of 10k, 20k, and 30k examples. The suffix in each model name denotes the base model used for initialization.
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Models

Example Prompt

Example Output

Question Answering: TCFD stands for Task Force on Climate-related Financial Disclo-
sures. It’s an initiative by the Financial Stability Board (FSB) to develop a framework for
companies and other organizations to disclose climate-related financial risks and opportu-
nities.

Basic understanding of

Mistral 7B- The TCFD format provides guidance on TCFD
Instruct- how organizations can report their exposure to climate-related risks and opportunities, ?
v0.3 including physical risks such as extreme weather events or sea level rise, transition risks
related to policy changes or technological shifts, and business opportunities arising from
low carbon technologies or new markets. By adopting the TCFD format, organizations
can improve transparency and comparability of climate-related information, which can
ultimately lead to more effective management of climate risk and more sustainable invest-
ment decisions.
Question Answering: TCFD stands for Task Force on Climate-related Financial Disclo-
sures. It’s an initiative by the Financial Stability Board (FSB) to develop a framework for
companies and organizations to disclose information related to climate-related risks and
opportunities,
The TCFD recommendations cover
SUSGEN- four areas: Goveman(:(':, Strategy, Rislf quageme.nt, Metrics apd Targets. Compan.ies '
GPT-10k- thgt adopt TCFD reporting prpv1de fietallefi information about their approach to managing Good understanding of
Mistral7B- cl{mate r}sk and opportunity, including their governance structures, st{ategxfor addressmg TCFD,
Instruct- f.cllmate issues, and metrics used to measure progress towards spsta_lnablhty'goals. This ath, but unclear expla-
V0.3 1nfor.mat1(_)1.1 helps stakehol(.iers assess the .resﬂlence _of an orgamza.nf)n’s business rpodel nation structure.
’ and its ability to manage climate-related risks effectively. By providing clear, consistent,
and comparable information, TCFD aims to enhance market efficiency, reduce financial
risks, and support informed decision-making. In summary, TCFD is a set of recommenda-
tions aimed at enhancing an organization’s transparency regarding climate-related risks
and opportunities, enabling better investment decisions and improved management of
climate-related risks.
Question Answering: TCED stands for Task Force on Climate-related Financial Dis-
closures. It’s an international organization founded by the Financial Stability Board
(FSB) to develop recommendations for companies and other organizations to disclose
climate-related risks and opportunities in their financial reporting.
SUSGEN- Excellent TCFD under-
GPT-20k- ) .
Mistral 7B- standing,
Instruct- , but poor
V0.3 ) text length.
By using TCFD
format, organizations can demonstrate their commitment to transparency and account-
ability regarding climate change and its potential impact on their business operations and
financial performance.
Question Answering: TCFD stands for Task Force on Climate-related Financial Disclo-
sures. It is an international organization founded by the Financial Stability Board (FSB)
in 2015 to develop recommendations for companies and other organizations to disclose
climate-related risks and opportunities in a more transparent way.
. Companies that adopt TCFD reporting are expected to
SUSGEN-  provide detailed information about their climate-related risks and opportunities, enabling ~ Deep understanding of
GPT-30k-  investors and stakeholders to make informed decisions based on this data. TCFD reports ~ TCFD,
Mistral7B-  are typically presented in a standardized format, allowing for easy comparison between clear answer
Instruct- different organizations. This promotes greater transparency and accountability when it structure, and minimal
v0.3 comes to addressing climate-related issues within financial portfolios. By providing clear  noise.

and consistent information, TCFD aims to improve the overall understanding of climate-
related risks and opportunities, and help organizations better manage these factors to
mitigate potential negative impacts and capitalize on emerging opportunities. In summary,
TCFD format refers to the specific disclosure requirements set forth by the TCFD for
organizations to report on climate-related risks and opportunities in a transparent and
comparable manner.

Table 5: Ablation study results of our models on open-ended question answering, using three different subset datasets
of 10k, 20k, and 30k examples. The suffix in each model name denotes the base model used for initialization.
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