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Abstract

Many adversarial attack approaches are pro-
posed to verify the vulnerability of language
models. However, they require numerous
queries and the information on the target model.
Even black-box attack methods also require
the target model’s output information. They
are not applicable in real-world scenarios, as
in hard black-box settings where the target
model is closed and inaccessible. Even the re-
cently proposed hard black-box attacks still
require many queries and demand extremely
high costs for training adversarial generators.
To address these challenges, we propose Q-
faker (Query-free Hard Black-box Attacker),
a novel and efficient method that generates ad-
versarial examples without accessing the target
model. To avoid accessing the target model,
we use a surrogate model instead. The surro-
gate model generates adversarial sentences for
a target-agnostic attack. During this process, we
leverage controlled generation techniques. We
evaluate our proposed method on eight datasets.
Experimental results demonstrate our method’s
effectiveness including high transferability and
the high quality of the generated adversarial
examples, and prove its practical in hard black-
box settings.

1 Introduction

Language models have become crucial to vari-
ous real-world applications (Huang et al., 2024;
Wang et al., 2024). Despite their remarkable per-
formance, these models are vulnerable to adversar-
ial examples, such as word substitutions (Papernot
et al., 2016; Madry et al., 2018; Choi et al., 2022;
Nakamura et al., 2023; Huang and Baldwin, 2023;
Burger et al., 2023). Attackers can easily evade
language models and achieve their malicious aims,
such as spreading toxic content or rumors, by inten-
tionally generating adversarial samples. To address
these issues, many studies have been conducted to
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analyze the adversarial vulnerability of language
models.

Adversarial attack methods on language models
can be categorized into white-box attacks, black-
box attacks, and hard black-box attacks. In white-
box attacks, it is assumed that attackers have the
internal structural information on the target model
(Guo et al., 2021; Wang et al., 2022; Liu et al.,
2022; Li et al., 2023c). Black-box attacks do not
require the internal information of the target model,
but still require the output of the model, such as
the logit scores or the predicted labels (Gao et al.,
2018; Ren et al., 2019; Jin et al., 2020; Zang et al.,
2020; Li et al., 2020; Yu et al., 2022; Na et al.,
2023). Hard black-box attacks do not require any
information on the target model, such as its struc-
ture and outputs (Li et al., 2023a; Lv et al., 2023).
It is assumed that attackers do not have any internal
information of the model, and lack access to the
logit values or the predicted results of the target
model.

In real-world applications, hard black-box at-
tacks are necessary because white-box and black-
box attacks are impractical. In most cases, neural
network models operate within a system. The out-
put of the system may be visible, but the model’s
own output is hardly accessible externally. Another
requirement for real-world scenarios, is to mini-
mize queries. If attack methods try a large number
of queries, they could easily be detected as suspi-
cious actions. Since the target model is often un-
known and resources are limited, hard black-box
attacks must be model-agnostic and cost-efficient
to be feasible in real-world applications.

Recently, hard black-box attack methods have
been proposed by Li et al. (2023a) and Lv et al.
(2023). However, these methods present several
limitations in real-world scenarios. Their training
relies on costly large-scale adversarial sentences
obtained from various target models using various
attack methods. Thus, their performance heavily
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Requirements (*) Preparation Costs
Attack Method Output Predicted Trainable Extra
Probability Labels Parameters Train Dataset

DeepwordBug (Gao et al.) v v - -

PWWS (Ren et al.) v v - -

TextFooler (Jin et al.) v v - -

SememePSO (Zang et al.) v v - -

BERT-ATTACK (Li et al.) v e - -
CT-GAT (Lv et al.) - - 406M (Enc.-Dec.)  Adversarial Datasets (1.5M)
Q-faker (ours) - - 1K (single-layer)  Target Task Datasets (0.2M)

Table 1: Requirements for black-box attack methods. The star (x) indicates features that necessitate access to the
target model. Existing black-box methods require output information obtained from the target model, which limits
their applicability in more restrictive black-box settings such as real-world scenarios.

depends on attack algorithms and target models
which were used to obtain the datasets. Despite
using extensive datasets, they still require a large
number of queries to achieve success, making them
inefficient and impractical in real-world applica-
tions.

To address the challenges in real-world scenar-
ios, we propose a novel hard-black box attack
method, Q-faker (Query-free Hard Black-box At-
tacker), that is query-free, cost efficient in training,
and capable of target-agnostic attacks. In the hard
black-box setting, we have no access to the target
model. To address this, we use a surrogate model
instead of the target model to generate adversar-
ial sentences for target-agnostic attacks. For low-
resource training, we build the surrogate model us-
ing a pretrained generative language model, which
can approximate the capabilities of the target model.
We modify the model by adding a single-layer (clas-
sification head) consisting of 1K trainable parame-
ters. For generating adversarial examples with zero
queries, we utilize gradients from the surrogate
model, and leverage controlled generation tech-
niques (Dathathri et al., 2020).

Table 1 shows our contribution compared to
existing methods. Compared to existing black-
box attack methods, such as DeepwordBUG (Gao
et al., 2018), PWWS (Ren et al., 2019), TextFooler
(Jin et al., 2020), SememPSO (Zang et al., 2020),
and BERT-Attack (Li et al., 2020)), our proposed
method does not require any access to the target
model. Additionally, our method incurs signifi-
cantly lower training costs compared to CT-GAT
(Lv et al., 2023), a hard black-box attack.

To verify the performance, efficiency and target-
agnostic capability, we conduct various experi-
ments on four real-world tasks, including disin-
formation, spam, toxic, and misinformation (Chen

et al., 2022a), across various target models, such as,
BERT, XL.Net, RoBERTa, DeBERTa, DistilBERT,
and ALBERT. Experimental results demonstrate
the superiority of Q-faker not only over hard black-
box baselines but also over black-box baselines
which can access more information than Q-faker.
We also confirm the high transferability of Q-faker
through the experiments. Q-faker achieves higher
and more consistent attack success rates across tar-
get models compared to the baselines. The various
experimental results are reported in §5 and §6 in-
cluding overall performance, ablation study, trans-
ferability, quality evaluation of generated examples,
and detector evasion performance.

2 Related Work

The goal of adversarial attacks on language models
differs whether the target model is NLU (Natural
Language Understanding) or NLG (Natural Lan-
guage Generation). Adversarial attacks on NLU
models, such as classification models, aim to mis-
lead the output of model. Recent research about
attacks on NLG models, such as generative LLMs
(Large Language Models), have the objective of
generating forbidden response or hallucinations
like the jailbreaking (Chao et al., 2023; Sun et al.,
2024). The differences in attack methods are as
follows: for NLU models, the approach involves
manipulating the tokens of the input sentence. In
generative LLMs, the approach includes adding ad-
ditional prompts for various scenarios or tuning the
parameters of soft prompts (Perez et al., 2022; Zou
et al., 2023; Deng et al., 2023; Li et al., 2023b).
This paper focuses on adversarial attacks on NLU
models.

Black-box Attacks on NLU models The exist-
ing black-box attack methods are character or word
manipulation approaches (Gao et al., 2018; Ren
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Figure 1: The process of Q-faker has three main steps: (1) Training the surrogate model using a different dataset for
the same task as the target model; (2) Updating the language model using adversarial gradients from the surrogate
model; and (3) Generating controlled adversarial examples from the updated language model.

et al., 2019; Jin et al., 2020; Zang et al., 2020; Li
etal., 2020; Yu et al., 2022). These methods rely on
query-based algorithms and require a large number
of queries to achieve a successful attack. They also
require output information from the target model,
which is not applicable in hard black-box setting as
real-world scenarios. Recently, adversarial attack
methods have been proposed that do not require any
information about the target model (Li et al., 2023a;
Lv et al., 2023). These methods train pre-trained
language models on adversarial datasets that in-
clude adversarial examples generated by other at-
tack algorithms. These approaches incur significant
additional costs to obtain the adversarial datasets.

3 Problem Statement

This study focuses on hard black-box attacks in
real-world scenarios where queries and model’s
internal information are limited. Unlike our hard
black-box setting, baselines are able to query the
target model to obtain output information.

Hard black-box setting.  Since the our experi-
mental setting is a hard black-box setting, we do
not access to any information, including predicted
labels and training dataset of target model. There-
fore, the surrogate model’s training dataset differs
from the dataset used to fine-tune the target model.
Given the assumption that no output information
from the target model is used, we generate only
one adversarial sentence and conduct the test with
a one attempt in the attack process.

Goal Given an input sample (s;, y), our goal is
to find s?d“ by adding generated perturbation to
s, that misleads the victim model. The adversarial
text s?d”, which has successfully attacked, needs
to satisfy the followings criteria:

T(s{") #y, (1)
where T'(s;) =y, T is the target model, and y is
the ground truth.

4 Methodology

In this section, we provide a detailed explanation
of Q-faker. As shown in Figure 1, our proposed
method consists of three main steps: (1) Train the
surrogate model to derive adversarial gradients for
adversarially updating the output distribution of the
generator. Since the surrogate model is trained on
same target task dataset, we can generate exam-
ples with high transferability. (2) Update the output
distribution of the generator based on the adver-
sarial gradients obtained from the surrogate model.
In this step, we utilize the generative pre-trained
language model GPT-2 as the generator to gener-
ate adversarial examples that ensure fluency and
grammatical correctness. (3) Generate an adversar-
ial example from the updated output distribution
of the generator. During the attack process, we use
only the single adversarial example generated by Q-
faker. Thus, we achieve a query-free and applicable
approach in hard black-box settings. The proposed
method is summarized in Algorithm 1.
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Algorithm 1: Q-faker Pseudo-code
Input

:Original Example s = [xg, ..., 2y],
Target Model T’
Output : Adversarial Example 5%
1 Initialization: Begin with a pre-trained
language model LM (in this paper GPT-2)
and surrogate model SurModel

2 Train the SurModel on target task dataset
3 8« [xg,...,2n]

4 s09 [zo,...,2¢],t<n

5 maxlen <« |s|

¢ while ¢t < mazlen do

7 | p(xt), hy < LM(2<-1, he-1)

8 L < SurModel(p(x¢),7)

9 hi < hy + 77Vh,5['sur ~
10 P(2441), hes1 < LM(z<, hy)

1 Tys1 ~ Dpusion(Tie1) # See Section 4.3
2| s [mg,. .., Bl
13 end

1 if T(s) < y and T(s%¥) # y then
15 # Attack Success
adv

16 Return: s
17 end

Controlled Generation Controlled generation
is a method, generating sentences with a specific
objective. These methods are commonly used in
various tasks such as intent-based text generation,
text style transfer, and etc. To the best of our knowl-
edge, we are the first to adopt controlled generation
for generating adversarial examples. We utilize a
simple and efficient controlled generation method
proposed by Dathathri et al. (2020).

4.1 Surrogate Model

In order to adversarially update the output of the
generator to the target model, we use a surrogate
model that has been trained on the same target task
but with a different dataset from the one used to
train the target model. We utilize the GPT-2 as a
LM of the surrogate model for all experiments. The
architecture of surrogate model consists of genera-
tor with a single-layer head that has 1k parameters.
When training the surrogate model, only the single
layer is trained while the generator is frozen. We
train the surrogate model to minimize the loss L,
as follows:

N
Lsur == Z Yi 10g(.@2) (2)
=1

4.2 Adversarial Output Distribution

In order to adversarially update the output distri-
bution of the Language Model (LM), we adopt a
controlled generation approach (Dathathri et al.,
2020). We compute adversarial gradients from a
surrogate model in §4.1. The adversarial gradient
is calculated to maximize the loss function, thereby
guiding the model towards incorrect predictions.
Based on the obtained adversarial gradients, we
adversarially update the output distribution of LM.
Let h be the key-value pair of LM. We then update
h to shift the output distribution for adversarial
generation. To obtain the updated h, we compute
the adversarial gradient of the surrogate loss as
follows:

p(x¢), hy = LM.forward(x<s, hy—1) 3)

aﬁsur ap(xt)
£sur = : 4
e T @
7 vh ﬁsu'r
By < hy + @—tuzsur (5)
T Ik Ll

where « is the step size, and v is the scaling co-
efficient for the normalization term. we use 0.06
and 1.0, respectively. This update step is repeated
10 times. Then, we adversarially update the output
distribution of LM with updated h as follows:

P(2441), hee1 = LM forward(z<;, he)  (6)
This step is described in Algorithm 1 (line 7-10).

4.3 Controlled Adversarial Example
Generation

In order to preserve the meaning of the original
sentence, half of it is used as given tokens. These
tokens are then used as input to the LM. For con-
trolled generating of adversarial examples, we use
the updated LM as described in §4.2. To ensure the
LM’s fluency capability, we utilize the post-norm
fusion (Stahlberg et al., 2018). This process main-
tains the fluency of the unmodified language model
(in this study, GPT-2). The next tokens are then
sampled from the fusion distribution as follows:

Pusion (T1+1) = Porig(@1+1) ™ - Blas1)™  (7)

As X approaches 1, this converges to the distribu-
tion from the updated LM, and as approaches 0, it
converges to the unmodified LM’s distribution. We
set A to 0.97 in all experiments.
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Task Spam Sensitive Information
Dataset Assassin Enron EDENCE FAS
Method ASR(T) Query(l) ASR(T) Query() | ASR(T) Query(]) ASR(T) Query()
DeepwordBug 0.0 00 0.0 00 2.5 9.00 34 8.82
PWWS 0.0 00 0.0 00 0.0 0o 0.0 0o
TextFooler 0.0 00 0.0 00 0.0 00 0.0 00

SememePSO 0.1 5.00 0.0 00 0.6 7.00 1.4 8.29
BERT-Attack 0.0 00 0.1 9.00 0.9 7.10 2.5 8.50
CT-GAT 1.1 9.94 0.2 9.99 4.1 9.76 10.0 9.32
Q-faker (ours) N 0.00 0.7 0.00 54.6 0.00 43.3 0.00

Clean Acc. | 98.4% 99.6% 95.9% 97.4%

Task Disinformation Toxicity
W CGFake Amazon-LB Jigsaw HSOL
Method ASR (1) Query(l) ASR(T) Query(l) | ASR(T) Query() ASR(T) Query()

DeepwordBug 0.0 00 0.6 6.67 8.1 8.05 7.1 7.63
PWWS 0.0 00 0.0 00 0.0 oo 0.2 9.00
TextFooler 0.0 00 0.0 00 0.0 00 0.2 8.00
SememePSO 0.0 00 0.1 9.00 1.0 7.10 4.6 7.09
BERT-Attack 0.0 00 0.5 7.00 33 7.88 5.8 8.12
CT-GAT 124 8.38 8.1 9.47 324 7.76 55.8 5.73
Q-faker (ours) 134 0.00 8.6 0.00 38.2 0.00 53.1 0.00

Clean Acc. \ 97.8% 91.6% 92.5% 95.5%

Table 2: Comparison of our proposed method with the baseline methods on eight victim models. The results are
based on a real-world scenario with a maximum query limit set to 10. The best performance is in boldface, and the

second is underlined.

5 Experiments

In this section, we demonstrate the effectiveness
of our method. We use the Advbench dataset, a
security-oriented adversarial NLP benchmark that
includes tasks related to real-world harmful con-
tent problems (Chen et al., 2022b). More details
of datasets and target models are provided in Ap-
pendix A.

5.1 Tasks and Datasets

We conduct experiments on four detection tasks
from the Advbench benchmark: disinformation,
toxicity, spam, and sensitive information. Each
task consists of two datasets, resulting in a total of
eight victim models trained on these datasets. We
randomly selected 1,000 test samples from each
dataset. For a fair comparison, we used the same
random seed as in previous studies.

5.2 Evaluation Metrics

We use two metrics to evaluate the attack efficiency
of our method. To measure the quality of the gener-
ated adversarial examples, we use also three met-
rics. The performance results reported in this paper
represent the average of successful attack instances.

Attack efficiency. We evaluate the efficiency of
attack methods using the attack success rate and

query time. (1) Attack Success Rate is the success
ratio of attacks (ASR); the higher the ASR, the
better the performance of an attack method. (2)
The query time is defined as the number of queries
required to succeed attacks (Query).

Attack quality. To measure the quality of the
generated adversarial examples, we use the fol-
lowing three metrics: (1) The cosine similarity of
the Universal Sentence Encoder vector (Cer et al.,
2018), which measures the semantic similarity be-
tween the original sentence and adversarial sen-
tence (USE); (2) Perplexity of language model,
which assesses the fluency of the generated sen-
tence (PPL); and (3) (AI) indicates the increase in
grammatical errors.

5.3 Implementation

Victim model. We use BERT, the most repre-
sentative pre-trained language model in the NLU
task. We fine-tune a separate victim model for all
datasets, building a total of eight victim models.
We use the same split of the training dataset as Lv
et al. (2023) did.

Baselines. For a fair comparison, all baselines
were re-implemented using the same fixed seed.
We used the NLP attack package, OpenAttack
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(Zeng et al., 2021), to implement some baselines.
We select high-representative attack methods at
both the character-level and the word-level. At the
character-level, we select TextFooler (Jin et al.,
2020), PWWS (Ren et al., 2019), and Deepword-
Bug (Gao et al., 2018), while at the word-level, we
use BERT-attack (Li et al., 2020) and SememePSO
(Zang et al., 2020). We also compare with a strong
baseline, CT-GAT, which has high-transferability.
To implement CT-GAT, we use the source provided
by Lv et al. (2023) to reproduce the results. When
we implement CT-GAT, we train the pre-trained
Encoder-Decoder model, BART.

Hyperparameters. Q-faker has two hyperparam-
eters. 7 is the ratio of given tokens to the length of
the original sentence. It is a hyperparameter that
determines how many of the original sentence is
used as input to the generator for generating ad-
versarial sentences. A is a hyperparameter used for
post-norm fusion in §4.3. The closer A is to 1, the
output distribution of the generator converges to an
adversarially updated distribution. We set r to 0.5
and A to 0.97 in all experiments.

5.4 Experimental Setup

Since the baselines require output information from
the target models, we allow them to make iterative
queries to the target models in a black-box setting,
with 10 queries in Table 2 and 20 queries in Figure
3, respectively. On the other hand, we evaluate our
method in hard black-box setting. We evaluate our
method with only one inference, without any target
model’s information including train datasets.

Cross-dataset setting. To adhere to the hard
black-box setting, we conduct experiments using
cross-dataset setting. We generate adversarial sen-
tences using a dataset different from the target task
dataset, because attackers cannot access the dataset
for the target task. For example, if the target model
is trained with the Assassin dataset for spam detec-
tion, the surrogate model is trained on the Enron
dataset.

We ensure that both models are independently
trained with two distinct datasets, each indepen-
dently collected from real-world sources. Our
method is validated in this setting on all the ex-
periments in this paper. This experimental design
rigorously validates hard black-box setting.

0.60
058
056
054 W
w
052
050

048

0.48

030 035 040 045 050 055 060 065 0.70
Ration of given tokens (r)

Figure 2: Results of ablation study on Jigsaw. The solid
lines (——) represent ASR (left y-axis), the dashed lines
(- - -) represent USE (right y-axis).

5.5 Experimental Results

Main results. Table 2 shows the attack success
rate and number of queries when the queries to the
victim model are limited to 10. The results indi-
cate that query-based methodologies mostly fail
with the ASR close to zero. As shown in Table 2,
Q-faker outperforms the baselines in all metrics
except ASR on HSOL. Since CT-GAT utilized the
HSOL dataset during their training, it achieves an
ASR approximately 2.7%p higher than our method
on the HSOL. However, our proposed method, Q-
faker, mostly shows the best on all datasets. Specif-
ically, Q-faker impressively outperforms in the sen-
sitive information task, with ASR differences rang-
ing from at least 4 times to as much as 40 times
higher compared to the baselines.

Ablation study. We conduct an ablation study
on the Jigsaw dataset to compare the effects of ad-
versarial distribution () and given tokens (). As
shown in Figure 2, increasing A slightly improves
ASR. This indicates that adversarial distribution
is helpful to attack, but not highly sensitive to \.
When 7 is reduced below 0.5, ASR increases while
the USE drops significantly, resulting in substan-
tial shift of the original sentence’s meaning. This
indicates a trade-off between ASR and USE based
on . When r is around 0.5, we effectively mitigate
the trade-off between ASR and the preservation of
the original meaning.

6 Further Analysis

In this section, we further analyze the effectiveness
of our proposed method through additional experi-
ments. We demonstrate the superiority of Q-faker
in various scenarios, including extremely limited
queries, transferability, qualitative analysis and ad-
versarial defenses. Additional results and more de-
tailed, including time-complexity and feasibility of
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Figure 4: Consistent attack capabilities on various target models. This heatmap illustrates the difference ratio in
ASR between BERT-base and other models. We compare our method (left) with CT-GAT (right). Colors closer to
green indicate higher ASR on other target models, highlighting the high transferability.

LLM attacks, are provided in Appendix B.

6.1 Number of Queries

We conduct further experiments under real-world
scenarios where the number of queries is extremely
limited. Figure 3 shows the results of experiments
conducted with different numbers of queries from
20 down to 1. When the number of queries is ex-
tremely limited to 1, our proposed method achieves
significantly higher ASR compared to all other
baseline methods across all datasets.

6.2 Transferability

To validate the target-agnostic capability of our
method, we conduct transferability experiments.
We calculate the ASR difference between the refer-
ence model and each of comparison models to as-
sess how consistently our method performs across
various models. We choose the BERT-base as the
reference model, and other pretrained language
models as the comparison models, respectively. Fig-

ure 4 is a heatmap showing the difference ratios in
ASR between the reference model and the compari-
son models. Cell values closer to zero signify more
consistent performance across various models. The
positive cell value indicates that attack method has
a higher ASR on the comparison model than the
reference model, while the negative cell value indi-
cates lower attack performance. For example, the
cell value of (HSOL, BERT-small) is -0.011 which
means that our method shows very similar perfor-
mance on both the comparison and the reference
models. In Figure 4, our method (Q-faker) shows
that most cells exhibit positive values or close to
zero, whereas CT-GAT exhibits negative values in
all cases. The results show that our method gener-
ally consistent the target-agnostic attack capability
across various target models, which indicates high
transferability of our method.
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Method \ USE(T) PPL{) AIQ)
PWWS 0.85 194.32 21.01
BERT-Attack 0.78 1280.94 3.56
CT-GAT 0.74 94.40 8.78
Q-faker (ours) 0.75 25.95 -0.49

Table 3: Comparison of adversarial examples generated
by attack methods on Amazon-LB. Token manipulation
approaches (PWWS and BERT-ATTACK) have high
USE scores, whereas generation-based methods (CT-
GAT and Q-faker) perform better in PPL and A1.

Metric | Q-faker (ours) | CT-GAT
Naturalness 108 58
Meaning preservation 95 71
Grammar 112 54

Table 4: ChatGPT prompt evaluation results. The results
represent the total times the better generated sentence
was chosen.

6.3 Generated Examples Quality Analysis

We evaluate the quality of the adversarial examples
generated by attack methods. To validate a compre-
hensive quality analysis, we conduct additional the
following experiments: automatic metrics, Chat-
GPT prompts evaluation, and human evaluation.

Automatic evaluation. For a quantitative evalua-
tion of quality, we conduct experiments using auto-
mated metrics as follows: USE, PPL, and Al Table
3 shows that our method show slightly lower USE
but better perform in PPL and Al. The generator-
based methods such as Q-faker and CT-GAT, have
more differences in representation space compared
to token manipulate-based methods. However, our
proposed method shows notably lower perplexity
and great grammatical correctness. These results
highlight the high quality that appears natural to
human judges.

ChatGPT prompt evaluation. We conduct ex-
periments using ChatGPT API to evaluate the qual-
ity of the generated sentences. Recent studies have
raised fairness issues about human annotators and
suggested that LLLM-evaluators can be more reli-
able than human-evaluators (Guo et al., 2023). In
other lines of research, some studies address con-
cerns about bias in LLM-evaluators (Koo et al.,
2024). To mitigate such biases, we utilize to the
GPT-Rank template proposed by Jiang et al. (2023).
For more details about prompt are described to the
Appendix C. The experimental results show that
our method outperforms on all metrics, as shown

Dataset Accuracy MP  Natural
Original 0.84 - 3.93
FAS Adversarial ‘ 0.82 3.84 4.11
Assassin Original 0.97 - 3.64
Adversarial 0.94 3.82 3.87

Table 5: Human evaluation results. Since the original
datasets are online-data collected from the real-world,
they mostly consist of informal, colloquial, and ungram-
matical sentences. Therefore, adversarial sentences gen-
erated by our LM-based method have an advantage in
naturalness.

in Table 4. Our method leverages a pre-trained lan-
guage model on a large corpus, which is advanta-
geous for naturalness (fluency) and grammatical
correctness, and also better preserves the original
semantic meaning.

Human evaluation. To further validate quality
of generated sentences, we conduct a human eval-
uation to measure the semantic preservation and
naturalness. We randomly select 50 pairs of orig-
inal and adversarial texts from each of the FAS
and HSOL datasets. We ask four human evalua-
tors the following three metrics: (1) Accuracy: the
prediction of the label for the task (sensitive/toxic
or not), (2) MP (Meaning Preservation): how well
the adversarial sentence preserves the meaning of
the original sentence, and (3) Natural: how natural
the sentence appears, as if it were human-written
without any manipulation. MP and Naturalness are
scoring from 1-5 following (Li et al., 2020). Table
5 summarizes the results of the human evaluation,
showing that our method effectively preserves the
original meaning and increases naturalness.

6.4 Adversarial Defense

Broadly, defense techniques s against adversarial
attacks can be categorized into adversarial train-
ing (Dong et al., 2021; Zhao and Mao, 2023) and
detection (Mosca et al., 2022; Zheng et al., 2023).
In real-world scenarios, adversarial detection which
preemptively blocks adversarial inputs, is more
practical. To evaluate the detector evasion perfor-
mance of the Q-faker, we conduct experiments to
attack the detector on Amazon-LB datasets. We
use the detector proposed by (Mosca et al., 2022).
Our proposed method demonstrates better perfor-
mance compared to other approaches. The results
are provided in Appendix B.7.
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7 Conclusion

We proposed Q-faker, a novel, efficient, and query-
free hard black-box attack method. Our method
adopts controlled generation techniques to gener-
ate adversarial examples without any information
from the target model. It demonstrates excellent
performance without accessing target model infor-
mation, and and has proven effective in real-world
scenarios.

Limitations

We have some limitations about this work; (1) Our
proposed method needs to know the specific task of
the target model, (2) We do not consider scenarios
where the query is infinite and access to the target
model. However, our proposed method also pro-
vides room for an iterative attack to improve attack
performance.

Ethical Considerations

We conduct experiments that are the security-
oriented benchmark dataset, Advbench, which is
open-source. We do not use any closed-source data,
and our works ensure the ethical policy. However,
the datasets used in this work contain potentially
harmful content. We have chosen not to report di-
rectly on these harmful examples to consider eth-
ical policy. Our research focuses on adversarial
attack methods that can be applied in real-world
scenarios, this could potentially be misused by ma-
licious users. They can spread rumors or spam
emails. Therefore, the researcher in this related
work must strictly adhere to ethical standards.
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A Experimental Setup

A.1 Dataset

We utilize Advbench benchmark dataset. This
dataset consists of data collected from real-world

scenarios. The dataset statistics are presented in
Table 6

Spam. This task is to detect spam message in-
cluding advertising, scams, phishing, and more.
This task is crucial for improving security and main-
taining user trust.

Sensitive Information. Detecting sensitive in-
formation in text is vital to prevent data leakage.
This task focuses on detecting sensitive informa-
tion from companies, including intellectual prop-
erty and product development updates and individ-
uals information.

Disinformation. The fake information is caused
by subjectively facts. This task is to identify de-
liberate fabrication of information as follows: (1)
Artificial comments reversing the black and white;
(2) Generated nonexistent information.

Toxic. Malicious toxic texts are widespread in
the web. The toxic texts detection is to identify
for toxic contents including sexism, racism, cyber-
bullying, and etc.

A.2 Surrogate and Target Models

Surrogate Model. In all experiments, we use
GPT2-medium as the language model for genera-
tion, and we utilize a surrogate model by adding
a classification head (a single layer) to GPT2 for
task-specific training in order to obtain task-related
gradients.

Target Models. In this paper, BERT-base is used
as the target model for the reported results. For
Table 4, we employ encoder-based models that
demonstrate strong performance in classification
tasks, including the BERT, Roberta, Xlnet, Distil-
Bert, Deberta, and Albert. The performance of the
fine-tuned target models for each task is reported
in Table 7.

e BERT (Devlin et al., 2019), a one of the most
widely used language models, known for its
bidirectional context understanding.

* RoBERTa (Liu, 2019), refines BERT by re-
moving the Next Sentence Prediction (NSP)

Dataset \ # of Train  # of Test Avg. Length

Spam

Enron 16159 7277 311.53

Assassin 2081 2066 308.50

Sensitive Information
EDENCE 51098 10328 21.79
FAS 33814 13294 29.27
Disinformation

Amazon-LB 17434 8522 100.13

CGFake 28290 12130 67.48
Toxic

HOSL 5832 2494 14.32

Jigsaw 30587 12180 58.42

Table 6: Dataset statistics

objective to robustly optimization, and in-
creasing the training duration, and utilizing
a larger batch size and more data.

* XLNet (Yang et al., 2019), a permutation
language model without relying on masking,
which improves its ability to model language
relationships in more flexible and robust ways.

* DeBERTa (He et al., 2020), an advanced vari-
ant of BERT that improves upon BERT and
RoBERTza by using a disentangled attention
mechanism and enhanced decoding.

e DistilBERT (Sanh, 2019), a faster and more
efficient version of BERT, designed using
knowledge distillation to retain.

* ALBERT (Lan, 2019), a lightweight version
of BERT designed to reduce the model size
and training time by sharing parameters across
layers and factorizing the embeddings.

B Further Analysis

B.1 Number of Queries

We conduct same experiments in Section 6.1 on
additional datasets. Figure 5 shows the results of
experiments conducted with different numbers of
queries from 20 down to 1.

B.2 Transferability

To additionally demonstrate the superiority of
our method, we conduct experiments using target
model trained from scratch, instead of pre-trained
models. In this experiment, we unlimit the num-
ber of queries for the baselines. We allow them to
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Dataset Spam Sensitive Information Disinformation Toxic
Model Assassin  Enron | EDENCE FAS CGFake Amazon-LB | Jigsaw HSOL
BERT 984 %  99.6 % 95.9 % 97.4 % 97.8 % 91.6 % 925% 955 %
RoBERTa 984 %  99.5% 95.4 % 97.1 % 98.7 % 91.9 % 91.5% 955 %
XLNet 988%  99.6 % 95.4 % 96.5 % 97.9 % 91.7 % 91.5% 95.6 %
DeBERTa 987%  99.6 % 95.8 % 97.0 % 98.3 % 92.2 % 91.6% 959 %
DistilBERT 983% 993 % 95.6 % 97.5 % 98.1 % 91.2 % 90.8% 959 %
ALBERT 985% 994 % 95.4 % 94.7 % 98.4 % 89.4 % 91.1% 95.1 %
Table 7: Performance of fine-tuned target models.
Assassin _ FAS ) MJ Amzon. HSOL Assas. FAS
5 % %
40 Source: BERT — Target: CNN
4 —e— berl
:;sotloo 30 TextFlooler 4.43 37.00 4.89 6.80
g3 — pwws g BERT-ATTACK 3.96 4940 17.72  33.80
p T textfooler | o, CT-GAT 420 4320 1120  4.00
22 +— deep5 2
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P T M Y e S e — VN Table 8: Results of transferability in various cases with
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Figure 5: Comparison of ASR according to the number
of queries (from 20 to 1). The red star(x) is our method.
As the number of queries accessible to the target model
becomes more restricted, the ASR of baseline methods
drops to near zero. This demonstrates the superiority of
our method in real-world scenarios with limited queries.

attack the source model until they succeed. To con-
duct transferability experiments, we build a source
model by training with different architectures, pa-
rameters, and datasets from those of the target
model to be attacked. Q-faker’s surrogate model is
trained on the same data as the source model. Table
8 shows the ASR results when attacking target mod-
els using examples obtained from the source model.
Since BERT-ATTACK utilizes BERT’s MLM, they
are advantageous when the target model belongs
to the BERT family. Nevertheless, Q-faker mostly
shows superior performance on all datasets.

different types of source and target models. This setup
involves different parameters, training data, and architec-
tures. Since our method requires a generative surrogate
model, we use GPT-2 as the surrogate model instead of
the source model in all cases.

Metric | Q-faker (ours) | BERT-Att.
Naturalness 102 64
Meaning Preservation 84 82
Grammaticality 92 74

Table 9: Comparison with BERT-Attack using ChatGPT
prompt. This experiment selects the better example gen-
erated by the two attack methods.

B.3 Automatic Evaluation

We conduct experiments for evaluation quality on
other datasets. Our generation-based method shows
lower USE scores, which are representation-based,
but it outperforms in more important quality met-
rics such as PPL and A I. The results are reported
in Table 10.

B.4 ChatGPT Prompt Evaluation

We utilized GPT-rank for the evaluation prompt. To
ensure a fair comparison, we select 166 cases that
were successfully attacked by all three methods,
BERT-Attack and Q-faker. We use GPT-40-mini
API for evaluation. Our method outperforms the
BERT-Attack in all metrics as shown in Table 9

B.5 Time-Complexity

Black-box attacks obtain output information (logit
scores or predicted labels) from the target model
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Dataset CGFake HSOL Jigsaw
Method USE(1T) PPL({) AI{l) | USE(1) PPL({) AI{) | USE() PPL{) AI()
PWWS 0.79 123.12 13.74 0.84 1433.60 2.83 0.82 NaN 4.87
BERT-ATTACK 0.79 291.22 13.28 0.76 393.87 3.43 0.83 1468.76 2.04
CT-GAT 0.66 74.64 4.19 0.47 2.75 1.29 0.44 3.84 2.55
Q-faker (ours) 0.55 45.33 0.64 0.53 204.31 0.2 0.57 138.86 -1.69
Dataset EDENCE Enron Assassin
Method USE(T) PPL({) AI{) | USE(1) PPL{) AI{) | USE() PPL{) AIW)
PWWS 0.81 812.53 2.16 0.90 1038.79 10.24 0.89 127.56 13.05
BERT-ATTACK 0.72 1257.72 0.76 0.72 889.67 0.53 0.80 2425.45 1.00
CT-GAT 0.65 73.62 2.84 0.81 26.66 -0.08 0.88 18.90 0.05
Q-faker (ours) 0.58 142.89 0.61 0.72 86.89 -6.73 0.80 31.09 9.3

Table 10: Comparison of generated adversarial examples by attack methods on additional dataset.

Dataset: EDENCE

Original Sentence
both frevert and whalley were part of enrons office of the
chairman.

BERT-Attack
both frucg and whaley were joint of enrons office of the
chairman.

CT-GAT

Both frev3rt ad whoalley we re pa rt of enrons ofifce of th
e chairman.

Q-faker (our)
both frevert and whalley were part of the same enrons
group.

Table 11: Case example of an adversarial example gen-
erated by attack methods.

and use this information to iteratively select substi-
tute words and optimize the order of substitution
positions. The computational complexity of these
processes is usually worse than O(n), where n is
the length of the input sentence. The majority of
black-box attack method has a complexity O(n?)
for finding substitute words and O(n) for optimiz-
ing the order, resulting in an overall complexity is
O(n? +n). Our proposed method generates half of
the sentence without considering which words to
substitute or their order, resulting in a complexity
O(1/2 % n). Even the complexity can be simplified
to O(1) from the perspective of the target model,
as our method leverages the gradient information
of the surrogate model and never uses the target
model’s output information. Thus, our method is
significantly more effective, with much lower com-
putational complexity than the black-box attacks.

Method \ Precision () Recall () Fl-score ()
TextFlooler 58.5 57.0 55.0
BERT-ATT. 82.4 82.2 82.1
CT-GAT 57.8 56.3 54.2
Q-faker (our) 55.8 54.5 51.8

Table 12: Performance with adversarial example detec-
tors: A lower score indicates that the detector has been
successfully bypassed.

B.6 Qualitative Example

Table 11 shows adversarial examples generated by
attack methods. These examples are the original
sentence and crafted adversarial examples in the
EDENCE dataset. The results show that the base-
lines often cause unnatural fluency and grammati-
cal errors in the original sentences. BERT-Attack
change important words as name (frevert — frucg),
this is crucial problem to preserve meaning of sen-
tence. In the case of CT-GAT, the generated text
becomes difficult for humans to read. This makes it
easy to detect manipulation. In contrast, our method
preserves the meaning of the sentences while main-
taining high fluency and grammatical correctness.

B.7 Adversarial Defense

Existing defenses against adversarial attacks en-
compass various methodologies. Broadly, these can
be categorized into adversarial training through ad-
ditional train datasets (Dong et al., 2021; Zhao
and Mao, 2023), and adversarial detection, which
aims to detect whether inputs are adversarial ex-
amples (Mosca et al., 2022; Zheng et al., 2023). In
real-world scenarios, adversarial detection is more
practical. We conduct experiments using adversar-
ial detector proposed by (Mosca et al., 2022). The
results show strong performance of our method as
shown in Table 12.
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LLMs | LLaMa-7B \ Mistral-7B \

DeepSeek-7B |

Gemma2-9B

Method Assassin - HSOL | Assassin  HSOL | Assassin HSOL | Assassin HSOL
CT-GAT 1.0 8.5 4.9 7.6 3.2 7.1 0.3 3.2
Q-faker (ours) 2.9 42.5 13.0 43.9 8.0 8.8 11.3 42.8
Clean Acc. ‘ 98.4% 97.6% ‘ 97.9% 96.3% ‘ 63.2% 92.2% ‘ 98.7% 96.3%

Table 13: ASR of our method and CT-GAT on various LLMs in zero-shot inference.

B.8 Feasibility of Attacks on LL.Ms

Our study focuses on classification language mod-
els, rather than generative large language models
(LLMs). Classification models can be more effi-
ciently utilized in real-world applications, such as
automated systems for detecting spam or toxic con-
tent. Notably, small language models demonstrate
classification performance comparable to LLMs
while significantly reducing training costs, infer-
ence time, and latency. To validate this, we con-
ducted zero-shot inference on LLMs using 1,000
examples from the Assassin dataset. The fine-tuned
BERT model (used as the target model in this study)
achieved an accuracy of 98.4%, whereas Mistral-
7B and LLaMA-7B obtained 95.6% and 98.1%,
respectively. The performance of additional target
models is provided in Table 7.

LLM Attacks. Attacks on LLMs belong to a
distinct area of research. Unlike classification lan-
guage models such as encoder-based BERT, which
are primarily used for tasks like text classification,
LLMs (e.g., LLaMA-7B) are designed for natural
language generation, including conversational re-
sponses and question answering. Therefore, adver-
sarial attacks targeting generative models—such
as jailbreaking attacks—fall under a separate re-
search domain. A more detailed discussion of these
attacks is provided in the Related Work section.

Zero-Shot Inference on Adversarial Examples.
To assess the feasibility of adversarial attacks on
LLMs, we performed zero-shot inference on LLMs
using 1,000 adversarial examples generated by CT-
GAT and Q-Faker from the Assassin dataset. Table
13 presents ASR results on LLaMA-7B and Mistral-
7B. Our experimental findings demonstrate that our
method outperforms the baseline and achieves high
ASR on LLMs, indicating the feasibility of adver-
sarial attacks on these models. Our approach lever-
ages pre-trained generative models, which may
share knowledge with LLMs, thereby enhancing
the attack’s effectiveness.

8303



C ChatGPT prompting template - GPT-Rank

Instruction
Please read the original text and the two adversarial texts (Candidate-A and Candidate-B), then evaluate and
rank texts generated by two different methods.

Original Text
{orig_text}

Adversarial Texts
Candidate-A : {generated_textl}
Candidate-B : {generated_text2}

Questions
Template  Given the instruction and input above, please compare the two candidates based on the {metric}.
"{metric}" {metric_desc}

You only have 2 choices to output:
If you think A is better, please output: 1. Candidate-A is better
If you think B is better, please output: 2. Candidate-B is better

Do not output anything else except the 2 choices above.
Output your choice below Comparison Option (1 or 2)

1. Candidate-A is better
2. Candidate-B is better

Variables  {orig_text} is original sentence.
{generated_text} is adversarial generated examples by attack methods.

{metric} is metric to evaluate the quality of generated text. we use three metrics as follows:
Naturalness, Meaning Preservation, Grammatical Correctness.

{metric_desc} is description of the metric. The description is paired with the following three metrics:
Naturalness : “evaluates how natural, fluent, and human-like the adversarial example sounds.”

Meaning Preservation : “evaluates whether the original text and the adversarial text have similar meanings.”
Grammatical Correctness : “checks if the adversarial example is grammatical correct.”

Table 14: GPT-Rank template-based Prompt for evaluation. We utilized GPT-rank for the evaluation prompt. To
prevent positional bias, the baseline and our proposed method were randomly assigned to the {generated_textl} and
{generated_text2} positions. Additionally, we use "candidate-A" instead of the method’s name to avoid naming bias.
To ensure a fair comparison, we select 166 cases that were successfully attacked by all three methods, BERT-Attack,
CT-GAT, and Q-faker. We use GPT-40-mini API for evaluation.
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