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Abstract

Although Large Language Models (LLMs) can
generate coherent text, they often struggle to
recognise user intent behind queries. In con-
trast, Natural Language Understanding (NLU)
models interpret the purpose and key infor-
mation of user input for responsive interac-
tions. Existing NLU models typically map ut-
terances to a dual-level semantic frame, involv-
ing sentence-level intent (SI) and word-level
slot (WS) labels. However, real-life conversa-
tions primarily consist of multi-turn dialogues,
requiring the interpretation of complex and ex-
tended exchanges. Researchers encounter chal-
lenges in addressing all facets of multi-turn di-
alogue using a unified NLU model. This paper
introduces MIDAS, a novel approach leverag-
ing multi-level intent, domain, and slot knowl-
edge distillation for multi-turn NLU. We con-
struct distinct teachers for SI detection, WS fill-
ing, and conversation-level domain (CD) clas-
sification, each fine-tuned for specific knowl-
edge. A multi-teacher loss is proposed to facili-
tate the integration of these teachers, guiding a
student model in multi-turn dialogue tasks. Re-
sults demonstrate the efficacy of our model in
improving multi-turn conversation understand-
ing, showcasing the potential for advancements
in NLU through multi-level dialogue knowl-
edge distillation. Our implementation is open-
sourced on GitHub'.

1 Introduction

Natural Language Understanding (NLU) within the
realm of Natural Language Processing (NLP) ex-
plores the mechanisms through which computers
comprehend human language. Developing a hierar-
chical semantic framework encompassing domain,
intent, and slot has become pivotal in representing
the meaning embedded in natural language (Weld
et al., 2022). We present a conversation example

*Corresponding Author
"https://github.com/adlnlp/Midas

Conversation Sample Slot Token Intent  Domain

. 5 people for the McDonalds 5/B-NP people/O for/O the/O McDonalds/B-RN Intent

What date and time? . &/ What/0O date/O and/O time/0 ?/0 request

o9 Wednesday 5.30PM Wednesday/B-date 5.30/B-time PM/I-time inform
Sorry how about 6.30 PM? & Sorry/O how/O about/O 6.30/B-time PM/I-time ?/0 | negate

fl Won't work for me Won/0 't/0 work/O for/0 me/0 negate | Restaurant
Unable/O to/O complete/O the/O reservation/O failure

How/0 about/O the/O Amarin/B-RN ?/0 inform

Unable to complete the reservation | &

i | How about the Amarin?
Not available on & Not/O on/0 d: failure
Thanks/O Bye/O thank

*f Thanks Bye

Figure 1: An example of conversations with WSs, Sls,
and CD annotation from M2M. B-NP (B-Number of
People), B-RN (B-Restaurant Name), O (Others).

that shows the way of annotation for WSs, SI, and
CD from the M2M dataset in Figure 1. The dia-
logue consists of a total of 9 turns, and each turn
includes WS tokens and SI information, and the
dialogue corresponds to one domain, ‘restaurant’.

Large Language Models (LLM) have received
much attention in generating human-like text based
on user prompts. However, they are still limited
when it comes to deeper communication and di-
verse key information?. Hence, we investigate how
to improve the state-of-the-art existing NLU tech-
niques. While existing NLU literature predomi-
nantly concentrates on single-turn utterances within
a single domain, recent advancements in multi-turn
datasets have paved the way for annotations at the
dialogue level, spanning across diverse domains.
Interpreting more extended and intricate conversa-
tions with multiple turns necessitates understand-
ing the ongoing context and retaining previously
gathered information. Traditional NLU involves
mapping single utterances to a dual-level semantic
structure, encompassing SI and WS labels. With
real-life conversations extending across multiple
turns, there is an evident demand for research in-
corporating dialogue history, as demonstrated by
improved performance through dialogue context.
The challenge extends beyond dual-level under-
standing to encompass a three-level comprehen-

*We tested NLU benchmarks with several LLMs, including

LLaMa2, LLama3.1, Gemma, QWen2, GPT3.5, and GPT40
visualised in Appendix D.2.1 and D.2.2.

8004

Findings of the Association for Computational Linguistics:
NAACL 2025, pages 8004-8027
April 29 - May 4, 2025 ©2025 Association for Computational Linguistics


https://github.com/adlnlp/Midas

Word

Sentence

Document

(Domain) Dialogue Type| Joint Integration

Model Year | Slot) | (Intent)
SeqSeq Liu and Lane (2016) 2016
SDEN Bapna et al. (2017) 2017

Slot-Gated Goo et al. (2018)
BLSTM-+attention Tingting et al. (2019)| 2019
STD Jiang et al. (2021) 2021
SDJN Chen et al. (2022b)

BiRNN + Attention

BiRNN + Memory Network
BiLSTM + Slot Gate

BiLSTM + Attention
Transformer + One-teacher KD
BiLSTM + self KD

Single-Turn
Multi-Turn
Single-Turn
Single-Turn
Single-Turn
Single-Turn

g
OOO000000000
OOO000000000

Olx xOx x x x x(Qx

XAI Attention Gunaratna et al. (2022) 2022 Multi-Turn  |eXplainable Al

Tri-level INLU Weld et al. (2023) 2023 Multi-Turn |Cross Transformer

PACL Chen et al. (2024) 2024 Multi-Turn  [Contrastive Learning + Attention
BiJM Luo and Feng (2024) 2024 Single-Turn |Transformer + Enhance Layer
Ours 2024 Multi-Turn  [Multi-teacher KD

Table 1: Summary of existing joint NLU models and ours. Word, Sentence, and Document columns indicate
whether the relevant information is used for joint integration. KD refers to knowledge distillation. The complete set

of summary tables is detailed in Appendix A.

sion: SI, WS, and CD classification. However,
researchers encounter challenges in handling all as-
pects of multi-turn dialogue conversations through
a single unified NLU model, due to computational
complexity and a lack of distillability of multi-level
knowledge.

This paper introduces a novel multi-level multi-
teacher knowledge distillation model to enhance
NLU understanding in multi-turn dialogues, lever-
aging diverse levels of knowledge embedded in
these datasets. Notably, our model is the pioneering
approach in multi-teacher knowledge distillation,
catering to distinct facets of knowledge within a di-
alogue. To achieve this, our approach involves the
construction of teachers at different levels, specifi-
cally focusing on SI detection, WS filling, and CD
classification. We fine-tune these multi-level teach-
ers to acquire the relevant knowledge and combine
these to educate the student model in dialogue tasks
facilitated by novel multi-level teacher loss func-
tions. There are two major contributions:

1) We introduce a novel multi-level, multi-teacher
knowledge distillation model to enhance multi-
turn NLU. It outperforms widely-used multi-NLU
datasets, producing superior performance in all in-
tent detection, slot filling, and domain classifica-
tion, even compared with the LLMs.

2) We introduce multi-level teacher loss functions,
shedding light on their impact within the multi-
teacher knowledge distillation and guiding a stu-
dent model.

2 Related works

There is a large body of NLU modelling literature,
and we briefly introduce the joint NLU models
and knowledge distillation models. A summary of
these models and our model are in Table 1.
Natural Language Understanding Early works
addressed slot filling and intent detection separately.
Current research commonly employs joint mod-

els with transfer learning (Rongali et al., 2021;
M’hamdi et al., 2021), where fine-tuning language
models (Dao et al., 2021; Abro et al., 2022; Mei
et al., 2023) enhances generalisation by leverag-
ing high-quality representations. Typically, intent
is classified through the [CLS] token and slots
through individual token embeddings (Chen et al.,
2019; Han et al., 2021a; Heo et al., 2022; Luo and
Feng, 2024). Another transfer learning strategy
is knowledge distillation, where a smaller student
model learns from a larger teacher model, often
using self-distillation (Chen et al., 2022b; Cheng
et al., 2023). However, these methods primarily ad-
dress single-turn dialogues or use only one teacher
model. Multi-turn dialogues benefit from encod-
ing dialogue history, leading to performance gains
(Bapna et al., 2017; Weld et al., 2023; Wu and
Juang, 2023; Tu et al., 2023; Chen et al., 2024). Our
model is the first to employ multi-teacher knowl-
edge distillation for multi-turn NLU. Distinct teach-
ers specialise in intent classification, slot filling,
and domain classification, thus effectively distilling
multi-level knowledge. To the best of our knowl-
edge, no previous work has explored multi-teacher
distillation in multi-turn dialogue NLU.

Knowledge Distillation Knowledge Distillation
(KD) defines a framework where a well-trained
teacher network guides the training of a student
network for various tasks. Traditional KD em-
ploys a single teacher to train one student model
(Hinton et al., 2014). Multi-teacher KD, inspired
by ensemble learning, integrates knowledge from
multiple teachers to enhance student model perfor-
mance (Wu et al., 2021a; Yuan et al., 2021; Jung
et al., 2023; Wang et al., 2021b; Huang et al., 2023;
Amirkhani et al., 2021; Mirzadeh et al., 2020; Son
et al., 2021). Typically, multiple teachers focus
on the same domain, regardless of architecture.
Recent approaches involve each teacher special-
ising in different domains and imparting domain-
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Figure 2: The proposed multi-level teacher knowledge
distillation framework for the multi-turn NLU task.
Note that we applied three multi-level teachers: Intent
Detection, Slot Filling, and Domain Classification. In
this framework, we conduct diverse Loss objectives,
including L¢;, Lsim, Lsce, Ltp and L p, which repre-
sent relation loss, similarity loss, student cross-entropy
loss, teacher prediction supervise loss, and Kullback-
Leibler Divergence loss, respectively.

specific knowledge to the student (Pan et al., 2021;
Jiet al., 2023). Cross-modality methods have been
explored: either the teacher and student learn differ-
ent modalities (Kong et al., 2019; Ni et al., 2022),
or the teacher learns multiple modalities, and the
student receives all modalities (Jin et al., 2021).

3 MIDAS

We propose a new multi-level dialogue teacher
knowledge distillation framework, MIDAS, that
trains the student model .S with multi-level teach-
ers to enhance the NLU capabilities. We have three
multi-level dialogue knowledge teachers, including
intent detection, slot filling and domain topic clas-
sification. To achieve this, we initially construct
teachers with distinct levels of dialogue knowledge,
denoted as T={T1p,Tsr, Tpc}, where T is the
set of teacher models, and I D, SF, and DC cor-
respond to Intent Detection, Slot Filling, Domain
Classification. Then, we fine-tune the teacher mod-
els T' to acquire knowledge from each task. On top
of simple KD losses, we also introduce two novel
loss functions, relation loss £,..; and teacher predic-
tion supervised loss Ly, specifically designed for
this domain. These facilitate knowledge transfer
from multi-level teachers to the student model. The
overall architecture is illustrated in Figure 2.

3.1 Multi-Level teacher construction

We first construct the teachers of different dialogue
document component understanding levels, includ-
ing WS, SI, and CD knowledge. The inputs for
all teachers consist of utterances from each turn
in dialogue datasets, denoted by X i:x’i, xg, . xf,
where X' represents the 4, utterance in the en-

tire dataset, [ is the length of the utterance, and :U}
signifies a word in the utterance.
1) Word-level teacher 7’5 predicts the slot type
for each word, providing knowledge to the student
model about key slots in the dialogue. The output
of Tgp is }A/;;F:YS’QFJ, }A/SZQF,Q, e }A/SZFZ represent-
ing the predicted slot types for each word, where
f{éF,lE(), 1,...,ksr — 1, and kgp is the number of
slot types.
2) Sentence-level teacher 77 predicts the intent
of the utterance, aiding the student model in com-
prehending the overall intent of each turn. The pre-
diction of Typ is symbolised as Y7}, where Y}, €
0,1,...,krp — 1, and kjp represents the number
of intents in the dataset.
3) Conversation Document-level teacher 1
forecasts the dialogue’s domain, providing knowl-
edge to classify it and understand its background
knowledge. The prediction of T'p¢ is indicated
as fffjc, where YECGO, 1,....kpc — 1, and kpo
denotes the number of domains in the dataset.
Using these three levels of teachers, our objec-
tive is to instruct the student model to comprehend
dialogues from multiple perspectives, incorporat-
ing WS, SI, and CD background knowledge. By
doing so, we enhance the student model’s grasp
of dialogues across various levels. There are two
primary reasons for utilising multi-level dialogue
knowledge teachers to train a student. First, indi-
vidually deploying a pre-trained model for each
task consumes more computational resources, and
some machines may not support running multiple
pre-trained models. Instead, the knowledge distil-
lation process leads to more robust models and is
resistant to adversarial attacks. Incorporating soft
targets from the teacher model can help the student
model learn smoother decision boundaries. Sec-
ondly, we posit that diverse levels of knowledge de-
rived from multi-turn conversation understanding
datasets can enhance the comprehension of each
specific natural language understanding task, sur-
passing the benefits of learning from single-level
dialogue knowledge. Note that we use pre-trained
models as the foundational structure for our teach-
ers. After experimenting with various backbones,
we determined that BERT yields one of the best
results overall, as detailed in Section 5.2. These pre-
trained models undergo fine-tuning using specific
data for each level, resulting in distinct teachers
with expertise in intent detection, slot filling, and
document classification. Pre-trained models, hav-
ing been trained on extensive text data, exhibit the
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capacity to transfer knowledge effectively. Ulti-
mately, we leverage the collective knowledge of
these refined teachers to train the student model
comprehensively.

3.2 Multi-level Teacher Fine-tuning

We perform separate fine-tuning of pre-trained
models on ID, SF, and DC tasks. This yields
multi-level teachers, Trp, Tsr, and Tpc respec-
tively, corresponding to sentence-level, word-level
and sentence-level knowledge, respectively. Each
pre-trained model specialises in learning knowl-
edge at one specific level from the dialogue
datasets, resulting in teachers possessing differ-
ent levels of dialogue document component under-
standing. It’s important to note that each teacher fo-
cuses on one level of dialogue knowledge. This ap-
proach is motivated by two factors. First, learning
knowledge from a single task is less complex than
incorporating knowledge from all tasks, simplify-
ing the fine-tuning of pre-trained models. Secondly,
instead of burdening a single model with the chal-
lenge of mastering knowledge from all aspects of
dialogues, each teacher focuses on a specific level
of understanding, such as WS filling, SI detection,
or CD classification. For each task, we consolidate
data from two datasets (MultiwOZ and M2M) by
merging split and corresponding label sets. For
example, the training set for fine-tuning includes
data from both datasets. We apply cross-entropy
loss and fine-tune the pre-trained models for a fixed
number of epochs, utilising the checkpoint from
the last epoch as the teacher model. The process is
described as follows:

oyl Naram 1
X]yt""_Xj,tT""’Xj7tr ’Xj,t’f‘7""
Nywoz
X7

Lice=cross_entropy(Tj(X;),Y;),
je{DC,ID, SF}

where Npsons and Npysuitiwos are the number of
training samples, and Y is the ground truth.

3.3 Multi teachers knowledge distillation

Following the acquisition of multi-level teachers
T, we employ a blend of these teachers to instruct
the student model .S through multi-teacher knowl-
edge distillation. The combination of teachers com-
prises different levels, such as {BERT-Base ID,
BERT-Base SF, BERT-Base DC}, {BERT-Base ID,
RoBERTa-Base DC, and LLaMa2-7b SF}. The
student model undergoes separate training for each

task, enabling it to grasp the intricacies of individ-
ual tasks with the assistance of diverse levels of
dialogue knowledge.

We delve into the exploration and introduction
of five distinct loss functions to assess their efficacy
within the MIDAS. We propose relation loss and
teacher prediction supervised loss, specifically de-
signed for multi-level knowledge distillation. Fur-
thermore, with MIDAS, we explore three previ-
ously established losses tailored for multi-level
teacher integration. These encompass Kullback-
Leibler Divergence loss, Similarity loss, and Stu-
dent Cross Entropy loss, each designed to enhance
the learning dynamics in the context of multi-level
knowledge distillation.

The two newly proposed losses, relation loss and
teacher prediction supervised loss, are designed
to better handle the issue of knowledge conflicts
between different teachers in multi-level teacher
knowledge distillation. Relation loss uses a vot-
ing mechanism, guiding the student to learn inter-
sample relationships from the majority of teachers.
Teacher prediction supervised loss leverages the
class probability distributions from each teacher as
pseudo-labels, aligning the students’ predictions
with the dominant teacher perspectives. The details
of the two losses are shown in the following:

Relation loss L,.;: During training, for each
batch of data, triplets are randomly generated, and
the internal relations of the triplets are determined
by aggregating the votes from the combination
of teacher models. Employing TripletMarginLoss
(Balntas et al., 2016), the student model learns in-
ternal relations among the batch data, aligning its
understanding with that of the teacher models and
ensuring a consistent perspective on the dataset.

N
1 . .
Erelzﬁ E TripletMarginLoss(T;)
7

where NV is the batch size, and triplet T is generated
by and articulated in Algorithm 1, see the details
in Section 4.2.

Teacher prediction supervised loss L, In ad-
dition to utilising the ground truth for each task,
we incorporate the predictions made by the teacher
models as pseudo-labels to facilitate the training
of the student model. We employ the probabilities
assigned by the teacher models for each class, en-
suring that the student comprehensively acquires
the knowledge embedded in the teacher models.
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nr
Etp:Z cross_entropy(vs, Pj)
J

In addition to the two newly proposed losses,
we also introduce the previously established losses,
briefly described as follows:

Kullback-Leibler divergence(KD) loss L p:
We compute the KD loss (Hinton et al., 2015)
by comparing the mean probabilities generated
by the combination of teacher models with the
probabilities derived from the student model, i.e.,
,CKD:KLDivLoss(%Z?T P;, P;), where Pj=
softmax(T;(X)), Ps=softmax(S(X)), and np
is the number of teachers. It helps us to align the
prediction probability distributions between the stu-
dent model and the teacher models.

Similarity loss L;,,,: The similarity loss is com-
puted by maximising the logit similarities between
the student model and teacher models. With this,
the student model can learn the knowledge from
the teacher models in the feature space, not only
the prediction probabilities. The loss equation is:

nr

Esim: - J—"sim Vj,Vs),
Zj: (v5,vs) 0

0 =T;(X), vs=5(X)

Here, Fsin denotes the similarity function, and
v; represents the teacher logit.

Student cross entropy(SCE) loss L,..: This
loss function is computed by comparing the student
model’s predictions with the ground truth of each
task, i.e., Lse=cross_entropy(vs, Yirue), Vs=
S(X), where v, represents the student logits. It’s
the basis loss in our supervised learning task.

We experiment with diverse combinations of the
aforementioned loss functions to assess their im-
pact on the student’s performance across various
datasets and NLU tasks. The summary of the loss
function is described in Section 4.2 and the detailed
result analysis can be found in Section 5.4.

4 Experimental setup

4.1 Datasets and Baselines

We focus on multi-turn dialogue analysis in the
dialogue state tracking (DST) domain, which con-
sists of all three NLU tasks, including intent detec-
tion 1D, slot filling SF, and domain(topic) clas-
sification DC'. Following by (Weld et al., 2023),
we utilise two widely-used benchmark datasets in

multi-turn dialogue NLU: Multi-Domain Wizard-
of-Oz 2.2 (MWOZ) and Machines Talking To Ma-
chines (M2M) in the DST field. Details for datasets
are shown below:

* MWOZ (Zang et al., 2020) is specifically
designed for Dialogue State Tracking (DST)
and adopts the conventional human-vs-human
Wizard of Oz approach across diverse do-
mains, including attraction, bus, hospital, ho-
tel, police, restaurant, taxi, and train. It incor-
porates 30 slot types and 11 intent types. The
dataset comprises 8,437 dialogues, with an
average of 5.68 turns per dialogue and 14.07
tokens per turn. Following by (Liu and Lane,
2016; Goo et al., 2018; Weld et al., 2023),
we do not consider any multi-label samples
but utilise the data with a single domain and
intent.

e M2M (Liu et al., 2018) is introduced with vir-
tual agents and user-generated interactions to
emulate goal-directed conversations through
paraphrasing with templated utterances. M2M
has movies and restaurant domains. The slots
and intents are categorical, with 21 slot types
and 15 intent types. The dataset comprises
1,500 dialogues, with an average of 9.86 turns
per dialogue and 8.25 tokens per turn.

We adopted the three published results as base-
lines, SeqSeq(Liu and Lane, 2016), Slot-Gated
(Goo et al., 2018) and Tri-level JNLU (Weld
et al., 2023). Additionally, we fine-tuned the pre-
trained language models commonly used in the
NLU, BERT-Base’, ROBERTa-Base*, ALBERT-
Base’. The details are shown in Appendix B.

4.2 The role of each loss function

The 5 types of losses are utilized for training the
student model, each playing a distinct role:

1) Liq: This loss facilitates the transfer of
knowledge from the teacher models to the student
model, enabling the student to mimic the general
behaviour of multiple teachers. 2) L,.¢;: This loss
is designed to capture the relationships between
different samples in the input data. It helps to align
the student’s understanding with that of the teacher
models and ensures a consistent perspective on the
dataset. 3) Lg;,,: This loss encourages the student

3ht’cps: //huggingface.co/bert-base-uncased
4ht’cps: //huggingface.co/roberta-base
Shttps://huggingface.co/albert-base-v2

8008


https://huggingface.co/bert-base-uncased
https://huggingface.co/roberta-base
https://huggingface.co/albert-base-v2

model to generate outputs similar to those of the
teacher models in terms of their overall structure
and distribution. It helps to maintain consistency
between the student and teacher predictions. 4)
L gce: This loss function is the fundamental mech-
anism for training the student model. It entails
the student learning to predict the correct labels
associated with the input data. 5) Lyy,: This loss
leverages the predictions of the teacher models to
provide additional supervision signals to the stu-
dent model. It helps to guide the student towards
making predictions that align with those of the
teachers.

4.3 Metrics and implementations

This paper evaluates the performance of baseline
models and MIDAS in all three multi-turn dialogue
tasks, including I D, SF, and DC for each dataset.
Following by (Liu and Lane, 2016; Goo et al., 2018;
Weld et al., 2023), the metrics for each task are
shown as follows: Accuracy for ID and DC' and
F1 score for SF. Accuracy is the most commonly
used metric for 1D as determining the intent of an
utterance is typically framed as a classification task.
Accuracy is calculated as the ratio of correct predic-
tions to the total number of tests. DC' also employs
accuracy as it is a classification task. On the other
hand, SF" employs F1 score. F1 score is directed
towards assessing the prediction effectiveness for
slot tokens. It computes an F1 score for each class
and determines the token-based micro-averaged F1
score across all classes.

We introduce some implementation details in
this section and the complete details in Appendix
C. For Multi-teacher fine-tuning, we use BERT-
Base, RoBERTa-Base and LLaMa2-7b® as the
teacher backbones and fine-tune them on each
task. For fine-tuning LL.aMa2-7b, we adopt an
unmask strategy used in (Li et al., 2023). We
use AdamW (Loshchilov and Hutter, 2018) and
CrossEntropy loss to fine-tune the pre-trained mod-
els for 3 epochs. The learning rate is 5e-5 and is
warm-uped linearly from O to Se-5 during the first
10% training steps. The batch size is 32. For Multi-
level Distillation, we use AdamW and the afore-
mentioned losses to train the student with multi-
level teachers. We use Squared Euclidean distance
in algorithm 1 and cosine similarity in equation
1. For the combination of these losses, we sum
them without any weight. We use the same opti-

®https://huggingface.co/meta-LLaMA/LLaMA-2-7b

1D SF DC

MWOZ | M2M |MWOZ | M2M | MWOZ | M2M

(ACC) [(ACC)| (F1) (F1) | (ACC) [(ACC)

BERT-Base 0.6534 |0.8675| 0.9218 [0.8543 | 0.8667 |0.8923

RoBERTa-Base 0.8424 10.9252| 0.9748 [0.9132| 0.8675 |0.8909

ALBERT-Base 0.6531 | 0.8654 | 0.9187 |0.8542| 0.8694 |0.8919
SeqSeq 0.6641 {0.9250| 0.8543 [0.9172 - -
Slot-Gated 0.6883 |0.9327| 0.8776 |0.9279 - -

Tri-level INLU 0.7849 0.9419| 0.9798 |0.9302| 0.2572 |0.8938

MIDAS (BERT) 0.8464 |0.9427 | 0.9928 |0.9856| 0.8793 |0.8952

MIDAS (RoBERTa) | 0.8502 |0.9377 | 0.9928 |0.9813| 0.8816 |0.8945

Table 2: The comparison of the MIDAS with baselines.
ID, SF and DC indicate intent detection, slot filling
and domain classification, respectively, as mentioned in
Section 4.3. ACC and F1 stand for accuracy and micro
F1, respectively, and scores in bold indicate leadership
among the metrics.

miser, learning rate, warm-up strategy, and batch
size as the one used in teacher fine-tuning, and use
a vanilla Transformer encoder as a student.

5 Results

5.1 Overall performance

We compare MIDAS with fine-tuned PLM base-
lines and published pioneering model results for
two mainstream multi-turn natural language under-
standing tasks, Intent Detection and Slot Filling,
with the same evaluation setup. Table 2 shows
that MIDAS remarkably outperforms other base-
lines. To demonstrate the improvement achieved
through MIDAS, we conduct experiments utilising
two widely recognised multi-turn dialogue under-
standing datasets, MWOZ and M2M. Note that all
baselines and MIDAS are individually fine-tuned
for each task. As detailed in Section 3.1, our ap-
proach involves the utilisation of pre-trained mod-
els, BERT or RoBERTa, for the fine-tuning of our
three multi-level teacher models. These teachers
encompass D, SF, and DC. It is important to
highlight that MIDAS undergoes knowledge dis-
tillation from three distinct multi-level teachers,
each specialising in SI, word token-level slot, and
CD topic. Thus, Table 2 shows the results MIDAS
(BERT) and MIDAS (RoBERTa) that all teachers
are constructed using either the BERT or RoBERTa
architecture.

Two versions of MIDAS exhibit superior perfor-
mance across both datasets, presenting outstanding
outcomes with a slot-filling error rate below 2%.
While the RoBERTa-Base model demonstrates su-
periority in MWOZ, the BERT-Base model excels
in M2M. What should be noted is the performance
difference between these models is not substan-

8009


https://huggingface.co/meta-LLaMA/LLaMA-2-7b

tial, with both consistently outperforming other
baseline models. In ID and SF tasks, MIDAS
showcases notably higher performance compared
to baselines. We also conduct experiments on the
DC( task with the same datasets to better compare
the differences between MIDAS and other PLM
baselines. However, while surpassing BERT-Base
and ALBERT-Base, the performance difference is
marginal. We assume that this discrepancy is at-
tributed to the small number of the domain class.
In contrast to other baseline models, Seq2Seq and
Slot-Gated lack a structure incorporating domain
information, making them unable to assess domain
classification performance.

Overall, the observation highlights that bolster-
ing multi-level conversation knowledge substan-
tially improves the comprehension of each Natural
Language Understanding (NLU) task. Specifically,
enhancing results in I D is achievable by refining a
student model through the distillation of multi-level
knowledge, encompassing SI, WSs, and CD knowl-
edge. The following two sections (Sections 5.2 and
5.3) delve into a more comprehensive exploration
of multi-level teacher models and the combination
of multi-level teachers.

5.2 Effect of pretrained model for teachers

We then evaluate the efficacy of different pre-
trained models for our multi-level teachers. As
detailed in Section 5.1 and illustrated in Table 2, we
employed all three multi-level teachers (I D, SF,
and D(C') based on BERT and/or RoBERTS3, result-
ing in a superb performance. In this section, we
investigate how various pre-trained language mod-
els can impact the knowledge distillation ability of
our multi-level teachers in instructing the student
model. In addition to using BERT or RoBERTa,
we also incorporate LLL.aMa2-7b, a decoder-only
based pre-trained model, into our analysis.

Table 3 shows the results of the effectiveness of
using various pre-trained models as base models
for all three multi-level teachers’. Compared to the
high-achieving two encoder-based models, BERT
and RoBERTa, the MIDAS (LLaMa) multi-level
teachers produce lower performance®. We assume
a decoder-only model like LLaMa is primarily used
for generating coherent and contextually relevant
text. In contrast, BERT and RoBERTa are encoder-

"Note that the MIDAS (BERT) and MIDAS (RoBERTa)
models are identical to those presented in the Table 2.

8Any decoder-only LM produces a similar low perfor-
mance.

ID SF DC
MWOZ| M2M [MWOZ | M2M | MWOZ [ M2M
(ACC) [(ACC)| (F1) | (F1) | (ACC) |(ACC)

0.8464 |0.9427 | 0.9928 | 0.9856 | 0.8793 |0.8952
0.8502 | 0.9377 | 0.9928 | 0.9813 | 0.8816 |0.8945
0.8403 | 0.9392| 0.9912 |0.9833 | 0.8702 |0.8804
0.8472 | 0.9411 | 0.9839 |0.9745| 0.8808 |0.8929
0.8473 1 0.9401 | 0.9928 | 0.9764 | 0.8769 |0.8925

MIDAS (BERT)
MIDAS (RoBERTa)
MIDAS (LLaMa)
MIDAS (Mixed 1)
MIDAS (Mixed 2)

Table 3: The performance based on the type of teacher
models. The MIDAS (BERT) and (RoBERTa) are identi-
cal to those presented in the table 2 whose all teachers
are either BERT or RoBERTa. MIDAS (LLaMa) refers
to the outcome of utilising the LLaMa2-7b as teacher
models of all tasks. The MIDAS (Mixed 1 and 2) rep-
resents the mixed type teacher combination; Mixed 1:
BERT (I D), LLaMa (SF') and RoBERTa (DC); Mixed
2: BERT (I D), RoBERTa (SF') and RoBERTa (DC).

based models that have a deep understanding of
context and relationships between words and excel
in classification tasks.

In addition to having multi-level teachers using a
single pre-trained model, we adopt a mixed type of
pre-trained model for preparing multi-level teach-
ers. For instance, we can apply BERT as a pre-
trained model for teaching SI knowledge, utilise
RoBERTza as a teacher model for WSs, and adopt
LLaMa as a CD topic teacher model. Table 3 shows
that using mixed types of pre-trained teacher mod-
els is less effective than employing a consistent
single pre-trained model as the teacher. This im-
plies that knowledge distillation from teachers with
inconsistencies in their feature spaces may impede
the learning process for a single student model.

5.3 Effect of multi-level combinations

We explore the impact of incorporating each multi-
level teacher (1D, SF', DC') in all three multi-turn
dialogue understanding tasks. MIDAS is evaluated
with individual teachers (I D, SF, DC), all possi-
ble pairs from {ID, SF, DC}°, and then with all
three teachers. Table 3 presents the results for each
combination of teacher models for three different
dialogue understanding tasks. Note that the table
demonstrates the outcome of MIDAS (BERT) teach-
ers, and we produce that of MIDAS (RoBERTa)
in Table 6. The experimental findings highlight
that the ID + SF + DC' combination attains the
highest performance, underscoring the advantage
of the student model integrating knowledge from
all teachers for each task.

°Note that we do not adopt L,..; since it is not possible to
adopt when there are two teachers.
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ID SF DC
Lkp | Loce | Lsim | Lret | Ly [ MWOZ M2M MWOZ M2M MWOZ M2M
(ACC) (ACC) (F1) (F1) (ACC) (ACC)
O] O] O/ x| x 0.8429 0.9411 0.9928 0.9856 0.8750 0.8928
e x | O] x 0.8427 0.9411 0.9928 0.9791 0.8750 0.8927
olo | ol o] x 0.8464 0.9427 0.9928 0.9850 0.8780 0.8952
olo|l ol o|o 0.8462 0.9373 0.9927 0.9761 0.8793 0.8903

Table 4: The comparison of the diverse loss function combinations. Only BERT is utilised as the teacher model,
and the results of ROBERTa are presented in Table 7. The full names of each loss can be found in Section 3.3. We
adopt two L p and L. as compulsory knowledge distillation loss and also explore three L,¢;, Lsim, and Ly, for
MIDAS. Scores in bold indicate leadership among the metrics, and underlined scores indicate the second-best.

ID SF DC ID SF DC

MWOZ | M2M | MWOZ | M2M | MWOZ | M2M MWOZ | M2M | MWOZ | M2M | MWOZ | M2M

(ACC) | (ACC) (F1) (F1) (ACC) | (ACC) (ACC) | (ACC) (F1) (F1) (ACC) | (ACC)
ID-only 0.8406 | 0.9366 | 0.8590 | 0.9684 | 0.7977 | 0.7159 ID-only 0.8339 | 0.8097 | 0.9079 | 0.9326 | 0.6183 | 0.7147
SF-only 0.8310 | 0.9377 | 0.9619 | 0.9718 | 0.2425 | 0.8930 SF-only 0.8403 | 0.8945 | 0.9620 | 0.9434 | 0.2471 | 0.8917
DC-only 0.8408 | 0.9321 | 0.8888 | 0.9534 | 0.6330 | 0.8915 DC-only 0.8469 | 0.8929 | 0.9547 | 0.9251 | 0.7521 | 0.8913
ID+SF 0.8422 | 0.9399 | 0.9924 | 0.9835 | 0.8760 | 0.8939 ID+SF 0.8451 | 0.9083 | 0.9928 | 0.9802 | 0.8734 | 0.8923
ID+DC 0.8400 | 0.9292 | 0.9923 | 0.9848 | 0.8756 | 0.8929 ID+DC 0.8373 | 09114 | 0.9921 | 0.9797 | 0.8763 | 0.8888
SF+DC 0.8376 | 0.9416 | 0.9923 | 0.9825 | 0.8760 | 0.8940 SF+DC 0.8453 | 0.9147 | 0.9927 | 0.9805 | 0.8707 | 0.8912
ID+SF+DC | 0.8464 | 0.9427 | 0.9928 | 0.9850 | 0.8780 | 0.8952 ID+SF+DC | 0.8502 | 0.9377 | 0.9928 | 0.9813 | 0.8816 | 0.8945

Table 5: The performance based on the type of teacher
models. The first column indicates the type of teacher
used. For example, ID+SF+DC uses all intent classifi-
cation, slot filling, and domain classification teachers,
while ID-only uses only the intent classification teacher.
Only BERT is utilised as the teacher model.

5.4 Effect of knowledge distillation loss

As mentioned in Section 3.3, we conducted the
loss function ablation study for MIDAS. This com-
prehensive evaluation aims to identify the most
effective combinations that enhance the student
model’s proficiency in handling different aspects
of dialogue understanding across multiple NLU
tasks. Note that we use Lxp and L. as com-
pulsory knowledge distillation losses, and conduct
an ablation study of three other multi-level teacher
losses: Lgim, Lyer, and Lyy,. As shown in Table
4, the results indicate that incorporating L,..; with
Lsim achieves the best or the second best perfor-
mance across all tasks and datasets. Although L, ;
and Lg;,, share a similar trend, their impact on
model learning may be somewhat superior when
employed independently, particularly when utilis-
ing Lgim. While incorporating Ly, with the oth-
ers led to a slight performance increase, it did not
match the effectiveness observed with the sole ap-
plication of the earlier losses.!?

'%We conducted testing with £;, only, it produces much
lower performance than any others. See the details in section
5.6

Table 6: The performance based on the type of teacher
models. The first column indicates the type of teacher
used. For example, ID+SF+DC uses all intent classifi-
cation, slot filling, and domain classification teachers,
while ID-only uses only the intent classification teacher.
Only RoBERTa is utilised as the teacher model.

5.5 Combination-based ablation study

We explore the impact of incorporating each multi-
level teacher (1D, SF, DC') in all three multi-turn
dialogue understanding tasks. Table 6 presents the
results for each combination of teacher models for
three different dialogue understanding tasks. The
experimental results are when only RoBERTa is
adopted as the teacher model. MIDAS is evaluated
with individual teachers (I D, SF, DC), all possi-
ble pairs from {ID, SF, DC'}, and then with all
three teachers. For example, I D+SF+DC' uses
all intent classification, slot filling, and domain
classification teachers, while ID-only uses only the
intent classification teacher. Note that we do not
adopt L,..; while two models are used since it is
not possible to adopt when there are two teach-
ers. The experimental findings highlight that the
ID+SF+DC combination attains the highest per-
formance, underscoring the advantage of the stu-
dent model integrating knowledge from all teachers
for each natural language understanding task.

5.6 Loss function ablation study

We conducted the loss function ablation study for
MIDAS with RoBERTa Teacher. This comprehen-
sive evaluation aims to identify the most effective
combinations that enhance the student model’s pro-
ficiency in handling different aspects of dialogue
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1D SF DC
Lkp | Lsce | Lsim | Lret | Lop | MWOZ M2M MWOZ M2M MWOZ M2M
(ACC) (ACC) (F1) (F1) (ACC) (ACC)
O] O] o x x 0.8441 0.9362 0.9928 0.9842 0.8744 0.8945
O | O x O | x 0.8459 0.9377 0.9610 0.8415 0.8816 0.8914
Ol O | O] O] x 0.8502 0.9376 0.9928 0.9813 0.8803 0.8945
oOlolololo 0.8488 0.9264 0.9912 0.9704 0.8811 0.8922

Table 7: The comparison of the diverse loss function combinations. Only RoBERTa is utilised as the teacher model.
We adopt two L p and L. as compulsory knowledge distillation loss and also explore three L,¢;, Lsim, and Ly,
for MIDAS. Scores in bold indicate leadership among the metrics, and underlined scores indicate the second-best.

understanding across multiple NLU tasks. Note
that we use Lxp and L., as compulsory knowl-
edge distillation losses, and conduct an ablation
study of three multi-level teacher losses: Lgim,
Lyer, and Ly, Among them, L., and Ly, are
newly proposed losses in our work. As shown
in Table 7, the results indicate that incorporating
Loim with L, achieves the best or the second
best performance across all tasks and datasets. Al-
though L,..; and Ly;,, share a similar trend, their
impact on model learning may be somewhat su-
perior when employed independently, particularly
when utilising L;y,,. While incorporating Ly, with
the others led to a slight performance increase, it
did not match the effectiveness observed with the
sole application of the earlier losses. We assume
the reason is that it does not mainly focus on the
teacher prediction supervised loss, not really con-
sider the relations with student models

5.7 Qualitative analysis: Case study

We further evaluate MIDAS using a qualitative
assessment of three NLU tasks with the M2M
dataset. As shown in Table 8, we assume a three-
utterance dialogue: “how many tickets would you
like to buy?,” “1,)” and “what date do you want
to go?.” Based on this conversation, we test 1D,
SF, and DC. We compare MIDAS with BERT,
LLaMa3.1, and GPT40. MIDAS is trained with
three teacher models, BERIp, BERTsE, and
BERTpc. BERT is a fine-tuned model (BERT-
Base) focused on one task per prediction, while
LLaMa3.1 and GPT4o are evaluated using few-
shot learning, with three examples provided for
each slot type, intent, and domain. The results
reveal the limitations of LLMs in handling multi-
level knowledge. For instance, LLaMa3.1 correctly
identifies the slot B-num_tickets but incorrectly
classifies the domain as restaurant.

Furthermore, both GPT40 and LLaMa3.1 strug-
gle to follow the prompt instructions, failing to
predict enough slot types even when words are ex-

Model [T] SF [ ] bC
1| how, many, tickets, would, you, like, to, buy, ?
Utterance|2| 1
3| what, date, do, you, want, to, go, ?
1/0,0,0,0,0,0,0,0,0 request | movie
GT 2| B-num_tickets inform | movie
3/0,0,0,0,0,0,0,0 request | movie
1/ 0,0,0,0,O, O, O, NaN, NaN request| movie
GPT4o (2] (O) (0) | restau
3| O, B-date, O, O, O, O, NaN, NaN request | restau
1/ 0,0,0, 0, O, O, B-num_tickets, O, NaN request | restau
LLaMa3.1|2| B-category request| movie
30,0,0,0,0,0,0,0 request| movie
1{0,0,0,0,0,0,0,0,0 request | restau
BERT |2]/ 0 inform | restau
3/0,0,0,0,0,0,0,0 request | restau
110,0,0,0,0,0,0,0,0 request| movie
MIDAS |2 B-num_tickets inform | movie
3/0,0,0,0,0,0,0,0 request | movie

Table 8: A Prediction example with a three-turn con-
versation on slot filling, intent detection, and domain
classification. Green: the result that perfectly matches
the Ground Truth (GT), Red: Entirely Incorrect, and
Yellow: Partially Correct Results. ‘NaN’ means the
value at this position is empty, and ‘(O)’ means the
outputs of LLMs are out of the domain defined in the
prompt. Additional prediction case study examples are
articulated in Appendix D.

plicitly separated. While fine-tuned BERT also
fails to capture the conversation domain and slot
types, MIDAS, aided by multi-level teacher mod-
els, consistently predicts slot types, intents, and
domains correctly, matching the ground truth.

6 Conclusion

This paper introduces a novel multi-level teacher
knowledge distillation framework to enhance multi-
turn natural language understanding (NLU). By
fine-tuning pre-trained models at word, sentence,
and document levels, we construct multi-level
teachers, imparting their knowledge to a student
model. Various loss functions are introduced and
explored, and the experiment results demonstrate
the framework’s effectiveness in improving the stu-
dent model’s understanding across diverse NLU
tasks. It shows better than the LLM result.
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7 Limitation

There are some spaces for future work, including
a more fine-grained analysis of the impact of each
loss, covering multilingual multi-turn dialogue.
The quality of the multilingual pre-trained model
would be the potential risk to achieve enough multi-
turn NLU performance. We believe this work will
provide valuable insights into various aspects of di-
alogue knowledge for NLU and multi-level knowl-
edge distillation.
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Algorithm 1 Triplet Relations

Input: The hidden states of

the batch data from the teachers g: i:el liO.’ Jlag=0
1,9 n n : or [<j do
Ht:{hl,hl,...hl,...,hj}, 7 di o=F, (hrl h7'2)
the hidden states of the batch : 1,2=7D Ly e
datzi f;om the student Hy = di,s=Fp(hi", hi”)
s ...h7'}, th her model
;{;:Tlf{n fifz}: te;ﬁ; er mode 8: if d1,2>d1 3 then
Parameter: Distance function Fp 9: flag+=1
Output: The batch size of triplet 10: else )
relations 7 11: flag—=1
12: end if
1: Leti=0, T=0. li; =1
2: for i<n do %5: .endfor
3: Randomly select three sam- 16 it f lsa({ >(})1 tl]lf’:: s of AT
ples from the batch and label : de.g ¢ labels ol iy
their indexes in the batch as and h”.
rl, r2,r3. 17: end if
4: Treat the sample indexed 71 18: i+=1 )
as the anchor, 72 as the pos- 19: T+:[h217 h;27 h?]
itive sample, 3 as the nega- 20: end for
tive sample. 21: return T

A Related works

Table 9 presents a comparison of MIDAS with 23
previous joint NLU models. Recently, most NLU
studies have embraced a joint learning model ca-
pable of handling all NLU tasks to mitigate er-
ror propagation inherent in pipelined approaches
(Wang et al., 2021a; Han et al., 2021b; Gunaratna
et al., 2022; Huang et al., 2023). The initial joint
models employed traditional neural networks like
RNN (Liu and Lane, 2016) and LSTM (Tingting
et al., 2019; Qin et al., 2021b; Chen et al., 2022a;
Xing and Tsang, 2022; Tran et al., 2022; Pham
et al., 2023) with attention mechanisms.

All models leverage slot-level knowledge and
intent-level knowledge, but only five previous
works incorporate domain-level knowledge. This
implies that only five prior studies utilised a multi-
turn dialogue dataset.

Only one previous study (Weld et al., 2023)
conducted tests on domain classification. Hence,
we chose (Weld et al., 2023) as a representative
baseline. What sets the proposed model apart is
its utilisation of multi-teacher knowledge distilla-
tion. While two previous works employed self-
knowledge distillation and another two adopted
one-teacher knowledge distillation, MIDAS repre-
sents the first attempt at employing multi-teacher
knowledge distillation for joint learning in natural
language understanding.

B Details of baselines

Given the limited number of baselines available for
Multi-turn Dialogue Understanding, we selected

the following models as baselines. BERT-Base'
is a transformer-based language model that serves
as a standard benchmark. RoBERTa-Base'? im-
proves upon BERT by removing the next-sentence
prediction task and optimizing hyperparameters,
such as using larger mini-batches and higher learn-
ing rates. ALBERT-Base'? further enhances effi-
ciency through factorized embedding parameteriza-
tion and cross-layer parameter sharing, achieving
better performance with fewer parameters. SeqSeq
(Liu and Lane, 2016) is an RNN model with atten-
tion mechanisms, developed for joint intent detec-
tion (I D) and slot filling (S F’) tasks. Slot-Gated
(Goo et al., 2018) introduces a slot-gating mech-
anism to capture the relationship between intent
and slot labels, improving semantic understand-
ing through global optimization. Lastly, Tri-level
JNLU (Weld et al., 2023) incorporates domain in-
formation for enhanced joint modeling of 7D and
SFE.

C Implementation details

C.1 Experiment hyperparameters

Table 10 presents the hyperparameters, used in our
proposed Multi-level Teacher Fine-tuning, as well
as Multi-Teacher Knowledge Distillation. The Im-
plementation details can be found in Section 4.3.
of the main submission.

Hyper-parameter Fine-tuning Knowledge Distillation
Learning Rate Se-5 Se-5
Batch Size 32 32
‘Warm-up Steps 10% of Max epoch 10% of Max epoch
Mex epoch 3 100
Stop Strategy Max Epoch Early Stopping on loss
Stop Patience - 10
Optimizer AdamW AdamW
Optimizer Weight Decay le-2 le-2
Optimizer Betas 0.9, 0.999 0.9, 0.999
Margin in L,.¢; - 0.2
Norm in L.¢; - 2
Fpin Lyep - L2-Norm
Similarity in £s;m, - Cosine Similarity
Max Token Length 512 512

Table 10: The hyper-parameters used in our experi-
ments.

We further present the results of various experi-
ments conducted to select hyperparameters, partic-
ularly the learning rate, in Table 11. In all tests, the
temperature is fixed at 20, and only the learning
rate is changed to 0.0005, 0.00005, and 0.000005.
In the experiments on the M2M dataset, the per-
formance of Gemma-7b alongside LL.aMa2-7b is

11ht’cps: //huggingface.co/bert-base-uncased
Zhttps://huggingface.co/roberta-base
Bhttps://huggingface.co/albert-base-v2
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Word

Sentence

Document

Model Year (Slot) (Intent) (Domain) Dialogue Type Joint Integration
SeqSeq Liu and Lane (2016) 2016 O O X Single-Turn [BiRNN + Attention
SDEN Bapna et al. (2017) 2017 O O O Multi-Turn ~ [BiRNN + Memory Network
Slot-Gated Goo et al. (2018) 2018 O O X Single-Turn  [BiLSTM + Slot Gate
BLSTM-+attention Tingting et al. (2019) 2019 O O X Single-Turn |BiLSTM + Attention
Co-Interactive Transformer Qin et al. (2021a)| 2021 O O X Single-Turn [BiLSTM + Attention
GL-GIN Qin et al. (2021b) 2021 O O X Single-Turn |BiLSTM + GAT
SyntacticTF Wang et al. (2021a) 2021 O O X Single-Turn  |Transformer
STD lJiang et al. (2021) 2021 O O X Single-Turn  |Transformer + One-teacher KD
JointIDSF Dao et al. (2021) 2021 O O X Single-Turn |CRF + Attention
CaBERT-SLU Wau et al. (2021b) 2021 O O O Multi-Turn ~ [Attention
SDJN Chen et al. (2022b) 2021 O O X Single-Turn  [BiLSTM + self KD
HAN Chen et al. (2022a) 2022 O O X Single-Turn  [BiLSTM + Attention
ReLA-NET Xing and Tsang (2022) 2022 O O X Single-Turn  [BiLSTM + GAT
XAI Attention Gunaratna et al. (2022) 2022 O O X Multi-Turn  [XAI
WEST-BERT Abro et al. (2022) 2022 O O X Single-Turn |WFST
Contextual SLU Tran et al. (2022) 2022 O O O Multi-Turn  |BiLSTM + Attention
TKDF Cheng et al. (2023) 2023 O O X Single-Turn  [SSRAN + One-teacher KD
MISCA Pham et al. (2023) 2023 O O X Single-Turn  [BiLSTM + Attention
PAGM Mei et al. (2023) 2023 O O X Single-Turn |Gate
FAN Huang et al. (2023) 2023 O O X Single-Turn  |Attention
Tri-level INLU Weld et al. (2023) 2023 O O O Multi-Turn  [Transformer
CKA-NLU Wu and Juang (2023) 2023 O O O Multi-Turn ~ |Attention
BiSLU Tu et al. (2023) 2023 O O X Single-Turn |self KD
PACL Chen et al. (2024) 2024 O O X Multi-Turn  |[Contrastive Learning + Attention
BiJM Luo and Feng (2024) 2024 O O X Single-Turn |Transformer + Enhance Layer
MIDAS (Ours) 2024 O O O Multi-Turn |[Multi-teacher KD

Table 9: Summary of previous joint NLU models and MIDAS. Word, Sentence, and Document columns indicate
whether the relevant information is used for joint integration. GAT in the Joint Integration column refers to the graph
attention network, KD refers to knowledge distillation, and WFST refers to Weighted Finite-State Transducers.

also measured to compare performance with the
generative model. The highest accuracy is shown
when the learning rate was 0.00005, and Gemma-
7b shows similar performance to LLaMa2-7b, but
LLaMa2-7b is slightly superior. The best per-
formance is observed when the learning rate is
0.00005, which is also the case in experiments on
the MWOZ dataset.

C.2 Model details

We display the visualisation of teacher models and
our student model Vanilla Transformer Encoder
together. Those two summarises can be found in
Table 12. Note that we use LoRA to fine-tune
LLaMa 2-7b.

C.3 Hardware information

Our experiments are run on the Linux platform
with an A6000 Nvidia graphic card and an AMD
Ryzen Threadripper PRO 5955WX 16-core CPU,
and the RAM is 128G.

Model [ Task | Learning Rate [ Accuracy
M2M
0.0005 0.9121
ID 0.00005 0.9392
0.000005 0.9093
0.0005 0.9696
LLaMa2-7b SF 0.00005 0.9833
0.000005 0.9349
0.0005 0.8895
DC 0.00005 0.8804
0.000005 0.8375
0.0005 0.9204
ID 0.00005 0.9357
0.000005 0.9102
0.0005 0.9693
Gemma-7b SF 0.00005 0.9816
0.000005 0.9429
0.0005 0.8799
DC 0.00005 0.8840
0.000005 0.7890
MWOZ
0.0005 0.8021
ID 0.00005 0.8403
0.000005 0.7952
0.0005 0.9776
LLaMa2-7b SF 0.00005 0.9912
0.000005 0.9740
0.0005 0.8411
DC 0.00005 0.8702
0.000005 0.7026

Table 11: Summary of performance changes according
to learning rate changes.

D In-depth PLM/LLM analysis

In this section, we provide an in-depth quantitative
and qualitative analysis, incorporating a detailed
comparison between PLMs and LLMs.

D.1 Compared with PLMs

We evaluate MIDAS with a qualitative assessment
of the three NLU tasks on MWOZ and M2M,
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Conversation Sample MIDAS Gemma-7b GPT3.5

Slot Token Intent Slot Token Intent Slot Token Intent
19 Find a restaurant for breakfast Find/O a/O restaurant/O for/O breakfast/B-Meal Greeting| Find/B-Cat a/B-Date restaurant/B-Loc for/B-Meal Inform | Find/0 a/B-Meal restaurant/O for/O breakfast/O Request
breakfast/B-Movie
In what area and what type of rating __ In/O what/O area/O and/O what/O type/O of/O Request  |n/B-Loc what/B-Cat area/I-Rating and/N what/N Inform  1n/O what/O area/O and/O what/O type/O of/0 Request
for the place? & rating/0 for/0 the/O place/0 type/N of/N rating/N for/N the/N place/N rating/ for/O the/O place/0
7 One in Redmond and s Michelin rated One/0 in/0 Redmond/B-Loc and/0 is/O Inform | One/B-RN in/B-Loc Redmond/B-Rating and/N is/N Inform | One/I-Loc in/O Redmond/O and/B-Rating is/O Inform
Michelin/B-Rating rated/I-Rating Michelin/N rated/N Michelin/B-RN rated/I-Rating
1found the following place: the ivy, 1/0 found/O the/O following/O place/O :/Othe/B-RN  Select | |/-RN found/B-RN the/B-RN following/O place/O Inform  1/0 found/O the/O following/B-RN place/O :/B-RN Select
acom ordeep blue ivy/I-RN, /O acorn/B-RN or/O deep/B-RN blue/I-RN :/0 the/0, ivy/O, /O acorn/O or/O deep/O blue/O the/I-RN ivy/I-RN, /O acorn/N or/N deep/N blue/N
% show me info for deep blue Show/0 me/0 info/O for/O deep/B-RN blue/I-RN Affirm | Show/B-RN me/B-Date info/B-Time for/I-Date Inform  Show/O me/O info/O for/O deep/B-Movie Request
deep/I-Time blue/O blue/I-Movie
Domain Restaurant Movie Movie
Slots type: O (Other), Meal, Loc (Location), RN (Restaurant Name), Cat (Category), Date, Movie, Time, N (None, LLM doesn’t answer)
Intent type: Greeting, Request, Inform, Select, Affirm
Domain type: Movie, Restaurant
(a)
Conversation Sample MIDAS Gemma-7b GPT3.5
Slot Token Intent Slot Token Intent Slot Token Intent
*fly. Looking for a train Looking/O for/0 a/0 train/0 Find Train _ Looking/O for/O a/O train/O Find Train  Looking/O for/0 a/O train/0 Find Train
What's the time?
89 I want to depart after 19.45 1/0 want/O to/O depart/O after/O 19:45/B-TL Find Train 1/ want/0 to/O depart/O after/0 19:45/0 Find Train| 1/0 want/O to/O depart/O after/0 19:45/0 Find Train
- How many tickets?
ofly. 1 would like to book 4 1/0 would/0 like/O to/0 book/0 4/0 Find Train 1/0 would/O like/O to/O book/0 4/0 Find Train /0 would/O like/O to/O book/0 4/0 Book Train
Do you need any other services? . &
a, | Would like to know the address of La 1/0 would/O like/O to/O know/O the/O address/O  Find Res. 1/O would/O like/O to/O know/O the/O address/O  Find Res. /O would/O like/O to/O know/O the/O address/O  Find Res.
" Tasac Restaurant of/O La/B-RN Tasac/I-RN Restaurant/0 0f/O La/O Tasac/O Restaurant/O of/O La/B-RN Tasac/O Restaurant/O
Itis located at 14 -16 Bridge Street.
Would you like a reservation? &
1 would like to book a table for 5 people 1/0 would/O like/O to/O book/O a/O table/O Book Res. 1/0 would/O like/O to/O book/O a/O table/O Book Res. /0 would/O like/O to/O book/B-RB a/Otable/O  Book Res.
< for/0 5/0 people/0 for/B-RB 5/B-RF people/B-RN for/0 5/0 people/0
What is the date? . &
#fly At 15:30 on the same day At/0 15:30/B-RB on/O the/O same/O day/O Book Res. | At/0 15:30/0 on/O the/O same/O day/O Find Res. | At/O 15:30/0 on/O the/O same/O day/O Book Trair}
Domain Train, Restaurant Train Train
Slots type: O (Other), TL (Train Leaveat), RN Name), RB Booktime), RF Food)

Intent type: Find Train, Book Train, Find Res. (Find Restaurant), Book Res. (Book Restaurant)

Domain type: Train, Restaurant

(b)

Figure 3: Two examples for qualitative analysis: (a) shows the results on the M2M dataset, and (b) shows the results
on the MWOZ dataset. Each example shows the results when MIDAS matches the ground truth. The three cells
below each example display the type lists for slot, intent, and domain, and red text indicates errors in each column
of the results table.
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BERT RoBERTa LLaMa Student
Architecture Encoder Encoder Decoder Encoder
Parameters 110M 125M 7B 58M
Layers 12 12 32 6
Heads 12 12 32 8
Hidden Dim. 768 768 4096 768
Feed Forward Dim. 3072 3072 11008 2048
Dropout Rate 0.1 0.1 0.0 0.3
Rank of LoORA - - 64
Alpha of LoRA - - 16
Dropout of LoORA - - 0.1

Table 12: The details of the models used in our work.

compared with two representative PLMs, BERT
and RoBERTa. In Table 13, we test all three
NLU tasks, including intent classification, slot fill-
ing, and domain classification. The first two ut-
terances are from M2M, while the rest are from
MultiwOZ 2.2 (MWOZ). The first eight results
come from MIDAS (BERT), trained with three
teachers BERT;p, BERTsr, and BERTpc,
and BERT-only refers a single fine-tuned BERT
(BERT-Base), whereas the remaining five results
pertain to MIDAS (RoBERTa), trained with
three teachers RoBERT'a;p, RoBERT agr, and
RoBERTapc, and RoOBERTa-only refers a sin-
gle fine-tuned RoBERTa (RoBERTa-Base). Al-
though the single fine-tuned BERT (BERT-only)
or ROBERTa (RoBERTa-only) can sometimes pre-
dict the slots correctly, it does not communi-
cate/integrate with the word level and domain level
classification. Instances such as these validate
our hypothesis that leveraging diverse knowledge
levels from multi-turn conversation datasets can
improve the understanding of individual natural
language understanding tasks, outperforming the
advantages of learning with single-level dialogue
knowledge.

D.2 Compared with LLMs

D.2.1 Quantitative analysis

We measured the performance using the
zero-shot prompt method to compare perfor-
mance with Large Language Model (LLM).
The LLM LLaMa2(Touvron et al., 2023),
LLaMa3.1(Dubey et al., 2024), Gemma(Team
et al., 2024), QWen2(Bai et al., 2023), GPT3.5
and GPT4o(Brown et al., 2020), were utilized.
Notably, we also tested 3-shot learning on GPT4o,
QWen?2 and LLaMa3.1. The prompt for each task
are shown in Table 15.

Table 14 presents the experimental results of
each baseline, compared with the performance of
our best model. Notably, GPT40 3-shot learning
achieves the best results in all tasks, except for

the DC task on the M2M dataset, though it still
falls significantly short of our model’s performance.
In the ID and SF tasks, LL.aMa’s performance is
markedly lower than that of Gemma and GPT, high-
lighting that factors such as architecture, training
data, and training methods, beyond just the number
of parameters, also influence LLM performance.

Even within the LLaMa series, the number of
model parameters doesn’t always determine perfor-
mance; the 7b model sometimes outperforms the
13b and 70b models. Note that only the 70b model
was used with 4-bit quantisation.

Across all three tasks, LLMs occasionally gen-
erate out-of-scope class names, despite having all
class names provided. Additionally, in the SF task,
LLMs don’t always output answers correspond-
ing to the length of the original text. Despite our
prompt stating that no explanation is needed for
efficiency, LLMs sometimes still generate explana-
tions. These observations indicate that LLMs don’t
fully grasp the input.

D.2.2 Qualitative analysis

In the qualitative analysis, we first focus on two
representative LLMs, Gemma-7b and GPT3.5, as
shown in Figure 3. From the M2M conversa-
tion shown in Figure 3-(a), we found that both
LLMs can not predict slot types based on con-
text. For example, GPT3.5 predicts “Michelin/B-
RN rated/I-Rating” instead of “Michelin/B-Rating
rated/I-Rating”. Except for the wrong understand-
ing of the conversation, we found that both LLMs
can not follow the prompt all the time. For example,
both LLMs do not predict the slot type for each to-
ken, where the missing predictions are represented
by “N”. From the Multi-Domain Wizard-of-Oz 2.2
(MWOZ) conversation as shown in Figure 3-(b),
we can see that both LLMs can not make predic-
tions in terms of the whole conversation, resulting
the conflicts of the predictions of the domains and
intents. For example, GPT3.5 predicts “Book Train”
after “Book Restaurant” and Gemma-7b predicts
“Find Restaurant” after “Book Restaurant”. An-
other example is that both LLMs failed to predict
the domain “Restaurant” of the last turn dialogue,
even the Gemma-7b already predicted the intent as
“Find Restaurant”.

We further analyse the outputs from cutting-
edge large language models, including QWen2,
LLaMa3.1, and GPT-40. As outlined in Section 5.7,
these models also faced challenges in making use
of multi-level knowledge consistently and strictly
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No. Model [ Tokens (Slot) Intent Domain
Utterance near, kirkland, and, i, don, ’, t, care, about, the ratings - -
1 Ground Truth |O, B-location, O, O, O, 0,0, 0,0, 0,0 inform restaurant
MIDAS (BERT) |O, B-location, O, O, O, O, O, O, O, O, O inform restaurant
BERT-Only O, B-restaurant_name, O, O, O, O, O, O, O, O, O infrom movie
Utterance let, ’, s, go, with, the, view - -
2 Ground Truth |O, O, O, O, O, B-restaurant_name, I-restaurant_name affirm restaurant
MIDAS (BERT) |O, O, O, O, O, B-restaurant_name, I-restaurant_name affirm restaurant
BERT-Only 0,0,0,0,0,0,0 affirm movie
Utterance then, find, me, one, in, the, expensive, price, range. - -
3 Ground Truth |0,0,0,0,0,0,0,0,0 find_hotel hotel
MIDAS (BERT) |0,0,0,0,0,0,0,0,0 find_hotel hotel
BERT-Only 0,0,0,0,0,0,0,0,0 find_restaurant| restaurant
Utterance which, ever, is, nice., i, will, need, some, info, on, it, too. - -
4 Ground Truth |0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
MIDAS (BERT) |0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
BERT-Only 0,0,0,0,0,0,0,0,0,0,0,0 find_hotel restaurant
Utterance great, we, are.t, meeting, friends, at, wandlebury, country, park, before, we, eat,, can, you, tell, me, about, that, place, R B
and, where, it, is?
5 Ground Truth 8, 0, 0O, 0, O, O, B-attraction-name, I-attraction-name, I-attraction-name, O, O, O, O, O, 0, 0, 0, 0, 0, O, 0, O, find_attraction | attraction
MIDAS (BERT) 8, 0, 0, 0, O, O, B-attraction_name, I-attraction_name, I-attraction_name, O, O, 0, 0, 0, 0, 0,0, 0, 0, 0, 0, O,| (e tiiemtwn| | aimsion
BERT-Only 0, 0, 0, O, O, O, B-attraction-name, I-hotel-name, O, O, O, O, O, O, 0, 0, O, O, O, 0, 0, O, O find_restaurant| restaurant
Utterance yes, may, i, have, the, address, post,code, and, phone, number, for, golden, house?, i’ll, book, it, myself. - -
6 Ground Truth |0, 0,0, 0, 0,0, 0, O, 0, O, O, B-restaurant_name, I-restaurant_name, O, O, O, O find_restaurant| restaurant
MIDAS (BERT) |0, 0,0, 0,0, 0, O, O, O, O, O, B-restaurant_name, I-restaurant_name, O, O, O, O find_restaurant| restaurant
BERT-Only 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_hotel hotel
can, you, book, for, arrival, closer, to, 17:30, for, one, person, and, give, me, the, reference, number., also, i, would,
Utterance like, to, see, a, college, in, centre. - -
7 Ground Truth |0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
MIDAS (BERT) |0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
BERT-Only 0,0,0,0,O0, 0, O, B-train_leaveat, O, O, 0, 0, 0,0, 0,0, 0,0,0,0,0,0,0,0, 0, 0,0 book_train train
Utterance yes, please., i, need, an, address, and, phone, number, too. - -
P Ground Truth |0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
MIDAS (BERT) [0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
BERT-Only 0,0,0,0,0,0,0,0,0,0 find_restaurant| restaurant
Utterance just, need, to, know, what, area, "its", in. - -
9 Ground Truth |0,0,0,0,0,0,0,0 find_attraction | attraction
MIDAS (RoBERTa) |0, O, O, 0, 0,0, 0,0 find_attraction | attraction
RoBERTa-Only |O, O, 0,0, 0,0, 0,0 find_hotel hotel
i, would, actually, like, to, book, 5, people, and, would, like, to, know, the, reference, number, for, the, tickets, and,
Utterance the, address, of, la, tasca, restaurant. - -
10 Ground Truth |0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,O0,0, O, O, O, O, B-restaurant-name, I-restaurant-name, O |find_restaurant| restaurant
MIDAS (RoBERT2)|0, O, 0, 0,0, 0,0, 0,0,0,0,0,0,0,0,0,0, 0, 0,0, O, 0, O, B-restaurant-name, I-restaurant-name, O |find_restaurant| restaurant
RoBERTa-Only |0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, 0,0, O, O, O, B-restaurant-name, B-hotel-name, O book_train restaurant
Utterance "its", not, a, restaurant,, "its", an, attraction., nusha. - -
1 Ground Truth |0, O, O, O, O, O, O, B-attraction-name find_attraction | attraction
MIDAS (RoBERTa) |0, O, O, O, O, O, O, B-attraction-name find_attraction | attraction
RoBERTa-Only |O, O, 0,0, 0,0, 0,0 find_attraction | restaurant
Utterance will, you, give, me, the, phone, number,, address,, and, postcode, for, graffiti,, please? - -
12 Ground Truth |0, 0,0, 0,0, 0, 0, 0, O, O, O, B-restaurant-name, O find_restaurant| restaurant
MIDAS (RoBERTa)|0, O, O, O, O, O, O, O, O, O, O, B-restaurant-name, O find_restaurant| restaurant
RoBERTa-Only |0, 0, 0,0,0,0,0,0,O0,O0,0,O0,O0 find_attraction | restaurant
Utterance i, am, looking, to, get, to, the, rajmahal, restaurant, please,, how, do, i, get, there? - -
13 Ground Truth |0, O, O, O, O, O, O, B-restaurant_name, O, O, O, O, O, 0, O find_restaurant| restaurant
MIDAS (RoBERTa) |0, O, O, O, O, O, O, B-restaurant_name, O, O, O, O, O, O, O find_restaurant| restaurant
RoBERTa-Only |0, O, O, O, O, O, O, B-restaurant_name, O, O, O, O, 0, O, O find_taxi taxi

Table 13: 13 Prediction examples with both datasets on slot filling, intent detection, and domain classification
results of each model. The first two utterances are from M2M, while the rest are from MultiwWOZ 2.2 MWOZ).
The first eight results come from MIDAS (BERT) and BERT-Only, whereas the remaining five results pertain to
MIDAS (RoBERTa) and RoBERTa-Only. The green cell represents a result that matches the ground truth, the red
cell indicates incorrect results, and the yellow cell indicates partially correct results.
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ID SF DC

MWOZ | M2M | MWOZ | M2M | MWOZ | M2M

(ACC) [(ACO)| (F1) (F1) | (ACC) | (ACO)

LLaMa2-7b-chat 0.4751 ]0.3363 | 0.0217 |0.0751 | 0.6528 |0.5231
LLaMa2-13b-chat | 0.1679 |0.2013 | 0.0891 [0.1092 | 0.5602 | 0.4468
LLaMa2-70b-chat | 0.3896 |0.3275| 0.0619 |0.0883 | 0.6987 |0.6012
Gemma-7b 0.6515 | 0.4588 | 0.6653 |0.4357 | 0.7227 | 0.5426
GPT3.5 0.6971 |0.5100| 0.8175 |0.5516 | 0.7739 |0.7740
GPT4o0 0.6789 |0.6410| 0.8418 |0.6616 | 0.7877 | 0.8503
GPT4ot 0.7614 | 0.7510 | 0.8525 |0.7132| 0.7941 |0.7051
QWen2-7B-Ins.{ 0.5459 | 0.278 | 0.1532 |0.1192 | 0.6416 |0.6541
LLaMa3.1-8b-Ins.7 | 0.6422 |0.2715| 0.6276 |0.5412| 0.5973 | 0.5076
Our best model 0.8502 | 0.9427 | 0.9928 |0.9856 | 0.8816 | 0.8952

Table 14: The comparison of the proposed models with
prompt tuning methods using Large Language Models.
ID, SF and DC indicate intent detection, slot filling
and domain classification, respectively, as mentioned in
Section 4.3. ACC and F1 stand for accuracy and micro
F1, respectively, and scores in bold indicate leadership
among the metrics. t refers to the application of 3-shot
learning in the prompt with LLMs.

adhering to prompt instructions. Those examples
from both M2M dataset and MultiWOZ dataset are
presented from Table 16 to Table 21.

D.3 Complete procedure cases

In this section, we provide a complete question-
answer demonstration for each task and dataset,
offering a clearer explanation of how we utilize
LLMs for testing, as shown from Figure 4 to Figure
9.

Definition: In this task, you are given a dialogue. Your job is to
classify the following dialogue into one of the eleven different
intents. The intents and examples are:

Intent: find_restaurant

Dialogues:

1. i am looking for a restaurant called the gandhi.

2. i want crossover food at an expensive price. can you help?

3. is there something else in the west?

Intent: book_restaurant

Dialogues:

ir‘ﬁut: [yes.,book, for,7,people,on,saturday,at,15:15.]. Output(only
output the intent):

Book Restaurant

Book Train

Figure 4: Prompt and output for a sample dialogue in
MultiWOZ dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Compared to GPT40, our model can correctly classify
the intent of the given dialogue as Book Restaurant.

Definition: In this task, you are given a dialogue. Your job is to
classify the following dialogue into one of the fifteen different
intents. The intents and examples are:

Intent: greeting

Dialogues:

1. hi , i want to make a restaurant reservation .

2. hi , i want to make a reservation for 6 pm .

3. hi ! can you book me a restaurant reservation ?

Intent: request

Dialogues:

Input:

[i, found, the, following, restaurants, :, the,hudson, room, , ,boats, and, casca
1]. Output(only output the intent):

Select

Inform

Figure 5: Prompt and output for a sample dialogue
in M2M dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Compared to GPT40, our model can correctly classify
the intent of the given dialogue as Select.

"In the task of slot filling, the B-, I-, and 0- prefixes are
commonly used to annotate slot types, indicating the boundaries and
types of slots. These labels typically represent:

B- (Begin): Signifies the beginning of a slot, marking the start of a
new slot. I- (Inside): Represents the interior of a slot, indicating
a continuation of the slot. O (Outside): Denotes parts of the input
that are not part of any slot.

For instance, in a sentence where we want to label a ""date"" slot,
words containing date information might be tagged as "'"B-date""
(indicating the beginning of a date slot), followed by consecutive
words carrying date information tagged as ""I-date"" (indicating the
continuation of the date slot), while words not containing date
information would be tagged as ""0"" (indicating they are outside any
slot). Here are some examples:

Dialogue: ""i am looking for a restaurant called the gandhi."", slot
types: ['0', '0O', 'O', 'O', 'O', 'O', 'O', 'B-restaurant-name', 'I-
restaurant-name']

Definition: In this task, you are given a dialogue. Your job is to
classify the words in the following dialogue into one of the thirty
different slots. The slots are: "B-attraction-name", ..., "0". Input:
[yes,i,would, like, it, to,serve,asian,oriental]l. Output(Only output
slot types. And the slot types should be output as a list without any
explanation):"

ro,'o,'o,'0, '0, '0', '0', 'B-restaurant-food', 'I-restaurant-food’]

[0, ‘0, ‘0, ‘0, ‘0, ‘O, ‘O, ‘I-restaurant-food, 'O

Figure 6: Prompt and output for a sample dialogue in
MultiWOZ dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Compared to GPT40, our model can correctly classify
the slot types of the given dialogue.
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Task

Prompt

ID

Definition: In this task, you are given a dialogue. Your job is to classify the
following dialogue into one of the fifteen different intents. The intents and
examples are:

Intent: greeting Dialogues: 1. hi, i want to make a restaurant reservation . 2. hi
, 1 want to make a reservation for 6 pm . 3. hi ! can you book me a restaurant
reservation ? Intent: request Dialogues: 1. okay , where do you want to go ,
and how many people will there be? ...

Input: [{input}]. Output(only output the intent):

SF

In the task of slot filling, the B-, I-, and O- prefixes are commonly used to
annotate slot types, indicating the boundaries and types of slots. These labels
typically represent:

B- (Begin): Signifies the beginning of a slot, marking the start of a new slot. I-
(Inside): Represents the interior of a slot, indicating a continuation of the slot.
O (Outside): Denotes parts of the input that are not part of any slot.

For instance, in a sentence where we want to label a "date" slot, words contain-
ing date information might be tagged as "B-date" (indicating the beginning of a
date slot), followed by consecutive words carrying date information tagged as
"[-date" (indicating the continuation of the date slot), while words not contain-
ing date information would be tagged as "O" (indicating they are outside any
slot). Here are some examples:

Dialogue: "the sushi boat for 6 .", slot types: [’O’, ’B-restaurant_name’, ’I-
restaurant_name’, O’, 'B-num_people’, ’O’] ...

Definition: In this task, you are given a dialogue. Your job is to classify the
words in the following dialogue into one of the twenty-one different slots. The
slots are: "B-category", "B-date", "B-location", ..., "O". Input: [{input}]. Out-
put(Only output slot types. And the slot types should be output as a list without
any explanation):

DC

In this task, you are given a dialogue. Your job is to classify the following
dialogue into one of the two different intents. The domains and examples are:

Domain: restaurant Dialogues: 1. hi, i want to make a restaurant reservation.
2. areservation for cheese cake factory for 3 people on next monday. 3. ok ,
please choose between amarin and sakoon restaurants.

Domain: movie Dialogues: 1. i would like to buy movie tickets for 6:00 pm 2.
which movie , and how many tickets do you need ? 3. i need 3 tickets for the
movie called a man called love

Input: [{input}]. Output(only output the domain):

Table 15: The prompt we used for each dataset in our experiments.
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Case 5, Slot Filling, M2M

In the task of slot filling, the B-, I-, and O- prefixes are commonly
used to annotate slot types, indicating the boundaries and types of
slots. These labels typically represent:

B- (Begin): Signifies the beginning of a slot, marking the start of a
new slot. I- (Inside): Represents the interior of a slot, indicating
a continuation of the slot. O (Outside): Denotes parts of the input
that are not part of any slot.

For instance, in a sentence where we want to label a "date" slot,
words containing date information might be tagged as "B-date"
(indicating the beginning of a date slot), followed by consecutive
words carrying date information tagged as "I-date" (indicating the
continuation of the date slot), while words not containing date
information would be tagged as "0" (indicating they are outside any
slot). Here are some examples:

Dialogue: "the sushi boat for 6 .", slot types: ['0', 'B-
restaurant_name', 'I-restaurant_name', '0O', 'B-num_people', '0']

Definition: In this task, you are given a dialogue. Your job is to
classify the words in the following dialogue into one of the twenty-
one different slots. The slots are: "B-category", ..., "0". Input:
[you, can, choose, from, the, hudson, room, , ,deep,blue,,,or, sakoon] .
Output(Only output slot types. And the slot types should be output as
a list without any explanation):

\ J

[0),'0', 'O, 'O, 'B-restaurant_name', 'I-restaurant_name', 'I-restaurant_name', 'O, 'B-
restaurant_name', 'I-restaurant_name', '0', 'O', 'B-restaurant_name']

[0, '0', 'O, 'O, 'B-restaurant_name', 'I-restaurant_name', 'O", '‘B-restaurant_name', 'I-
restaurant_name', 'O', '0', 'B-restaurant_name', 'O']

Figure 7: Prompt and output for a sample dialogue
in M2M dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Compared to GPT40, our model can correctly classify
the slot types of the given dialogue.

Case 1, Domain Classification, M2M

Definition: In this task, you are given a dialogue. Your job is to
classify the following dialogue into one of the two different
intents. The domains and examples are:

Domain: restaurant

Dialogues:

1. hi , i want to make a restaurant reservation .

2. okay , where do you want to go , and how many people will there be
?

3. the sushi boat for 6 .

Domain: movie

Dialogues:

1. i would like to buy movie tickets for 6:00 pm

2. which movie , and how many tickets do you need ?

3. i need 3 tickets for the movie called a man called ove

Input: [what,type,of,food,and,price,range,should, i, look, for,?].

\ Output(only output the domain): y

Restaurant

Restaurant

Figure 8: Prompt and output for a sample dialogue
in M2M dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Both models can correctly classify the domain of the
given dialogue as Restrurant.

Case 2, Domain Classi , Multivoz

Definition: In this task, you are given a dialogue. Your job is to
classify the following dialogue into one of the eight different
intents. The domains and examples are:

Domain: restaurant

Dialogues:

1. i am looking for a restaurant called the gandhi.

2. i'd like a reservation for 7 people monday at 15:30 please.

3. i want crossover food at an expensive price. can you help?
Domain: police

Dialogues:

Input:
[i,would, like, to,book,a, table, for,3,0n,saturday,at,13:30.,are, there,a
ny,trains, that,go, to,broxbourne,on,sunday?]. Output(only output the

| domain):

Restaurant

Train

Figure 9: Prompt and output for a sample dialogue in
MultiWOZ dataset, where the correct prediction is high-
lighted in green and wrong predictions are highlighted
in red. Demonstration means few-shot (3-shot) learning.
Compared to GPT40, our model can correctly classify
the domain of the given dialogue as Restaurant.
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Model [ Turn [ Tokens (Slot) Intent Domain

1 what, are, you, in, the, mood, for, ? - -
2 it, doesn, , t, matter, . - -
Utterance -
3 how, about, the, hudson, room, or, los, altos, grill, ? - -
4 sounds, good, . - -
1 0,0,0,0,0,0,0,0 request restaurant
GT 2 0,0,0,0,0,0 inform restaurant
0, O, B-restaurant_name, I-restaurant_name, I-restaurant_name, O, B-restaurant_name, I-restaurant_name,
3 select restaurant
I-restaurant_name, O
4 0,0,0 affirm restaurant
1 0,0,0,0,0,0,0,0 request restaurant
MIDAS (Ours) 2 0,0,0,0,0,0 inform restaurant
0, O, B-restaurant_name, I-restaurant_name, I-restaurant_name, O, B-restaurant_name, I-restaurant_name,
3 select restaurant
I-restaurant_name, O
4 0,0,0 affirm restaurant
1 0,0, 0,0, 0, 0, NaN, NaN request restaurant
GPT4o 2 0,0, 0, 0, 0, NaN negate (0)
3 0, O, O, B-restaurant_name, I-restaurant_name, O, B-restaurant_name, I-restaurant_name, O, NaN select restaurant
4 0,0,0 affirm movie
1 B-category, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts| restaurant
QWen2 2 0, O, NaN, NaN, NaN, NaN negate restaurant
3 B-restaurant_name, I-restaurant_name, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts| restaurant
4 0, O, NaN inform movie
1 0, 0, 0, 0, O, NaN, NaN, NaN request movie
LLaMa3.1 2 0,0,0,0,0,0 other movie
3 0,0,0,0,0,0,0,0,0,0 affirm movie
4 0,0,0 other restaurant

Table 16: A four turns conversation from M2M dataset. GPT4o exhibited issues with generating out-of-domain
outputs ‘(O)’ in Turn 2, while all LLMs showed problems in the SF task by failing to follow instructions, resulting
in NaN outputs.

Model [ Turn [ Tokens (Slot) Intent Domain
1 what, area, is, your, preference, ? - -
Utterance 2 f)rlando - - -
3 i, have, the, hudson, room, ,, boats, or, the, nest, ,, which, sounds, better, ? - -
4 agree, on, the, hudson, room - -
1 0,0,0,0,0,0 request restaurant
GT 2 B-location inform restaurant
0, O, B-restaurant_name, I-restaurant_name, I-restaurant_name, O, B-restaurant_name, O, B-restaurant_name,
3 select restaurant
I-restaurant_name, O, O, O, O, O
4 0, O, B-restaurant_name, I-restaurant_name, I-restaurant_name affirm restaurant
1 0,0,0,0,0,0 request restaurant
MIDAS (Ours) 2 B-location inform restaurant
0, O, B-restaurant_name, I-restaurant_name, I-restaurant_name, O, B-restaurant_name, O, B-restaurant_name,
3 select restaurant
I-restaurant_name, O, O, O, O, O
4 0, O, B-restaurant_name, I-restaurant_name, [-restaurant_name affirm restaurant
1 0, 0,0, 0, O, NaN request restaurant
GPT4o 2 B-location © ©
3 0, O, O, B-restaurant_name, I-restaurant_name, O, O, O, O, O, B-restaurant_name, O, O, O, O select restaurant
4 0, O, B-restaurant_name, [-restaurant_name, NaN inform restaurant
1 B-location, NaN, NaN, NaN, NaN, NaN request_alts movie
QWen2 2 B-location inform movie
3 B-location, B-location, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts movie
4 B-restaurant_name, I-location, NaN, NaN, NaN select restaurant
1 0,0, 0, 0, O, NaN greeting movie
LLaMa3.1 2 (0] confirm movie
3 0, 0, O, B-location, O, B-movie, O, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts movie
4 0, 0, O, B-location, I-location thank_you movie

Table 17: A four turns conversation from M2M dataset. GPT4o exhibited issues with generating out-of-domain
outputs ‘(O)’ in Turn 2, while all LLMs showed problems in the SF task by failing to follow instructions, resulting
in NaN outputs.
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Model [ Turn [ Tokens (Slot) Intent Domain
1 how, many, tickets, would, you, like, to, buy, ? - -
Utterance 2 1 - N
3 what, date, do, you, want, to, go, ? - -
1 0,0,0,0,0,0,0,0,0 request movie
GT 2 B-num_tickets inform movie
3 0,0,0,0,0,0,0,0 request movie
1 0,0,0,0,0,0,0,0,0 request movie
MIDAS (Ours) 2 B-num_tickets inform movie
3 0,0,0,0,0,0,0,0 request movie
1 0,0,0,0,0,0, O, NaN, NaN request movie
GPT4o 2 (®)) (0) restaurant
3 0, B-date, O, O, O, O, NaN, NaN request restaurant
1 B-num_tickets, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts| movie
QWen2 2 B-category inform movie
3 B-date, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts| restaurant
1 0,0, 0, 0, O, O, B-num_tickets, O, NaN request restaurant
LLaMa3.1 2 B-category request movie
3 0,0,0,0,0,0,0,0 request movie

Table 18: A three turns conversation from M2M dataset. GPT4o0 exhibited issues with generating out-of-domain
outputs ‘(O)’ in Turn 2, while all LLMs showed problems in the SF task by failing to follow instructions, resulting
in NaN outputs. LLaMa3.1 failed to unify multi-level knowledge, resulting in predicting the domain as ‘restaurant’
even after identifying ‘B-num_tickets’

Model [ Turn | Tokens (Slot) Intent | Domain
1 1, pm, is, unavailable, again, ,, please, choose, from, 6, pm, or, 6.30, pm, . - -
2 no, ,, thank, you - _
Utterance 3 please, provide, the, theatre, name, ,, date, ,, and, number, of, tickets - -
4 the, theatre, name, is, aquarius, and, i, need, 1, ticket, for, friday, . - -
5 what, movie, would, you, like, to, see, ? - -
1 B-time, I-time, O, O, O, O, O, O, O, B-time, I-time, O, B-time, I-time, O negate ovie
2 0,0,0,0 negate movie
GT 3 0,0,0,0,0,0,0,0,0,0,0,0 request movie
4 0, 0O, 0, O, B-theatre_name, O, O, O, B-num_tickets, O, O, B-date, O inform movie
5 0,0,0,0,0,0,0,0 request movie
1 B-time, I-time, O, O, O, O, O, O, O, B-time, I-time, O, B-time, I-time, O negate movie
2 0,0,0,0 negate movie
MIDAS (Ours)[ 3 0,0,0,0,0,0,0,0,0,0,0,0 request movie
4 0, O, O, O, B-theatre_name, O, O, O, B-num_tickets, O, O, B-date, O inform movie
5 0,0,0,0,0,0,0,0 request movie
1 B-time, I-time, O, O, O, O, O, O, O, B-time, I-time, O, O, B-time, I-time negate movie
2 0, 0, O, NaN negate (0)
GPT4o 3 0, O, O, B-theatre_name, I-theatre_name, O, B-date, O, O, B-num_tickets, O, NaN request movie
4 O, B-theatre_name, I-theatre_name, O, O, O, O, B-num_tickets, O, O, B-date, O, NaN inform movie
5 0, B-movie, O, O, O, O, O, NaN request movie
1 B-time, I-time, I-time, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts (O)
2 0, O, NaN, NaN negate restaurant
QWen2 3 B-theatre_name, B-date, B-num_tickets, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts movie
4 B-theatre_name, B-date, B-num_tickets, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN request movie
5 B-movie, NaN, NaN, NaN, NaN, NaN, NaN, NaN request_alts| movie
1 0, 0O, O, B-time, I-time, O, O, O, O, 0, 0, O, 0, 0, 0 request restaurant
2 0, O, NaN, NaN thank_you | restaurant
LLaMa3.1 3 B-theatre_name, I-date, B-num_tickets, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN other movie
4 B-theatre_name, I-theatre_name, O, O, O, B-num_tickets, (O)I-num_tickets, O, B-date, I-date, O, NaN, NaN request movie
5 0,0,0,0,0,0,0,0 request movie

Table 19: A five turns conversation from M2M dataset. GPT40, QWen2 and LLaMa3.1 exhibited issues with
generating out-of-domain outputs ‘(O)’ in Turn 2, Turn 1 and Turn 4 respectively, while all LLMs showed problems

in the SF task by

failing to follow instructions, resulting in NaN outputs.
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Model [ Turn [ Tokens (Slot) Intent Domain

1 i, choose, the, ashley, hotel., what, is, their, address,, please? - -
2 no,, i, just, need, the, address. - -
3 hey, i, am, looking, for, a, train, from, cambridge, to, bishops, stortford., mind, helping, out? - -
4 i, want, to, leave, on, monday, and, arrive, by, 18:45. - -
Utterance 5 could, you, give, me, the, travel, time, and, price, of, that, train, please? - -
6 i, also, want, a, cheap, chinese, restaurant. - -
7 id, like, to, be, in, the, centre, please. - -
8 yes., monday,, 8, people,, 10:30. - -
9 i, am, planning, a, trip, in, cambridge - -
1 0, 0O, O, B-hotel-name, I-hotel-name, O, O, O, O, O find_hotel hotel
2 0,0,0,0,0,0 find_hotel hotel
3 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_train train
4 0,0,0,0,0,0,0, O, O, B-train-arriveby find_train train
GT 5 0,0,0,0,0,0,0,0,0,0,0,0,0 find_train train
6 0, 0, 0, 0, O, B-restaurant-food, O find_restaurant | restaurant
7 0,0,0,0,0,0,0,0 find_restaurant | restaurant
8 0, 0, 0, O, B-restaurant-booktime book_restaurant| restaurant
9 0,0,0,0,0,0,0 find_train train
1 0, O, O, B-hotel-name, I-hotel-name, O, O, O, O, O find_hotel hotel
2 0,0,0,0,0,0 find_hotel hotel
3 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_train train
4 0,0,0,0,0,0, 0, O, O, B-train-arriveby find_train train
MIDAS (Ours)| 51 0,0,0,0,0,0,0,0,0,0,0,0,0 find_train train
6 0, 0, 0, 0, O, B-restaurant-food, O find_restaurant | restaurant
7 0,0,0,0,0,0,0,0 find_restaurant | restaurant
8 0, 0, 0, O, B-restaurant-booktime book_restaurant| restaurant
9 0,0,0,0,0,0,0 find_train train
1 0, O, O, B-hotel-name, I-hotel-name, O, O, O, O, O find_hotel hotel
2 0,0, 0, 0, O, NaN find_police police
3 0,0, 0,0, 0, O, O, (O)B-train-departure, O, (O)B-train-destination, (O)I-train-destination, O, O, O, O find_train train
4 0, 0,0, O, O, O, B-train-arriveby, I-train-arriveby, NaN, NaN find_train train
GPTdo 5 [0,0,0,0,0,0,0,0,0,0,0,0,0 find_train train
6 0, 0, O, O, B-restaurant-food, I-restaurant-food, O find_restaurant | restaurant
7 0,0,0,0,0,0, O, NaN find_hotel hotel
8 0, 0O, O, B-restaurant-booktime, O book_restaurant train
9 0, 0, 0, 0, O, B-bus-destination, NaN find_attraction | attraction
1 B-hotel-name, I-hotel-name, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_hotel hotel
2 0, O, NaN, NaN, NaN, NaN find_hotel hotel
(O)B-train-destination, (O)B-train-origin, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, . .
3 NaN book_train train
QWen2 4 B-train-leaveat, (O)I-train-arrivevi, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN book_train hotel
5 0, O, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_train taxi
6 I-restaurant-food, NaN, NaN, NaN, NaN, NaN, NaN find_restaurant | restaurant
7 I-hotel-stars, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_hotel hotel
8 B-train-leaveat, [-restaurant-booktime, NaN, NaN, NaN book_train hotel
9 (O)B-city, B-hotel-name, NaN, NaN, NaN, NaN, NaN find_attraction hotel
1 0, 0, O, O, B-hotel-name, O, O, O, O, O find_hotel hotel
2 B-restaurant-name, I-restaurant-name, O, O, NaN, NaN find_hotel restaurant
3 B-train-leaveat, O, (O)B-train-destination, O, O, O, O, O, 0, O, 0, O, O, O, O find_train train
4 B-train-leaveat, O, O, B-train-arriveby, O, O, O, O, O, O book_train train
LLaMa3.1 5 B-train-arriveby, B-train-leaveat, O, O, O, O, O, O, O, 0, O, O, O find_train train
6 0, 0, O, B-restaurant-food, O, O, O find_restaurant | restaurant
7 0,0,0,0,0,0,0,0 find_taxi attraction
8 B-attraction-name, I-attraction-name, O, O, O find_restaurant bus
9 0,0,0,0,0,0,0 find_attraction | restaurant

Table 20: A nine turns conversation from MultiWOZ dataset. All LLMs showed problems generating out-of-domain
outputs ‘(O)’ and problems in the SF task by failing to follow instructions, resulting in NaN outputs.
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Model [ Turn | Tokens (Slot) Intent Domain

1 yes, i, am, looking, for, a, place, to, stay, in, cambridge, that, is, 3, stars, and, expensive., can, you, help, me? - -
2 do, those, both, have, 3, star, ratings, and, are, expensive? - -
Utterance 3 do, they, have, free,.parking? _ . . - -
4 not, today, thanks., im, also, want, to, find, a, cinema, in, the, west, part, of, town. - -
5 are, there, any, colleges, in, the, west, that, i, could, visit, instead? - -
6 what, is, the, one, that, is, free?, can, i, get, the, phone, number, and, postcode? - -
1 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_hotel hotel
2 0,0,0,0,0,0,0,0,0,0 find_hotel hotel
GT 3 0,0,0,0,0 find_hotel hotel
4 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
5 0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
6 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
1 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_hotel hotel
2 0,0,0,0,0,0,0,0,0,0 find_hotel hotel
MIDAS (Ours) 3 0,0,0,0,0 find_hotel hotel
4 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
5 0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
6 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
1 0,0,0,0,0,0,0,0,0,0, 0, 0, 0, B-hotel-stars, I-hotel-stars, O, O, O, O, O, NaN find_hotel hotel
2 0, O, 0, O, B-hotel-stars, I-hotel-stars, O, O, O, NaN find_restaurant| restaurant
GPT4do 3 0,0,0,0,0 find_hotel hotel
4 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
5 0,0,0,0,0,0,0,0, 0, 0, NaN, NaN find_attraction | attraction
6 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
1 B-hotel-name, B-hotel-stars, (O)B-price-range, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, find hotel il
NaN, NaN, NaN, NaN, NaN, NaN, NaN ~
2 B-hotel-stars, B-hotel-type, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_hotel restaurant
QWen2 3 0, O, NaN, NaN, NaN find_hotel restaurant
4 B-attraction-name, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_attraction | attraction
5 0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
6 0, 0, O, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN, NaN find_attraction | restaurant
1 B-hotel-stars, I-hotel-stars, O, B-hotel-type, O, B-hotel-stars, I-hotel-stars, O, B-hotel-type, O, B-hotel-stars, el i il
I-hotel-stars, O, B-hotel-type, O, NaN, NaN, NaN, NaN, NaN, NaN =
2 0,0,0,0,0,0,0,0,0,0 find_hotel restaurant
LLaMa3.1 3 0, 0, NaN, NaN, NaN find_hotel hotel
4 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | restaurant
5 0,0,0,0,0,0,0,0,0,0,0,0 find_attraction | attraction
6 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 find_hotel hotel

Table 21: A six turns conversation from MultiWOZ dataset. QWen2 exhibited issues with generating out-of-domain
outputs ‘(O)’ in Turn 1, while all LLMs showed problems in the SF task by failing to follow instructions, resulting
in NaN outputs.
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