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Abstract

Existing legal benchmarks focusing on knowl-
edge and logic effectively evaluate LLMs
on various tasks in legal domain. However,
few have explored the practical application
of LLMs by actual users. To further assess
whether LLMs meet the specific needs of le-
gal practitioners in real-world scenarios, we
introduce UCL-Bench, a Chinese User-Centric
Legal Benchmark, comprising 22 tasks across
5 distinct legal scenarios. To build the UCL-
Bench, we conduct a user survey targeting le-
gal professionals to understand their needs and
challenges. Based on the survey results, we
craft tasks, verified by legal professionals, and
categorized them according to Bloom’s taxon-
omy. Each task in UCL-Bench mirrors real-
world legal scenarios, and instead of relying
on pre-defined answers, legal experts provide
detailed answer guidance for each task, incor-
porating both "information" and "needs" ele-
ments to mimic the complexities of legal prac-
tice. With the guidance, we use GPT-4 as the
user simulator and evaluator, enabling multi-
turn dialogues as a answer guidance based
evaluation framework. Our findings reveal
that many recent open-source general models
achieve the highest performance, suggesting
that they are well-suited to address the needs
of legal practitioners. However, these legal
LLMs do not outperform ChatGPT, indicat-
ing a need for training strategies aligned with
users’ needs. Furthermore, we find that the
most effective models are able to address le-
gal issues within fewer dialogue turns, high-
lighting the importance of concise and accu-
rate responses in achieving high performance.
The code and dataset are available at https:
//github.com/wittenbergl1/UCL-bench.

1 Introduction

The legal field has shown a strong interest in large
language models (LLMs), seeing their potential to

*Co-first Authors.
Corresponding Authors.

offer support to professionals in law firms, courts,
and prosecutorial offices, while also providing legal
consultations to the general public (Kuppa et al.,
2023; Cheong et al., 2024; Murray, 2023). To fa-
cilitate a better understanding and evaluation of
LLMs within the legal field, it is crucial to develop
benchmarks that assess various aspects, such as le-
gal knowledge and legal reasoning abilities (Huang
and Chang, 2022; Burton, 2017).

Several legal benchmarks have been developed
to address this need. For example, LegalBench,
an English benchmark developed in partnership
with legal experts, features 162 tasks spanning six
types of reasoning (Guha et al., 2023). Similarly,
LAiW and Lawbench have been proposed for the
Chinese legal system (Dai et al., 2023; Fei et al.,
2023). However, existing legal benchmarks still
have two shortcomings: (1) Current benchmarks
fail to directly assess LLM performance from the
user perspective, which may create a gap between
evaluation results and real-world performance. Ex-
isting legal benchmarks primarily test legal knowl-
edge and logical reasoning, but they fail to directly
address the specific needs and practical operations
of various legal users in real scenarios (Guha et al.,
2023; Fei et al., 2023). For example, lawyers may
need comprehensive case analysis and strategy de-
velopment, judges require balanced and fair legal
interpretations, prosecutors focus on gathering and
presenting evidence, while law professors empha-
size thorough research and teaching (Schultz, 1992;
Leeuw and Schmeets, 2016). Current benchmarks
do not fully capture these varied demands, lead-
ing to a gap between benchmark results and actual
user experiences. (2) Current benchmarks fail to
capture dynamic characteristic of User-LLM in-
teractions. Most benchmarks use a static testing
approach, with many tests consisting of multiple-
choice or short-answer questions (Dai et al., 2023).
This method fails to mimic real user-LLM inter-
actions, where users’ queries are often conversa-
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tional and involve multi-turn exchanges (Liu et al.,
2023a,b). As a result, the existing benchmarks do
not directly evaluate the model’s capabilities from
the perspective of user experience, which may re-
sult in a gap between the model’s capabilities from
the evaluation and its actual performance in real-
world scenarios.

Therefore, we introduce UCL-bench, a user-
centric chinese law benchmark, with approach
shown in Figure 1. We first conduct user surveys
before constructing the dataset to ensure that our
benchmark reflects real user needs. Through com-
prehensive user surveys across diverse legal scenar-
ios, we and legal experts identify 22 tasks under
the Bloom taxonomy, covering high-frequency real-
world legal use cases of LLMs. Each data instance
in UCL-bench consists of “information-needs’ pair,
reflects distinct user requests and is accompanied
by expert-annotated answer guidance, specifying
the content required for high-quality responses. For
the evaluation framework, to simulate real-world
User-LLM interaction, a user-simulator (GPT-4)
is employed to facilitate multi-round interactions
with LLMs, based on "information" and "needs" in
each sample. We further employ LL.M-as-a-Judge
paradigm (Zheng et al., 2024) to evaluate the ser-
vice provided by LLMs with the sample-granularity
answer guidance.

The results of our benchmark reveals three
main findings. Firstly, as the highest performance
OpenAl ol-preview and Qwen-2.5-7B-Instruct
achieved, we highlight the effectiveness of recent
open-source general models in user-centric legal
contexts. Secondly, despite pre-trained and fine-
tuned with legal corpora, legal LLMs did not sur-
pass ChatGPT, necessitates training strategies that
are better aligned with user needs. Thirdly, we find
that more effective models tend to address legal
issues with fewer dialogue turns, suggesting that
concise and accurate responses are a key factor in
achieving high performance. We also conducted
additional experiments to validate the reliability of
our evaluation framework.

Our contributions are threefold:

* We introduce User-Driven Legal Benchmark-
ing Dataset covering high-frequency real-
world legal use cases of LLMs. Through com-
prehensive user surveys across diverse Chi-
nese legal scenarios, we identified these tasks,
featuring "information-needs" pairs for dis-
tinct user requests and expert-annotated an-

swer guidance for high-quality responses.

* We introduce a novel user-centric evaluation
framework for LLMs in legal scenarios. This
framework leverages a GPT-4-powered user
simulator to mimic real-world interactions and
employs expert-guided automatic evaluation
with GPT-4 as a judge, providing a more prac-
tical assessment for LLMs.

* Our benchmark reveals that open-source gen-
eral models excel in user-centric legal con-
texts, highlighting the need for training strate-
gies that prioritize user needs and concise, ac-
curate responses for high performance.

2 Related Work

2.1 Legal Benchmark

With LLMs showing promising legal abili-
ties (Huang et al., 2023; Cui et al., 2023), thor-
oughly evaluating their skills in this domain be-
comes vital. This not only aids in exploring the
boundaries of capabilities of LLMs but also allows
for the design of applications to better assist various
users in the legal field. Currently, the construction
of legal benchmarks is primarily based on two ap-
proaches: knowledge-based and legal reasoning
logic-based. In the knowledge-based category, ex-
cept solely constructing benchmark from the NLP
tasks (Niklaus et al., 2023), many legal benchmarks
construct for legal understanding (Hwang et al.,
2022; Chalkidis et al., 2022; Joshi et al., 2024), and
LawBench (Fei et al., 2023) first constructs a legal
benchmark based on memorization, understanding,
and application of legal knowledge. DISC-Law-
Eval (Yue et al., 2023) divides evaluation into objec-
tive and subjective parts, using automated metrics
or ChatGPT to assess legal knowledge memoriza-
tion and application abilities. The legal reasoning
logic-based category includes LAiW (Dai et al.,
2023) and LEGALBENCH (Guha et al., 2024),
which are based on the syllogism/IRAC logic of
jurisprudence, and assess different logical levels in
Chinese and English respectively. Although these
benchmarks successfully evaluate LLMs’ knowl-
edge and logic, they overlook the varied uses of
LLMs by different users. A evaluation framework
catering to diverse users is essential for different
needs of users. Moreover, due to data collection
and evaluation challenges, these benchmarks miss
out on multi-turn dialogue evaluations, crucial for
assessing LLMs in realistic legal scenarios.
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Figure 1: UCL-Bench takes a user-centric approach to evaluating LLMs in legal domain. It identifies real-world legal

use cases through user surveys and then constructs tasks

based on these needs. Each task is built from open-source

data and public websites, incorporating both "information" and "needs" elements to mimic user requests. To ensure

rigorous evaluation, expert-annotated "answer guidance"

is provided for each task, including both ground truth and

explanations. GPT-4 (Achiam et al., 2023) simulates real-world user interactions with different LLMs, capturing
multi-turn dialogues. These dialogues are then assessed by another GPT-4, using ChatGPT (Roumeliotis and
Tselikas, 2023) as a baseline and expert-annotated guidance as a reference point.

2.2 Other Benchmarks for LLM

Recently, many benchmarks have been developed
to test the limits of LLMs (Chang et al., 2023),
primarily using fixed instructions to assess their
capabilities. For instance, AlpacaEval (Li et al.,
2023) focuses on evaluating the ability of LLMs
to generate appropriate responses given a diverse
set of questions, MMLU (Hendrycks et al., 2020)
focuses on the effective application of knowledge
across various subjects, and Big-Bench (Srivastava
et al., 2022) introduces even more comprehensive
tasks that are believed to be beyond the capabilities
of current language models. While these bench-
marks offer detailed assessments of LLMs across
various dimensions, they fall short in probing LLM
capabilities in complex, multi-turn dialogue scenar-
10s. Currently, the most popular general benchmark
for multi-turn dialogues is MT-bench (Zheng et al.,
2024), along with its derivatives (Sun et al., 2023b;
Bai et al., 2024). These benchmarks use predefined
questions, responses, and a fixed number of dia-
logue turns for each sample. During testing, each
dialogue turn is input into the LLM to assess its

response generation capabilities. The fixed num-
ber of turns and predetermined questions constrain
LLMs’ response flexibility, diverging from real-life
scenarios. Yet, high-quality multi-turn dialogue
benchmarks in legal domain even general domain
are still lacking.

3 UCL-bench

This section details the methodology employed for
the development of our user-centric law benchmark.
We commence with a user survey conducted accord-
ing to established protocols, aimed at identifying
critical tasks for benchmark construction. Utilizing
the results of the survey, we subsequently construct
a comprehensive dataset for our benchmark. The
section also concludes with a description of our
novel evaluation methodology, which more closely
reflects real-world interactions.

3.1 User Survey

We conduct comprehensive user surveys to identify
the real world Chinese legal scenarios and use cases
where LLMs can offer assistance.
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General Public

B Seek legal advice or solutions for specific cases

m Ask general legal issues like proceedings and rights
W Explain legal terms and concepts

B Assist in completing and customizing legal documents
B Seek opinion on widely-publicized legal case

Court Procuratorate

Help draft judgments and other legal documents
Summarizing cases for filing

Identify the key issues in dispute of the case
Assist judges in deciding charges of defendants.
Assist judges in deciding sentences of defendants.
Answer legal questions from the public

Inquire about the litigation procedure for a case

College

Help with legal essay writing
Analysis of historical or recent legal cases

Grading legal exam questions

Analyze specific legal theories, principles, or concepts
Suggest for improvement of the current legislation
Discuss ethical issues in legal practice

Find scholarly articles, case rulings on legal issues

Law Office

Assist in drafting legal documents such as pleadings, contracts
Search for historical precedents similar to the client's case
Assist in proofreading legal documents for errors.

Seek the relevant legal provisions of a particular case
Guidance on how to collect and evaluate evidence.

Query the specific content of the legal provisions

Provide legal information and advice to clients

Explore effective litigation or mediation strategies

Assist in preparing indictments and other legal documents
Precise interpretation of specific legal provisions

Analyze the public reactions to legal issues

Assist in determining accusations of defendants

Assess the legitimacy and relevance of the evidence
Formulate effective public prosecution strategy

Figure 2: Proportions of use cases mentioned in every scenario. A total of 33 use cases were collected, with 28 from
semi-structured interviews and 5 from open questions in questionnaires. The questionnaire results were divided
according to legal scenarios, and the proportion of use cases was calculated respectively.

Semi-structured interviews (Kakilla, 2021) were
conducted with eleven legal experts, including
three law professors, two legal LLM expert, two
senior attorney, two judges and two procurators.
Demographic background of the participants and
the interview protocol are shown in Appendix A.1.
These conversations enabled us to collect a range
of legal scenarios and potential use cases of LLM
in these scenario. As a result, we determined 5
scenarios including General public, College, Law
office, Court, and Procuratorate, and 28 use cases
spanning the five scenarios. These use cases serve
as candidates for subsequent questionnaire voting,
see the details in Appendix A.2.

Then, we developed an online questionnaire to
understand which use cases legal users are more in-
terested in. Participants were first asked to describe
their specific scenarios. This was followed by de-
tailed inquiries into the use cases that interested
them within those scenarios, using the previously
collected use cases as candidates, along with an
open-ended question for proposing any additional
use cases. Details can be found Appendix A.2.
After the responses were collected, we calculated
and ranked the proportions of each use case being
selected or mentioned. The results are shown in
Figure 2. Further, we excluded use cases with a
proportion lower than 10% as low-frequency ap-
plications, ultimately retaining 22 use cases, see

Table 5. These retained use cases reflect the high-
frequency potential legal applications of LLMs.

3.2 Dataset Construction

1. Task Formulation through Experts Verifica-
tion. We had legal experts design tasks for each use
case. These tasks were validated through multiple
rounds of feedback questionnaires, allowing us to
make necessary revisions, see Appendix B.1 for de-
tails. We categorize these tasks into Memory, Un-
derstand, Apply, Analyze, Evaluate, and Create,
according to Bloom’s cognitive levels (Krathwohl,
2002), see Appendix B.2 for more introduction.
The categorized tasks and descriptions are shown
in Appendix B.3.

2. Data Collection and Annotation. Statistics
of our dataset are shown in Table 1. Figure 3 shows
an instance of our dataset. Each sample is orga-
nized into "information-needs" pair. "Information"
reflects the legal context before user querying the
LLM, and "needs" specify the user’s requirements.
These contents are used as prompt for the user-
simulator to dynamically generate questions. The
data sources of the "information-needs" pair are
from Chinese public legal websites or open-source
datasets. Refer to Table 7 in the Appendix B.3 for
the corresponding licenses and data proportion. We
collect the materials and reformatted them, with
specific reformatting approaches by legal experts
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Cognitive Level ID Task Name Data Source n
Memory 1-1  Article Recitation flk.npc.gov.cn 50
2-1  Legal Issue Consult imlaw.cn 50

2-2  Judicial Interpret flk.npc.gov.cn 50

Understand 2-3  Legal Concept Und. CAIL2022 50
2-4  Public Opinion Summary CAIL2022 50

2-5  Judicial Summary CAIL2021 50

3-1  Prison Term Prediction CAIL2021 50

Apply 3-2  Charge Prediction wenshu.court.gov.cn 50
3-3  Accusation Prediction 12309.gov.cn 50

4-1  Article Prediction wenshu.court.gov.cn 50

4-2  Dispute Focus Identify wenshu.court.gov.cn 50

Analyze 4-3  Real Case Consult 12348.gov.cn 50
4-4  Similar Case Retrieval LeCaRD (Ma et al., 2021) 50

4-5  Legal Case Analysis Chinese judicial exam 50

Evaluate 5-1  Judicial Exam Score Chinese judicial exam 50
5-2  Judgment Doc. Proofread wenshu.court.gov.cn 50

6-1  Legal Essay Writing Chinese judicial exam 50

6-2  Cross-Examination Gen. wenshu.court.gov.cn 50

Create 6-3  Litigation Strategy Gen. moj.gov.cn 50
6-4  Judgment Doc Gen. wenshu.court.gov.cn 50

6-5  Procuratorial Doc Gen. 12309.gov.cn 50

6-6  Lawyer Document Gen. self-construct 50

Table 1: Statistics of Task Set. 22 tasks are classified based on cognitive levels. Most of the data come from the
publications on the official website, others are come from open-sourced dataset like Challenge of Al in Law(CAIL)

dataset. The total amoount of data is 1100.

for each task also detailed in Appendix B.3.

In addition, experts provide fine-grained anno-
tations for each sample, termed as "Answer Guid-
ance". The Answer Guidance include not only the
ground truth but also explanatory content, defining
the standards of professionalism for the answers
that LLM should provide. The four components of
answer guidance are: (1) Ground Truth, (2) Manda-
tory Mention, (3) Advisable Mention, (4) Encour-
aged Mention. See Table 2 for explanation.

Category Content
Ground Truth Precise answers or solutions.
Mandatory Mention Critical points or facts.
Advisable Mention ~ An explanation of a relevant topic or concept.

Encouraged Mention Relevant reference, e.g., legal provision.

Table 2: Components of Expert-annotated Answer
Guidance.

3.3 User-LLM Interaction Simulation

UCL-Bench distinguishes itself from existing legal
benchmarks by incorporating user-LLM interaction
simulation, as depicted in Figure 4. This is crucial
for our tasks, which involve utilizing LLMs to solve
real-world legal problems through multi-turn dia-
logues and simulating multi-turn user interactions.

Specifically, GPT-4 is employed as the user sim-
ulator to engage in multi-turn dialogues with the
LLM under evaluation, which demonstrates strong
capabilities in diverse role-playing scenarios (Wang
et al., 2023). The prompt template of the user-
simulator is shown in Figure 9. Through this ap-

proach, we simulate real-world LLM usage sce-
nario in legal field. Appendix F shows dialogue
examples of each task.

3.4 Evaluation

To evaluate the performance of different LLMs,
we utilize the LLM-as-a-Judge paradigm (Zheng
et al., 2024) by employing GPT-4 as the evalua-
tor. Similar to AlpacaEval (Li et al., 2023), we
conduct pairwise comparisons of multi-turn inter-
actions produced by the candidate LLM and a refer-
ence LLM. ChatGPT serves as the reference LLM
and the performance of other models is quantified
by their win rate over the reference LLM. However,
unlike existing evaluation frameworks, considering
that GPT-4 evaluator may lack the necessary exper-
tise or exhibit biases, we include answer guidance
as references to the GPT-4 evaluator, ensuring GPT-
4 has the necessary background knowledge when
making judgments. !

Furthermore, our evaluation approach also dif-
fers from existing methods used for evaluating dia-
logue systems with simulators (Sun et al., 2023a).
Unlike dialogue systems with simulators, which
rely on fixed overall metrics like task success rate
and further evaluate each sentence (Deriu et al.,
2021), we evaluate the entire conversation after it
concludes using GPT-4 with answer guidance. This

'The instruction template for prompting the GPT-4 evalua-
tor is in Appendix D.
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Answer Guidance:
1. Ground Truth: Tllegal.

2
3. Advisable Mention: None
4

Information: Ma Wu built a house without obtaining a construction project planning permit. On March 12, 2022, the Urban Planning Bureau
issued a "Notice of Order to Demolish Illegal Construction" to Ma Wu, ordering him to demolish it within one day. On March 15, 2022, the
Port City Task Force organized a forced demolition operation and demolished Ma Wu's illegal construction. During the demolition, Ma Wu
had not yet had time to move out the items inside the house. The Port City Task Force also did not legally register and preserve the items
inside, nor did they make an inventory list and have Ma Wu sign to confirm it. It was later discovered that the Urban Planning Bureau had
sent a letter of authorization to the Port City Task Force, authorizing them to make the decision to demolish the illegal construction.

Needs: Want to know if the conduct of the Urban Planning Bureau is legal.

. Mandatory Mention: Violation by the responsible entity; Procedural violation; Violation of time limits

. Encouraged Mention: Article 68 of the Urban and Rural Planning Law; Articles 35, 36, and 44 of the Administrative Enforcement Law

Figure 3: A data instance in UCL-bench. The corresponding task is Legal Case Analysis, requiring LLM to analyze

legal issues according to the context of the case.

approach prioritizes flexibility, as we are more con-
cerned with whether the LLM successfully resolves
the legal issue through the conversation, rather than
requiring perfection in every detail of the dialogue.
2

{in?z:;\;:;on} % . User-simulator
; & um

Ask first query |

End dialogue ]

Figure 4: The process of multi-turn dialogue genera-
tion between user simulator and LLM under evaluation.
"Information-needs" pair serve as prompting input to the
user simulator. The simulator then formulates a query
and determines whether to continue or terminate the di-
alogue based on the responses it gathers. The maximum
number of simulator-LLM exchanges is limited to three
(6 turns in total).

4 Experiment

4.1 Setup

We selected 21 models for evaluation, including 4
closed-source LLMs: ChatGPT, GPT-4, OpenAl
ol-mini and OpenAl ol-preview. 14 open-source
general LLMs: Baichuan2-7B-Chat, Baichuan2-
13B-Chat (Baichuan, 2023), chatglm3-6b (Du et al.,
2022), deepseek-1lm-67b-chat (DeepSeek-Al et al.,
2024), Qwen-7B-Chat, Qwen-14B-Chat, Qwen-
72B-Chat, Qwen-2.5-7B-Instruct (Bai et al., 2023),
internlm-chat-7b, internlm-chat-20b, internlm-2.5-
7B-Chat (Cai et al., 2024), Yi-34B-Chat (Al

“More details are shown in Appendix D.

et al., 2024), DeepSeek-V2-Chat (Bi et al., 2024),
GLM-4-9B-Chat (GLM et al., 2024), and 3 legal-
specific models: Wisdom-Interrogatory (Yiquan
et al.), DISC-LawLLM (Yue et al., 2023), fuzi-
mingcha (Wu et al., 2023). See Appendix E.1
for model introduction. The principle of model
selection is to ensure strong conversational abili-
ties in Chinese, given that our benchmark involves
variable-turn dialogue.. Therefore, models with
poor Chinese proficiency, such as LLama2 (Tou-
vron et al., 2023), or models with weak dialogue
capabilities, such as Mixtral (Jiang et al., 2024),
are not selected. The temperature for the user-
simulator (GPT-4) is set to O to ensure consistency
in generating the first query. For closed-sourced
models like the GPT series, we leveraged the of-
ficial API for inference. For open-sourced mod-
els, we deployed them locally, utilizing two A100
80GB PCle GPUs for inference. In addition, an
another empirical study in Appendix C.2 demon-
strates the feasibility of GPT-4 as user-simulator.

4.2 Main Results

Open-source General LLMs: Table 3 shows the
benchmarking results. The emergence of numerous
open-source general LLMs presents a compelling
alternative to closed-source models like ChatGPT
and GPT-4, particularly within user-centric legal
scenarios. Especially notable are the latest smaller
models, such as Qwen-2.5-7B-Instruct, which have
achieved performance comparable to OpenAl ol-
preview. The results suggest that these general-
purpose models, even without specific legal train-
ing, can effectively address user-centric legal is-
sues and find practical applications. The avail-
ability of these open-source alternatives empow-
ers legal professionals with greater flexibility and
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Figure 5: Average winning rate of 15 LLMs evaluated on UCL-bench. The baseline model ChatGPT defaults to a

50% win rate.
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Qwen 7B 400 525 525 400 550 250 531 325 575 600 150 294 421 300 300 225 100 300 250 611 816 500 407
Qwen 14B 750 500 625 475 300 400 500 300 552 675 200 343 325 500 450 475 150 600 250 737 925 382 473
Qwen 72B 600 600 725 550 575 725 471 400 725 816 325 589 421 675 500 475 300 550 375 850 684 559 567
Qwen-2.57B 858 697 703 700 689 707 690 806 825 812 754 676 6719 706 7.1 721 698 780  69.1 757 701 679 729
Yi 34B 725 775 579 525 415 725 438 600 763 684 500 412 375  TLI 525 475 650 650 525 700 775 471 593
Baichuan2 7B 675 575 475 415 525 650 67.6 225 800 725 375 313 350 450 475 300 300 700 500 725 925 618 538
Baichuan2 13B 750 675 750 368 500 550 382 525 775 850 575 441 250 550 425 475 550 600 575 737 816 589 577
Deepseek 67B 500 600 600 575 575 750 559 475 675 500 500 471 375 500 500 600 200 350 450 42.1 605 563 516
DeepSeek-V2-Chat 783 669 670  67.5 655 675 662 740 775 762 714 657 652 617 692 707 671 727 66.1 705 666 658 69.3
ChatGLM3 6B 625 425 525 737 550 750 500 550 450 625 450 594 525 500 400 300 444 350 527 525 675 676 532
GLM-4-9B-Chat 741 667 670 662 643 668 658 687 750 775 663 641 637 667 664 673 663 690 668 679 661 637 67.6
Internlm 7B 525 425 400 450 131 50 382 450 650 425 175 471 400 369 250 474 150 150 368 222 750 206 358
Internim 20B 350 417 500 400 27.5 450 471 425 550 425 375 530 316 325 444 300 100 500 425 263 350 382 389
InternLM-2.57B 750 643 654 654 639 654 637 717 750 789 661 637 637 658 646 659 648 673 64.2 664 645 641 668
GPT-4 625 500 625 575 675 816 618 275 650 725 425 618 450 575 526 575 500 600 375 375 650 588 56.1
OpenAlol-mini  77.5 717 692 684  67.5 666 666 633 650 650 666 682 682 674 674  69.1 700 692 69.2 684 674 687 68.7
OpenAlol-preview 825 839 825 784 768 750 722 718 722 718 734 737 750 744 744 750 750 746 T34 725 716 716 7132
Wisdom. 7B 650 684 475 425 500 263 441 625 650 775 375 765 350 475 500 550 200 400 475 550 725 353 509
DISC-Law 13B 525 526 525 225 225 250 412 275 550 450 175 412 184 575 350 395 300 400 474 175 625 235 374
Fuzi-Mingcha 7B 750 200 275 300 125 368 433 500 650 600 75 265 15 39.5 150 125 100 450 300 60.0 600 147 340

Table 3: Evaluation results of UCL-bench. The values in the table represent the win rates (%) of LLM against
ChatGPT. Ties were factored in by treating each tie as a 50% win to ensure stable results.

choice, expanding their options beyond solely re-
lying on closed-source models like ChatGPT or
GPT-4. There is a moderate positive correlation be-
tween the general and legal-specific performance,
see Appendix E.1 for detail.

Legal LLMs: Despite being pre-trained or fine-
tuned on legal data, existing legal LLLMs have not
yet surpassed ChatGPT and these open-source gen-
eral LLMs in addressing legal issues within user-
centric scenarios, their overall scores generally
fall below ChatGPT, let alone open-source general
LLMs. Specifically, only Wisdom-Interrogatory
exhibits slightly better performance than ChatGPT.
It is based on the Baichuan 7B base model and
was pre-trained on 40GB of legal data, including
legal documents, judicial cases, and legal Q&A
data. Consequently, it significantly outperforms
ChatGPT in tasks that emphasize legal knowl-
edge and format, such as legal provision memory

(65%), crime/provision prediction (62.5%, 77.5%),
and judgment/prosecutorial document generation
(55.0%, 72.5%). However, it struggles in tasks re-
quiring creative thinking, such as legal essay writ-
ing (20.0%), dispute focus identification (37.5%),
and lawyer document generation (35.3%). Other
legal LLMs, such as DISC-LawLLM, despite being
fine-tuned on the Baichuan 13B base model with
traditional NLP tasks like information extraction,
text summarization, case classification, and legal
open-domain question answering data, as well as
judicial exam data, have not shown a clear advan-
tage over ChatGPT in related tasks. This suggests
that current legal LLMs may not be meeting ex-
pectations in user-centric scenarios and may not be
readily replacing ChatGPT in most cases. This dis-
crepancy could be attributed to the fact that these
legal LLMs were developed using base models that
were not as extensively trained on diverse data as
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today’s open-source general LLMs. Furthermore,
it may also indicate these pre-training and fine-
tuning methods, while enhancing legal knowledge,
might not necessarily improve the LLMs’ ability
to effectively solve user problems.

Fine-grained discussion: From the results, we
can find that while legal LLMs (DISC-Law13B,
Fuzi-Mingcha7B) exhibit relatively high win rates
in memorization tasks (Article Recite; 52.5% and
75%, respectively), their performance significantly
lags behind general LLMs in higher-order cogni-
tive tasks (understanding and application). Anal-
ysis of individual cases indicates that legal LLMs
excel at recalling information from legal texts due
to their specialized training data. However, general
LLMs demonstrate superior multi-task capabilities,
exhibiting strong reasoning abilities even in the le-
gal domain when provided with sufficient informa-
tion. Furthermore, although legal LLMs often pro-
vide correct final answers, they frequently omit key
points identified in the answer guidance, indicating
a lack of focus on crucial legal details. Their ten-
dency to overlook information within the questions
also necessitates additional conversational turns to
clarify missing information, leading to lower eval-
uator scores.

Dialogue Turns: Our benchmarking results re-
veals that stronger models tend to resolve users’
legal needs through shorter dialogues. As shown
in Figure 6, the average number of dialogue turns
exhibits a decreasing trend with the increase in the
win rate, with a correlation coefficient of -0.68 and
a p-value of 0.005, indicating a fairly strong neg-
ative correlation between them. While more turns
in dialogue can gather more information, this is
also related to the LLLM’s understanding and ex-
pression capabilities. The current results seem to
indicate that LLMs with more turns have poorer
performance, suggesting that these additional turns
are likely due to the LLM’s inability to resolve
the issue. An in-depth observation of the dialogues
also support this judgement. For example, Internlm-
chat-7b tends to provide overly brief responses, like
only mentions "law xx" without providing specific
articles (see Table 36); DISC-LawLLM refuse to
give helpful answers in some circumstances (see
Table 37). To the best of our knowledge, we are the
first to conduct LLLM evaluation in legal scenarios
through simulated dialogues and explain the strong
correlation between the number of turns and the
LLM’s legal capabilities.

29
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Figure 6: The relationship between the average number
of dialogue turns and the winning rate among 15 LLM:s.

4.3 Effectiveness of LLLM-as-the-judge

We evaluated the effectiveness of GPT-4 judge from
both contents and results it provides, through expert
annotation methods. A fine-grained analysis can be
found in Appendix E.2. The results show that GPT-
4 judge mentioned 95.9% of the answer guidance
points and human experts believed that GPT-4 cor-
rectly determined whether the LLM met the points
in 80.6% of cases. The agreement rate between
GPT-4 and human experts is 81.1%, which is very
close to the agreement among humans (80.1%).
These results indicate that GPT-4 judge has the
ability to provide effective and reliable evaluation
results. 3

5 Conclusion

We introduced UCL-bench, a user-centric legal
benchmark within the Chinese legal system, com-
prising 22 tasks that collectively cover a wide range
of use cases in the legal field. User surveys were
conducted to help build legal datasets that reflect
practical needs. A user-simulator was utilized for
multi-turn interactions with LLMs. Using answer
guidance as a reference, GPT-4 was employed to
assess the performance of the LLMs. Experimen-
tal results demonstrate that state-of-the-art open-
sourced LLMs excel on UCL-Bench, proving their
applicability under the Chinese legal framework.
Despite being pre-trained and fine-tuned with legal
data, legal LLMs fell short of ChatGPT, highlight-
ing the need for training strategies more attuned
to user needs. Additionally, models that deliver
concise and accurate responses typically resolve
legal issues in fewer dialogue turns, which is essen-
tial for achieving high performance in user-centric
scenario. We hope our benchmark can serve as a

3We also conducted additional experiments in Appendix
E.2 to investigate the feasibility of replacing GPT-4 with alter-
native models for evaluation.
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reference for the capabilities of LLMs in address-
ing user-centric legal issues and provide insights on
enhancing the utility of legal LLMs. In the future,
we aim to expand UCL-bench to other languages,
incorporating a broader range of legal scenarios
across different legal frameworks.

6 Limitations

Due to the significant amount of work required to
construct this benchmark and complete the evalu-
ation, we acknowledge the following four limita-
tions:

* While we present extensive further experi-
ments with our simulator and evaluator in
Appendix, we are currently unable to fully
replace the simulator and evaluator with hu-
man participants due to the complexity and
cost associated with multi-turn dialogues.

* We use ChatGPT as a baseline in our testing,
comparing other LLMs to its performance. As
ChatGPT’s performance has become increas-
ingly insufficient compared to newer LLMs,
we will attempt to use updated models for
comparison in the future.

* Due to the difficulty of user survey, data col-
lection, and construction, we have currently
only built a Chinese dataset. We plan to build
datasets for more languages in the future.

* Our evaluation primarily relies on win rate,
which is currently the main metric for assess-
ing LLMs. However, compared to other re-
sults presented in our Appendix, we find that
win rate may not fully capture the effective-
ness of LLMs. Therefore, we are committed
to exploring additional and more comprehen-
sive evaluation metrics in the future.

7 Ethics Statement

Recognizing the sensitive nature of the legal do-
main, we have meticulously reviewed all data
included in this benchmark. The open-source
datasets employed are accompanied by appropri-
ate licenses. To ensure privacy and ethical con-
siderations, we have masked personal sensitive
information, such as names, contact details, and
identification numbers. Furthermore, legal experts
have conducted thorough ethical evaluations of the
benchmark, ensuring its responsible use.
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A Details of User Survey

A.1 Semi-structured Interview

The purpose of the semi-structured interview is to
identify the legal scenarios and their use cases for
LLMs. A total of eleven legal experts participated
in the interviews, including three law professors,
two developers of legal LLMs, two lawyers, two
judges, and two procurators. Table 4 shows the
demographic background of the participants, with
9 males and 2 females. The majority of the partici-
pants fall within the age range of 30-50 and possess
over 10 years of work experience. All participants
hold a bachelor’s degree or higher.

The first author used an interactive demonstra-
tion method to introduce LLM to participants at
the beginning of the interview. This involved giv-
ing the participants the opportunity to engage with
ChatGPT by inputting prompts or questions and ob-
serving the responses generated in real-time. The
interviews were conducted in Mandarin and lasted
50-60 minutes each. Every participant was paid
200 yuan after the interview. Below is the interview
protocol for the participants.

1. Background Information and  Self-
introduction

* Purpose of the Interview: We aim to un-
derstand the main users in the legal field
and respective use cases for LLMs.

* Self-Introduction: Please introduce your-
self, including your profession, work-
place, and years of experience in the le-
gal field.

* Main Job Responsibilities: What legal-
related tasks are you primarily responsi-
ble for in your daily work?

2. User Roles

 Essential Roles: What are the indispens-
able roles in the Chinese legal system?

» Coverage of Legal Scenarios: Do these
roles cover most legal scenarios? If not,
what additional roles are needed?
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* Familiar Roles: Which of these roles do
you interact with and are familiar with in
your daily work?

3. Legal Issues in Daily work

* Daily Workflow: What is the daily work-
flow in your profession? What tasks need
to be completed?

* Legal Issues: What issues arise in your
daily work? For example, tasks that are
particularly difficult or time-consuming.

* Legal issues of Other Roles: What are
the workflows and tasks of other legal
professions? What types of legal issues
do they encounter?

4. Experience with Al Technology

» Experience with Technology: Do you
have experience using legal artificial in-
telligence tools? If so, which tools do
you use?

* Currently Used Tools: What legal tech-
nology tools are you currently using?
What roles do they play in your work?

» Advantages and Disadvantages of Tools:
What are the strengths and weaknesses
of these tools? Are there areas that need
improvement?

5. Needs for Using LLMs

* Understanding of Large Models: How
familiar are you with LLMs?

» Usage Experience: Have you used LLMs
to solve any problems in your daily
work? If so, how effective were they?

* Potential Use Cases for LLMs: LLMs
can aid in legal document drafting, con-
tract review, legal research, case predic-
tion, etc. In your opinion, what are the
use cases for LLMs in the legal field?

6. Future Outlook

» Expectations for Technological Develop-
ment: What are your expectations for the
development of legal technology in the
coming years?

* Suggestions and Opinions: Do you have
any suggestions or opinions on how we
can better develop and apply large mod-
els to meet the needs of the legal field?



Occupation Gender  Age Group (years)  Working Experience (years)  Educational Background

T1 Professor Male 30-40 5-10 Phd

T2 Professor Male 40-50 More than 10 Phd

T3 Professor Female 40-50 More than 10 Phd

T4 Algorithm Engineer ~ Male 30-40 5-10 Phd

T5 Algorithm Engineer ~ Male 20-30 0-5 Master
T6 Lawyer Male 20-30 5-10 Bachelor
T7 Lawyer Male 30-40 More than 10 Master
T8 Judge Male 50-60 More than 10 Bachelor
T9 Judge Male 30-40 More than 10 Master
T10  Procurator Female 30-40 More than 10 Master
T11 Procurator Male 40-50 More than 10 Bachelor

Table 4: The demographic background of the participants.

A.2 Questionnaire Design

We have designed an online questionnaire to gather
insights into the tasks and scenarios where users are
interested or believe that LLMs can provide assis-
tance. The survey was conducted from January 10,
2024, to January 24, 2024, lasting for two weeks.
Before the questionnaire survey, we provided all
participants with GPT-4 accounts to assist them in
their work. Therefore, it can be assumed that they
all have some understanding of the capabilities and
characteristics of LLMs. A total of 346 responses
were collected. We excluded responses where the
completion time was less than five minutes as in-
valid, retaining 282 valid responses. Among the
retained responses, 56 were from the general pub-
lic, 62 from colleges, 64 from law offices, 52 from
courts, and 48 from procuratorates. Below is the
structure of the questionnaire.

Title: Survey on the Use of LLMs in Legal Field

Introduction: Thank you for participating in our
survey. The purpose of this survey is to understand
the use of LLMs in the legal field. Your answers
will provide valuable data for our research and help
us better design and improve relevant technologies.
This questionnaire will take approximately 5-10
minutes to complete and your responses will be
kept strictly confidential.

Main Contents:

1. Which of the following five scenarios best
describes you? (Single choice)
A: General public
B: Law students/professors
C: Law office
D: Court
E: Procuratorate

2. (Exclusively For General Public) In your
daily life, if you have legal needs, LLM can
offer a variety of legal services, significantly
enhancing the accessibility of legal resources.
Among the following scenarios, which ones

are you most interested in or believe that LLM
could provide support to the general public?
(Multiple Choice)

A: Ask general legal issues, like proceedings,
rights and obligations

B: Seek legal advice or solutions for specific
cases

C: Explain legal terms and concepts

D: Assist in completing and customizing legal
documents

E: Seek opinion on widely-publicized legal
case

3. (Exclusively For College) In your daily stud-
ies and work, LLM can serve as your study
and research assistant, offering support in ar-
eas such as legal research, case study analysis,
and preparation for examinations. Among the
following scenarios, which ones are you most
interested in or believe that LLM could pro-
vide support to law students or professors?
(Multiple Choice)

A: Help with legal essay writing

B: Analyze specific legal theories, principles,
or concepts

C: Analysis of historical or recent legal case
D: Suggest for improvement of the current
legislation

E: Grading legal exam questions

F: Find scholarly articles, case rulings on spe-
cific legal issues

4. (Exclusively For Law office) In your daily
work, LLM can become a valuable ally,
empowering your work across a wide range
of fields with its capabilities in legal research,
document drafting, and case analysis. Among
the following scenarios, which ones are you
most interested in or believe that LLM could
provide support to law office? (Multiple
Choice)

A: Search for historical precedents similar to
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the client’s case.

B: Seek the relevant legal provisions of a
particular case.

C: Assist in drafting legal documents such as
pleadings , contracts.

D: Provide legal information and advice to
clients.

E: Query the specific content of the legal
provisions.

F: Assist in proofreading legal documents for
eITors.

. (Exclusively For Courts) In your daily
work, LLM can assist in managing case files,
simplifying legal research, and helping to
draft preliminary judgments or opinions,
thereby enhancing the efficiency of court
operations. Among the following scenarios,
which ones are you most interested in or
believe that LLM could provide support to
courts? (Multiple Choice)

A: Assist judges in deciding charges of
defendants

B: Assist judges in deciding sentences of
defendants

C: Help draft judgments and other legal
documents

D: Summarizing cases for filing

E: Answer legal questions from the public

F: Inquire about the litigation procedure for a
case

. (Exclusively For Procuratorate) In your
daily work, LLM can help in analyzing case
files, preparing legal documents, and offering
insights into legal precedents, thus streamlin-
ing the prosecutorial process. Among the fol-
lowing scenarios, which ones are you most in-
terested in or believe that LLM could provide
support to Procuratorate?(IMultiple Choice)
A: Precise interpretation of specific legal pro-
visions

B: Formulate effective public prosecution
strategy

C: Assist in preparing indictments and other
legal documents

D: Assist in determining accusations of defen-
dants

E: Analyze the public reactions to legal issues

7. Beyond the scenarios mentioned above, are

there any other use cases you are particularly
interested in? (Open-ended question)
Use Cases:

A.3 Use Cases in the Legal Domain

We collected a total of 33 use cases through semi-
structured interviews and questionnaires. By calcu-
lating the proportion these use cases practitioners
were interested in and retaining those with a propor-
tion greater than 10%, we ultimately identified 22
use cases as potential high-frequency applications
of LLMs in the legal field. The final determined
use cases are shown in the Table 5.

B Dataset Construction

B.1 Details of Task Verification

Multiple rounds of questionnaire surveys were con-
ducted to validate the effectiveness of the task de-
sign. The survey took place from February 1, 2024,
to February 14, 2024, lasting for two weeks. The
participants were the same group as in our previous
user survey.

Participants were first asked to rate the clarity of
task descriptions within their respective scenarios,
the relevance to their use cases, the degree to which
the tasks met their actual needs, using a 5-point
Likert scale (1-5), and an open-ended question so-
licited their suggestions for task improvements. We
identified tasks with an average score below 4 in
any dimension and had legal experts modify these
tasks based on user feedback. These modified tasks
were then subjected to further validation through
subsequent questionnaires until all tasks meet the
requirements.

The survey was conducted three rounds in total.
Ultimately, the average scores for clarity, relevance
to use cases, and degree of meeting actual needs
for each task all exceeded 4, empirically validating
the effectiveness of our task design. The link be-
tween use cases and tasks is shown in Table 5; the
verification scores are shown in Table 6. Below is
the structure of the task validation survey.

Title: Initial task validation survey

Introduction: Thank you for taking part in our
survey. Based on the results of the previous ques-
tionnaire survey, we identified 22 high-frequency
use cases and asked legal experts to design corre-
sponding legal tasks according to these use cases.
Now we would like to ask you to evaluate the task
to verify the effectiveness of the task design. The
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Use Case

Corresponding Task

Ask general legal issues like proceedings and rights
Seek legal advice or solutions for specific cases

Help with legal paper writing

Analyze specific legal theories, principles, or concepts
Analysis of historical or recent legal cases

Suggest for improvement of the current legislation.
Grading legal exam questions

Search for historical precedents similar to the client’s case

Seek the relevant legal provisions of a particular case
Query the specific content of the legal provisions

Assist in drafting legal documents such as pleadings , contracts

Assist in proofreading legal documents for errors

Guidance on how to legally collect and effectively evaluate evidence

Assist judges in deciding charges of defendants
Help draft judgments and other legal documents
Assist judges in deciding sentences of defendants
Identify the key issues in dispute of the case
Summarizing cases for filing

Precise interpretation of specific legal provisions

Assist in preparing indictments and other legal documents

Analyze the public reactions to legal issues

Assist prosecutors in determining accusations of defendants

Legal Issue Consult

Real Case Consult

Legal Essay Writing
Legal Concept Understand
Legal Case Analyze
Litigation Strategy Gen.
Judicial Exam Score
Similar Case Retrieval
Article Prediction

Article Recitation
Lawyer Document Gen.
Legal Doc. Proofread
Cross-Examination Gen.
Charge Prediction
Judgment Doc Gen.
Prison Term Prediction
Dispute Focus Identify
Judicial Summary
Judicial Interpret
Procuratorial Document Gen.
Public Opinion Summary
Accusation Prediction

Table 5: Final Determined Use Cases Corresponding Tasks.

questionnaire will last 5-10 minutes and your re-
sponses will be kept strictly confidential.

(Basic Information)

1. Which of the following five scenarios best
describes you? (Single choice)
A: General public
B: Law students/professors
C: Law office
D: Court
E: Procuratorate

(Task Evaluation for a specific task.)
Use case: {use case}

Task name: {task name}

Task description: {task description}

2. How clear is the task description?
1: Very unclear
2: Unclear
3: Neutral
4: Clear
5: Very clear

3. How relevant is the task to the use case?
1: Not relevant
2: Slightly relevant
3: Somewhat relevant
4: Relevant
5: Highly relevant

4. How well does the task meet your actual
needs?

1: Not at all
2: Slightly

3: Moderately
4: Well

5: Very well

5. Do you have any suggestions for improving
this task?(Open-ended question)
Suggestions:

B.2 Bloom Taxonomy

Bloom’s Taxonomy is a multi-tiered model used to
classify educational learning objectives into levels
of complexity and specificity (Krathwohl, 2002).
It was developed by Benjamin Bloom in 1956 and
later revised by Lorin Anderson in 2001. The tax-
onomy is divided into six levels, arranged from the
simplest to the most complex: Remember, Under-
stand, Apply, Analyze, Evaluate, and Create. These
levels represent a progression from basic knowl-
edge acquisition to higher-order thinking skills, en-
couraging educators to design learning experiences
that promote deep understanding and critical think-
ing. In the context of developing law benchmarks,
this structured approach aligns well with the hierar-
chical nature of legal reasoning and understanding,
thereby helping create a diverse set of tasks that
can effectively assess different levels of cognitive
abilities and skills of the LL.Ms, ranging from ba-
sic knowledge recall to complex problem-solving
and critical thinking, as shown in Figure 7. It is
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Corresponding Task Clarity Relevance Practicality
Legal Issue Consult 4.7 4.2 4.5
Real Case Consult 4.6 4.5 43
Legal Essay Writing 4.5 4.1 4.2
Legal Concept Understand 4.6 4.3 44
Legal Case Analyze 4.7 4.2 4.2
Litigation Strategy Gen. 4.2 4.6 4.7
Judicial Exam Score 4.6 4.7 4.6
Similar Case Retrieval 4.5 4.1 42
Article Prediction 4.2 4.4 4.4
Article Recitation 4.7 4.2 4.1
Lawyer Document Gen. 4.6 4.7 4.7
Legal Doc. Proofread 4.2 4.3 4.2
Cross-Examination Gen. 43 4.2 4.2
Charge Prediction 4.1 4.2 4.4
Judgment Doc Gen. 4.4 4.1 43
Prison Term Prediction 4.7 4.2 4.0
Dispute Focus Identify 4.2 4.5 4.1
Judicial Summary 4.6 4.2 4.0
Judicial Interpret 4.5 4.4 4.5
Procuratorial Document Gen. 4.6 4.1 4.0
Public Opinion Summary 4.6 4.2 4.1
Accusation Prediction 4.4 4.2 4.1

Table 6: Task Verification Scores. Clarity indicates the precision and comprehensibility of the task description,
Relevance reflects the alignment between the task and the intended use case, and Practicality assesses how well the
task meets real-world needs. Scores range from 1 to 5, with higher scores indicating higher effectiveness.

worth noting that a single task may examine the
LLM’s capabilities across multiple cognitive levels.
In our approach, we categorize each task based on
its most dominant cognitive level.

B.3 Task Description

Based on the use cases derived from user surveys,
we have constructed a benchmark dataset. A total
of 22 tasks were gathered categorized them accord-
ing to the Bloom’s cognitive taxonomy, as illus-
trated in Table 8. Below are specific descriptions
of each task.

Data Source License Proportion
flk.npc.gov.cn public 9.1%
imlaw.cn public 4.5%
moj.gov.cn public 18.2%
wenshu.court.gov.cn  public 27.3%
12309.gov.cn public 9.1%
12348.gov.cn public 4.5%
CAIL2021 MIT License  9.1%
CAIL2022 MIT License  9.1%
LeCaRD MIT License  4.5%

Table 7: Licenses of our data source. Proportion repre-
sents the percentage of the dataset that originates from
this data source.

Remember Article recitation(1-1) is the only one
task in memory capability.

* Article Recitation (1-1) Recite the specific
content of the legal provisions. Information:

An legal article number; Needs: Recite the
article content. This task examines to which
extent LLMs encode legal knowledge within
their parameters. Data is sourced from legal
provisions in flk.npc.gov.cn website. We col-
lected samples in a dispersed manner, ensur-
ing coverage of China’s major laws.

Understand There are 5 tasks in the understand
category. A precise and in-depth understanding of
legal articles and concepts is crucial for success-
fully completing downstream tasks.

* Legal Issue Consultation (2-1) Seek legal
advice on general legal issues. Information:
None; Needs: Seek legal advice on a general
legal question. Legal issue consultation is
crucial for helping people understand their
rights and obligations, or legal procedure in
Chinese legal framework. We collect general
legal issues from legal articles in imlaw.cn to
construct our dataset, covering a wide array
of topics such as traffic violations, marriage,
debt, and labor disputes.

Judicial Interpretation (2-2) Interpret a legal
term in a legal article. Information: A specific
legal article; Needs: Interpret a legal term in
that legal article. This task mirrors real-world
scenarios where legal professionals interpret
statutes for clients, aiding in understanding
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Cognitive Level

Remember Recall of factual information, terms and
basic concepts.
Understand the context, interpret detailed
Understand ! information, and provide explanations. ‘
Apply Implementing theoretical knowledge to
address practical problems
Parse detailed information and synthesize
sl ! data for deeper insights. ‘
Evaluate Judge the value of information, arguments,
or methods based on criteria set
Create The generation of new ideas, products, or
ways of viewing things
Figure 7: Bloom cognitive taxonomy.
Level General Public College Law Office Court Procuratorate
Memory Article Recitation
. e . Ny . . Judicial Summary Judicial Interpret
Understand  Legal Issue Consult  Legal Concept Understand Judicial Interpret Public Opinion Summary
L Prison Term Prediction . .
Application Charge Prediction Accusation Prediction
Analyze Real Case Consult Legal Case Analyze S"X‘rlt?zlgzgree;z:irfnval Dispute Focus Identify
Evaluate Judicial Exam Score Legal Doc. Proofread
Create Li];ieg%l;:iIOiS;;:Za?f};/gr;tggn. E;?s;j’g:ﬁ::fg;i? (C};::_- Judgment Doc Gen. Procuratorial Document Gen.

Table 8: The distribution of task sets at cognitive levels and scenarios.

how laws apply to specific situations. Data
for this task is collected from judicial inter-
pretations articles found within national legal
databases.

¢ Legal Concept Understanding (2-3) Answer
the conceptual questions of the judicial exam-
ination. Information: A conceptual question
from judicial examination; Needs: Get the
answer. This task reflects the practice legal
students engage in preparation for judicial ex-
ams. The data for this task is sampled from
the CAIL 2022 dataset, focusing on basic con-
cepts within major laws such as constitutional
law, civil law, commercial law, and criminal
law.

Public Opinion Summary(2-4) Generate
summaries of articles related to legal opin-
ion. Information: An article related to legal
public opinion; Needs: Generate a summary
of the article Summarizing legal public opin-
ion articles is crucial for legal professionals
and policymakers to grasp public sentiments
on legal issues, aiding in responsive policy for-
mulation. The data is directly sourced from
the CAIL2022 dataset.

Judicial Summary (2-5) Generate judicial
summary of judgment document. Informa-

tion: A judgment document; Needs: Generate
a judicial summary highlighting its key points
and conclusions. Summarizing court judg-
ment documents helps legal professionals and
the public understand the essence of judicial
decisions efficiently. The data for this task is
directly sourced from the CAIL2021 dataset.

Apply In the legal domain, the apply level pri-
marily involves applying laws and regulations to
the facts of a case and deducing the consequent
outcomes. We select three tasks for this category.

¢ Prison Term Prediction (3-1) Predict the sen-
tence of the defendant according to the facts
of the defendant’s crime. Information: The
criminal facts related to a defendant; Needs:
Predict the likely prison sentence for the de-
fendant. This task is significant for judges as it
aids in the sentencing process, contributing to
more consistent and equitable legal proceed-
ings. The data is sourced from the CAIL2021
dataset.

Charge Prediction (3-2) Predict charges
based on the facts of the defendant’s crime.
Information: The facts of the crime commit-
ted; Needs: Predict the charges. It plays a
critical role within the judicial framework,
where judges determine the charges based on
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the criminal facts presented. The data source
consists of judgement documents available
on China Judgments Online, from which we
extract case facts and the related charges to
compile this task.

¢ Accusation Prediction (3-3) Determine the
specific charges and relevant legal provisions
according to the relevant criminal facts of the
criminal suspect. Information: The crimi-
nal facts related to a suspect; Needs: De-
termine the specific accusations and relevant
legal articles. This task aids prosecutors in
the precise drafting of indictment documents,
ensuring the accuracy of legal charges. The
data source includes indictment documents
from the Supreme People’s Procuratorate of
China’s website, from which verified facts and
associated charges have been extracted.

actual cases, emphasizing the importance of
analytical skills in handling unique legal sce-
narios. The dataset is sourced from publicly
available consultation data on the China Legal
Services website, where users ask legal ques-
tions and professional lawyers answer them
online.

Similar Case Retrieval (4-4) Determine
which case is more relevant to the original
case. Information: An original case and two
similar cases, Needs: determine which of the
similar cases is more closely related to the
original case. This task is crucial for judges
and lawyers who search for similar cases as
references for their work, underlining the sig-
nificance of comparative analysis in legal prac-
tice. The data is sampled directly from the
LeCaRD dataset.

Analyze At the "Analyze" level, tasks require a .
deep dive into legal documents and case specifics,
extracting intricate legal relationships.

Legal Case Analysis (4-5) Legal analysis of
the case questions in the judicial examination.
Information: A case scenario from judicial

¢ Article Prediction (4-1) Determine the rel-
evant legal provisions according to the facts
of the crime. Information: The facts of a
case; Needs: Determine the relevant legal ar-
ticles. Identifying the correct legal articles
quickly helps make the court’s work more ef-
ficient and accurate. The data for this task is
sampled from judgement documents in China
Judgments Online, where we extract facts and
relevant provisions of the case.

L]

Dispute Focus Identification (4-2) Deter-
mine the issue of the case based on the ar-
guments of the plaintiff and the defendant. In-
formation: The arguments of the plaintiff and
defendant; Needs: Identify the dispute focus
of the case. This task enhances legal clarity
by pinpointing the core issues within disputes,
directly impacting the efficiency of case reso-
lutions. The dataset is derived from verdicts
on China Judgments Online, extracting the ar-
guments of both parties and the dispute focus
as determined by the court.

Real Case Consultation (4-3) Provide le-
gal advice and insights based on real cases
of clients. Information: A real-world case;
Needs: Provide consultation and insights tai-
lored to the specifics of the case. This task
addresses the public’s need for consulting on

examination; Needs: Perform a comprehen-
sive legal analysis. This task directly engages
with case analysis questions of judicial exam-
inations, assisting students in mastering the
application of law. The data is obtained from
the case analyze questions of past judicial ex-
aminations.

Evaluate At the "Evaluate" level, tasks are cen-
tered around assessing the quality and relevance of
legal work. This stage demands the accuracy of
legal writings and the alignment of judicial work
with legal standards.
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Judicial Examination Scoring (5-1) Grading
the subjective answers in judicial exam. Infor-
mation: A judicial examination essay question
and its answer; Needs: Score the answer. This
task automates the scoring of subjective an-
swers in judicial examinations, facilitating a
rapid self-assessment for candidates regarding
their legal knowledge. We engaged five law
master’s students to each complete ten case
analysis questions from judicial exams as a
data source.

Judgment Document Proofreading (5-2)
Proofread fragments of legal documents. In-
formation: A segment of a judgment docu-
ment; Needs: Proofread it for accuracy and
consistency. This task reflects the routine



of court clerks proofreading judgment doc-
uments, crucial for enhancing the judiciary’s
authority by ensuring documents are error-
free and coherent. The data is created by man-
ually modifying actual judgment documents
to introduce various errors, including punctu-
ation, word order, logical inconsistencies, and

typos.

Create At the "Create" level, tasks involve gen-
erating new legal ideas, strategies, or documents,
requiring a high degree of innovation and critical
thinking. We select six tasks in this level.

* Legal Essay Writing (6-1) Complete essay
questions for the judicial exam. Information:
An essay question from a judicial examina-
tion; Needs: write a legal essay addressing
the specified topic. This task reflects the chal-
lenge faced by law students when tackling
essay questions in judicial exams. The data
for this task is sourced from essay questions
of past Chinese judicial examinations.

Cross-Examination Strategy Generation (6-
2) Based on the facts and evidence related to
the case, put forward cross-examination opin-
ions on the evidence. Information: Facts of
the case and available evidence; Needs: De-
velop a strategy for cross-examining the evi-
dence presented. This task is designed to sup-
port lawyers in crafting specific objections to
evidence, directly impacting the strength and
direction of legal arguments in trial settings.
The data is extracted from verdict documents
on China Judgments Online, specifically fo-
cusing on the sections where the plaintiff and
defendant present evidence and raise objec-
tions.

Litigation Strategy Generation (6-3) Pro-
pose a legislative strategy based on the back-
ground information relevant to the legislation.
Information: Background related to legisla-
tion; Needs: Generate recommendations for
litigation strategy. This task supports legisla-
tive bodies in tailoring their legislative strate-
gies based on the underlying legislative con-
text, significantly influencing the formulation
of laws and regulations. The data is sourced
from legislative articles on the Ministry of Jus-
tice’s official website, with extractions focus-
ing on the legislative background and strate-
gies discussed.

* Judgment Document Generation (6-4)
Based on the facts of the case, generate the
outcome part of the judgment. Information:
The facts of a case; Needs: Generate the ad-
Jjudication results section of a judgment docu-
ment. This task facilitates the essential aspect
of judicial writing by aiding in the structured
formulation of verdicts. The data is extracted
from the case facts sections of judgment doc-
uments.

Procuratorial Document Generation (6-5)
According to the criminal facts of the defen-
dant, generate the conclusion of the indict-
ment. Information: The criminal facts of the
defendant; Needs: Write the conclusion sec-
tion of an indictment. This task reflects the
prosecutorial process of drafting the conclu-
sion part of an indictment based on case facts,
aiming to support writing efforts and enhance
efficiency in legal documentation. The data
is extracted from sections detailing the crim-
inal facts and indictment charges in bill of
complaints.

Lawyer Document Generation (6-6) Based
on the background of a legal event, generate
the corresponding legal document. Informa-
tion: Legal event background; Needs: Gener-
ate a lawyer document. The background of
this task lies in the general public seeking to
generate legal documents, including business
contracts, complaints, and mediation agree-
ments. The information and needs for the data
are manually constructed by senior attorneys
based on their professional experience.

C Details of User-LLM Interaction
Simulation

C.1 Simulation Setup

GPT-4 is used as a user simulator to engage in
multi-turn interactions with the model under eval-
uation, posing as a real user. At the outset, the
user simulator obtains information-needs pair and
presents the first question to the model. After the
model provides an answer, the user simulator au-
tonomously decides whether to continue the conver-
sation or terminate it based on whether the user’s
needs are met.

During the conversation with the model, the user-
simulator might affirm, explain, or correct the re-
sponses of the model during the dialogue process,
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which are not commonly seen in real scenarios.
Therefore, we restrict these behaviors by adding
prompt, directing the user-simulator to focus on
providing relevant information or asking questions.
The prompt for user-simulator in shown in Figure
8 and translated in Figure 9.

In some tasks, "information" might be lengthy,
making it challenging for the user simulator to repli-
cate it accurately and in full. To address this issue,
we present the "information" as a prompt to the
model under evaluation in such long information
tasks, allowing the user simulator to focus solely
on posing questions based on user needs. In real-
world scenarios, long text information often exists
in the form of electronic records. Users can directly
copy this information before asking questions, thus
this approach does not compromise the realism of
the simulation.

C.2 Feasibility of GPT-4 as User-Simulator

To evaluate the feasibility of GPT-4 as a user simu-
lator, we enlisted a law master’s student to observe
1,100 dialogues and assess whether the questions
posed by the user simulator are closely related to
the needs. The student was compensated at a rate
of 50 RMB per hour. The result shows that the user
simulator almost always stays closely aligned with
the user’s needs in the initial question and subse-
quently maintains relevance to the context in the
following dialogues, providing effective informa-
tion or posing follow-up questions related to the
user’s needs. Failures occurred when the user sim-
ulator either answered questions itself or failed to
provide relevant information. The statistical data is
illustrated in Figure 9.

Counts First Round Subsequent Round
Total Number 1100 349
Aligned Number 1079 329
Aligned Ratio 98.1% 94.3%

Table 9: Statistics on User Simulator Performance.

D Evaluation Paradigm

The instruction template for prompting the GPT-4
evaluator is in Figure 10 and translated in Figure 11
. To mitigate position bias, the positions of multi-
turn dialogue data generated by the candidate and
reference LLMs are assigned randomly. Moreover,
to address the verbosity bias of GPT-4, i.e., the
tendency to favor longer, more verbose responses,
we instruct GPT-4 to base its judgments solely on

the consistency of Al assistant responses with the
Answer Guidance.

E Details of Experiment

E.1 Models

We tested a total of 15 models, with 12 being gen-
eral models and 3 legal-specialized models. The
models’ information is shown in Table 10.

General LLMs

* ChatGPT A chatbot program developed by
OpenAl, released on November 30, 2022. We
use GPT3.5-turbo-1106 version for evalua-
tion.

* GPT-4 The fourth generation of natural lan-
guage processing models released by OpenAl.
We use GPT-4-0613 version for evaluation.

* OpenAl ol-mini A cost-efficient reasoning
model released by OpenAl, ol-mini excels at
STEM, especially math and coding—nearly
matching the performance of OpenAl ol on
evaluation benchmarks such as AIME and
Codeforces.

* OpenAl ol-preview ol-preview is OpenAl’s
reasoning model for complex tasks. The
model has 128K context and an October 2023
knowledge cutoff.

* Baichuan2-Chat Baichuan 2 series are open
source LLMs launched by Baichuan Intelli-
gence, which adopts high-quality corpus train-
ing of 2.6 trillion Tokens.

* ChatGLM3 ChatGLM3 is a dialogue pre-
training model jointly released by Zhipu Al
and KEG Lab of Tsinghua University.

* glm-4-9b-chat GLM-4-9B is the open-source
version of the latest generation of pre-trained
models in the GLM-4 series launched by
Zhipu Al

* deepseek-llm-chat Deepseek LLM was
trained from scratch on a vast dataset of 2
trillion tokens in both English and Chinese. It
has 7B and 67B versions.

* DeepSeek-V2-Chat DeepSeek-V2.5 is an up-
graded version that combines DeepSeek-V2-
Chat and DeepSeek-Coder-V2-Instruct. The
new model integrates the general and coding
abilities of the two previous versions.
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Prompt for User-simulator |
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Figure 8: User-simulator prompt template.

Prompt for User-simulator |

You are role-playing as a user who is consulting an AL assistant about a legal issue.

The background of your inquiry is:
{task background}

The information you have is:
{information}

Your needs is:
{needs}

Please always remember that you are a user. Your task is to ask questions o the AL
assistant, not to provide answers or suggestions.

Do not ask questions unrelated to your needs.

Do not correct, affirm, explain the AL assistant's answers.

If the AT assistant's answer meets your needs, then you need to reply to the AL

\

assistant with "consultation concluded".
Please begin your consultation:\n

/

Figure 9: Translated version of user-simulator prompt template.

* Qwen-Chat Qwen series is trained on very
large scale pre-training data. Pre-training data
types are diverse and cover a wide range, in-
cluding a large number of web texts, profes-
sional books, code, etc.

Qwen2.5 Qwen 2.5 excels in coding, math-
ematics, and long-text generation, supports
structured data understanding and JSON out-
put, and offers robust multilingual capabilities
across 29 languages.

Internlm-Chat Internlm is pre-trained on
more than 2.3 terabytes of tokens containing
high-quality English, Chinese, and code data.
In addition, the Chat version has been trained
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on SFT and RLHF, making it better and safer
to meet users’ needs.

* Internlm2.5 InternLM?2.5 has open-sourced
a 7 billion parameter base model and a chat
model tailored for practical scenarios.

* Yi-Chat The Yi series models are the next gen-
eration of open-source large language models
trained from scratch by 01.Al, targeted as a
bilingual LLM and trained on 3T multilingual
corpus.

Legal LLMs

* Wisdom-Interrogatory Jointly developed by
Zhejiang University, Alibaba Damo Insti-



Prompt for Pairwise Comparison I

AR A AR IR RIS P AP A N DR RE D 2 I i, DURASEMPS A T2 et 742
BT AR

R, (SR
VR EFSYSE

{581
F B oA -
{3}

[ATHY T 1R E R 4R]
{dialoguel}
[ATREF LA 545 R ]

(ATBhF2 %5461
{dialogue2}
CATEN T 2101 &5 5]

TPl RIS

BEELFE: (BF
AR e (AT
EER A (i
SRR K (S
ﬁgiﬁﬁﬁ%%qﬂE‘Jﬁ%%ﬁi&ﬁiﬁﬁﬁﬁh PEAE P AT FAERS 3 A R 7 IR R R I

B%)
HLR%)
B2
HLR%)

IRE, MARFLERITAE 275, TR ATRD R . RA I N 12 58 A T L R R
THERE PSS — k.

la, FPERRIEIRLL R A A ie, AT Assistant 1EILELF, fH “[[1]17 : AT
Assistant 2FRBUELF, Hnll “[02117 5 WA, W& “0311” .

Figure 10: GPT-4 evaluation prompt template. The two dialogues were randomly shuffled and the LLMs’ name
were hidden to eliminate position and name bias.

Model Parameters SFT RLHF Access Base Model
ChatGPT -/ v API -
GPT-4 -/ v API -
ol-mini - v API -
ol-preview - v v API -
Baichuan2-7B-Chat 7B v v Wei ghts Baichuan2-7B
Baichuan2-13B-Chat 3BV v/ Weights Baichuan2-13B
chatglm3-6b 68 Vv v/ Weights  ChatGLM3-6B-Base
glm-4-9b-chat 9B v X Weights glm-4-9b
deepseek-1lm-67b-chat 67B v X Weights  deepseek-1lm-67b-base
DeepSeek-V2-Chat 21B v v Wei ghts DeepSeek-V2.5
Qwen-7B-Chat 7B v X Weights Qwen-7B
Qwen-14B-Chat 4BV X Weights Qwen-14B
Qwen-72B-Chat 7BV X Weights Qwen-72B
Qwen-2.5-7B-Instruct 7B v X Weights Qwen-2.5-7B
internlm-chat-7b 7B v X Weights internlm-7b
internlm-chat-20b 208 vV v’ Weights internim-20b
internlm-2.5-7b-chat 7B v v Wei ghts internlm-2.5-7b
Yi-34B-Chat 3BV X Weights Yi-34B
Wisdom-Interrogatory 7B v X Wei ghts Baichuan-7B
DISC-LawLLM 3BV X Weights Baichuan-13B-Base
fuzi-mingcha 6B Vv X Weights ChatGLM-6B

Table 10: List of LLMs
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Prompt for Pairwise Comparison |

Act as a fair judge to evaluate the conversation between a user and two AL assistants,
in order to determine which AL assistant provided better service.

In each dialogue, {task background}

The information of the user is:
{information}

The user's needs are:

{needs}

[Start of AL Assistant 1's dialogue]
{dialoguel}
[End of AI Assistant 1's dialogue]

[Start of AT Assistant 2's dialogue]
{dialogue?}
[End of AT Assistant 2's dialogue]

The assessment should refer to:

Ground Truth: {6round Truth}

Mandatory Mention: {Mandatory Mention}
Advisable Mention: {Advisable Mention}
Encouraged Mention: {Encouraged Mention}

Please first conduct a detailed analysis for each of the guidelines in the assessment
references, evaluating whether the two AI assistants have correctly followed these
guidelines in their dialogues.

Then, strictly assess the performance of the two AL assistants based on the provided
assessment references. Your judgment should base solely on the consistency of the AT
assistants' answers with the assessment references.

Finally, strictly follow the format below for your conclusion: If AL Assistant 1
performed better, output “[[1]]"; if AT Assistant 2 performed better, output "[[2]]"; if

it's a tie, output "[[3]]".

Figure 11: Translated version of GPT-4 evaluation prompt template.

Type of Answer Guidance N Points Referred Rate ~ Correct Assess Rate
Ground Truth 372 99.2% 85.9%
Mandatory Mention 510 98.0% 86.6%
Advisable Mention 1404 94.7% 74.4%
Encouraged Mention 1173 95.4% 84.9%
Summary 3459 95.9% 81.1%

Table 11: The rate of key points referred to and correctly assessed by GPT-4 during evaluation. Referred’ means
GPT-4 mentioned points from the answer guidance during the evaluation, while *Correctly Assessed’ means a
human expert deemed that GPT-4 correctly judged whether two dialogues complied with each point.

tute and China Institute Computing. The
base model is Baichuan-7B, which performs
secondary pre-training and instruction fine-
tuning. The pre-training data encompasses le-
gal documents, judicial cases, and legal Q&A,
amounting to 40 gigabytes. The fine-tuning
dataset categories include legal examination
questions, judicial consultations, legal sce-
nario Q&A, prediction of legal violations and
charges, sentencing prediction, court opinions,
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and case summary extraction, with a total of
100k instances.

DISC-LawLLM Developed by Fudan Uni-
versity, obtained by fine-tuning based on
Baichuan-13B-Base. The supervised fine-
tuning dataset DISC-Law-SFT includes legal
information extraction, judgment prediction,
document summarization, and legal question
answering, with a total of 295k instances, en-



100

100
—8— GPT-4 vs Majority —8— GPT-4 vs Majority
GPT-4 vs Human GPT-4 vs Human
90 1 —&- Human vs Human 901 —&- Human vs Human
== Random Judges == Random Judges

80 80+
= 2
& -
n 704 70
o b
5 3
= =
= 60 £ 60
= =
g H
£ @
$ 504 w————————e H———————— Hm———————— H—————————) % g 50
2 ¢
< =]

<
40 40 -
Hemmm—————— e mm——————— Hmmm—————— Emmm————— x
30 1 30 4
20 T 20 T
D o
@ < & & & @ < & & &
2 & & i ol 3 & < I &
o et g S c* & W& &
Al i & Al b «
& + & & + &
o & o¥ o
P P
& &

Figure 12: The agreement between GPT-4 and Human, GPT-4 and Majority, and Human and Human was assessed.
The majority judgement was determined by majority voting among three annotators. The left sub-figure shows the
agreement including both tie and no-tie samples, where annotators could mark a tie. The right sub-figure shows
the agreement excluding ties, requiring annotators to make a clear preference among no-tie samples. Note that the
agreements between two random judges are 50% and 33.3%, respectively.

suring coverage of various judicial application
scenarios. By fine-tuning this dataset, it fo-
cuses on providing legal service for various
users like legal professionals general popula-
tion and legal students.

fuzi-mingcha Jointly developed by Shandong
University, Inspur Cloud, and China Univer-
sity of Political Science and Law. It is based
on ChatGLM and trained using a vast amount
of unsupervised Chinese judicial corpus (in-
cluding various judgment documents, laws,
and regulations, totaling 27M) and supervised
fine-tuning data for the judiciary (including
legal Q&A, legal reasoning, similar case re-
trieval, totaling 154k instances). This model
supports functions such as legal provision re-
trieval, case analysis, syllogistic reasoning for
judgments, and judicial dialogue, aiming to
provide users with comprehensive and highly
accurate legal consultation and answer ser-
vices.

General Performance of LLMs To provide a
clearer context for the performance of the tested
LLMs on UCL-Bench, we have added a summary
Table 12 that outlines the general performance of
these models on CMMLU, a general benchmark
that assesses the capabilities of these models from

the perspective of Chinese knowledge and reason-
ing. We aim to clarify the relationship between
general and legal capabilities, helping readers bet-
ter understand the strengths and limitations of the
evaluated models in both domains. The Pearson
correlation coefficient between the models’ per-
formance on general benchmarks and UCL-Bench
is 0.50, indicating a moderate positive correlation
between general capabilities and legal-specific per-
formance.

E.2 Analysis of GPT-4 judge’s Effectiveness

We first evaluate the effectiveness of GPT-4 judge
from both process dimension and result dimension.
In terms of process dimension, we assess whether
GPT-4 judge referred to the answer guidance and
made the correct judgments in its evaluation. In
terms of result dimension, we calculate the agree-
ment between human expert and the GPT-4 judge.
We also incorporate DeepSeek V2.5 as an eval-
uator for comparative analysis. This aims to build
an adaptable evaluation framework, similar to Al-
pacaEval and WildBench, allows for the substitu-
tion of ChatGPT/GPT-4 with comparable models,
ensuring the benchmark’s generalizability.

Process Dimension We extract 880 evaluation
result samples of four LLMs: GPT-4, Qwen-72B-
Chat, Yi-34B-Chat, and Wisdom-Interrogatory,
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DeepSeek-V2 Qwen-2.57B GLM-4-9B InternLM-2.5 7B Baicl 213B Baicl 2 7B ChatGLM3 6B Qwen 72B Yi 34B
CMMLU 82.4 80.9 74.5 78.0 62.0 57.1 67.5 83.6 82.6
UCL-Bench 69.4 72.9 67.6 66.8 66.0 64.0 46.0 70.0 69.0

Table 12: Comparison of General and Legal-Specific Performance of LLMs

with 220 samples for each model. Three legal mas-
ters are involved to annotate the evaluation results
given by GPT-4 judge with each paid 50 RMB per
hour. For each annotated sample, they are provided
with the prompt input of GPT-4 judge and the evalu-
ation result it provides. They need to first calculate
the proportion of key points from the Answer Guid-
ance that GPT-4 referred to, and then determine
whether GPT-4 made the correct judgment for each
key point. To mitigate bias in the annotation pro-
cess, we employed a majority voting mechanism.
The results are shown in Table 11. On the one
hand, the GPT-4 judge performs effectively in re-
ferring to the answer guidance, mentioning 95.9%
of key points in the evaluation process. Specifi-
cally, for each category of answer guidance, when
it contains fewer key points (such as Mandatory
Mention), GPT-4 judge typically does not miss any
of them. However, when a category includes mul-
tiple key points (such as Advisable Mention), it
may sometimes overlook some points during the
analysis. On the other hand, human experts deem
that GPT-4 judge correctly determines whether the
LLM’s answers align with the key points 80.4%
of the time. Specifically, for points that are more
objective like Ground Truth, Mandatory Mention,
and Encouraged Mention, the agreement between
human judges and GPT-4 is high, exceeding 84 %.
Conversely, for more subjective and longer points
like Advisable Mention, the agreement is lower, at
only 74.4%. Feedback from human experts also
indicates that the boundaries for judging Advisable
Mention content are blurred, making it challenging
to provide accurate assessments.

Error Analysis To identify the types of mistakes
made by GPT-4, we asked annotators to conduct
further analysis on the error cases. The following
primary error types were identified:

* Missed Key Points in Evaluation
In cases with numerous key points, GPT-4
occasionally missed some points during eval-
uation.

Case 1: In the Judgement Document Genera-
tion task, a specific data sample required the
inclusion of four key points:
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— Kidnapping with the intent to extort
money;

— Recidivism;

— Prior criminal record;

— Adoption of the defense’s arguments.

However, during the evaluation, GPT-4 only
assessed whether the first point was met.
(GPT-4: “Both Al assistants clearly men-
tioned ‘kidnapping with the intent to extort
money, fulfilling the requirement.”)

Preference for Detailed Responses Over Ac-
curacy

Despite explicit instructions in the prompt to
disregard verbosity and comprehensiveness,
GPT-4 occasionally favors detailed responses
over accurate ones.

Case 2: In a specific data sample for the Ju-
dicial Exam Score task, the ground truth pro-
vided a scoring reference range of 4-5 points.
Al Assistant 1 gave 4 points; Al Assistant 2
did not provide a score but was deemed to
meet the key point due to its detailed analy-
sis, even without a conclusion. (Evaluator:
“Both Al assistants scored within the reason-
able range, with Al Assistant 1 giving the user
4 points. Although AI Assistant 2 did not pro-
vide a specific score, it offered a more detailed
analysis and identified specific scoring points.
Thus, both Al assistants met the requirement
in this regard.”)

Inaccurate Evaluation of Partially Met Key
Points

GPT-4 can only determine whether a key point
is fully met, and its evaluation of partially met
key points is often inaccurate.

Case 3: In a specific data sample for the Accu-
sation Prediction task, the relevant legal pro-
vision should have been mentioned as Article
133, Section 1, Paragraph 1(b) of the Criminal
Law. One Al assistant mentioned Article 133,
Section 1, which should be considered par-
tially correct. However, this was overlooked
by the GPT-4 Evaluator. (Evaluator: “Neither
Al assistant mentioned Article 133, Section 1,



Paragraph 1(b) of the Criminal Law, so their
performance under this criterion was unsatis-
factory.”)

Result Analysis The samples for annotation and
the expert annotators are the same as mentioned
above. However, during labeling, the evaluation
results from the GPT-4 judge are not provided. The
annotators’ task is to determine which LLM per-
formed better based on the answer guidance. Simi-
lar to Zheng et al.’s approach, we conducted two
sets of experiments: with ties and without ties. Af-
ter the annotation is completed, we calculate the
agreement between humans and GPT-4, as well
as the agreement among humans. The results are
shown in Figure 12. GPT-4 exhibits preferences in
the evaluation process that closely resemble human
majority, achieving an overall agreement rate of
81.1% in "with-out tie" setting and 63.4% in "with
tie" setting. Furthermore, the agreement between
GPT-4 and human annotators is very close to the
inter-annotator agreement(80.1%, 60.7% respec-
tively), highlighting GPT-4’s ability to replicate
human-like judgment in dialogue assessment.

Overall, these results demonstrate that GPT-4
effectively utilizes answer guidance and aligns
closely with human judgments, reinforcing its suit-
ability as an effective judge in dialogue assess-
ments.

Alternative Evaluator Comparing these results
of Table 13 with those in original Table 3, we ob-
serve a consistent evaluation across both evaluators.
This demonstrates that, within our framework, the
evaluator is interchangeable and does not solely
rely on GPT-4.

F Examples of Dialogue

We showcase multi-turn dialogues constructed
from data samples to aid readers in better under-
standing our design philosophy. A total of 22 di-
alogues are presented, with each corresponds to
a task, distributed across Tables 14 to 35. These
dialogues are constructed through interactions be-
tween a user simulator and GPT-4.
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43.10 48.25 44.62 4278 4591 4297 5375 5500 61.25 S50.83 40.14 41.34 46.67 46.94 49.69 50.71 52.00 43.23 50.71 43.80 4047 4177
55.83 3940 4093 48.13 50.28 5406 4572 59.00 42.88 56.07 43.64 39.70  50.71

DISc-Law13B 56.67

4446 4975 46.92 4276 49.09 43.10 63.13 70.00 70.00

Fuzi-Mingcha 7B 60.83

Table 13: Evaluation results of UCL-bench with the evaluator DeepSeek V2.5.

Information: None
Needs: &R TEE T4 N E M 47 (What is the content of Article 87 of the Social Insurance

Law?)
User: TS S RIS TEE-TS: | - AL FREE Z— MIE? (I can’t remember Article 87 of
the Social Insurance Act. Can you search it for me quickly?)

Al assistant: SZ [, XK TS REE AN ERIE - BASORIT
BN LRGN AR S RIES I 2 RS, %R AN & IR 5E - & (RES: 5
AN BRI N2 SEALE BB - A S RIS — 228, #REZE M T Xt 2 REE

iR, AEIMERA - -

HEE, XETEOESEREE, 5HAERSM XKERET AR .

(Yes, this one is about the payment and use of social insurance premiums. The specific text is as follows:
"Article 87: Employing units and individuals shall participate in social insurance according to law and
pay social insurance premiums according to regulations. Social insurance premiums shall be paid by
employers and individuals in accordance with the prescribed proportion. Social insurance premiums,
once paid, shall be used for payment of social insurance benefits in accordance with state regulations and

may not be diverted for other purposes.”
Please note that this is the social insurance law of China and the laws of other countries or regions may

be different.)

Table 14: Example dialogue for Article Recitation(1-1).
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Information: None

Needs: 7EFEH, 70FFTFFH T AWEELE? (Is there compensation for tearing down a house after 70
years in China?)

User: ZEFEH, HFFROEIRRARI705E, EHRE, L FEFRSE#MEME? (In China, when a house
is 70 years old, if it is demolished, can the owner be compensated?)

Al assistant: 7P E, FREFTENHEIEERTEZ70E, EXHREWRETOEE R ITE R
e bRk, XS BT S BT HORLE RO -

WREREVRER, TIREER AN, HORFEE AEEREREAERN Mz, 202 HEUFILE R -
AR EART LMz . B R BBME SR B o BARRME ORI 7 SR ZARE B Ak
™ XA IAIEIL, LUREUR A KBRS E -

BeAh, BWARBR IR RN, RS IS ERES BN TR, LRGE
W R ANER -

(In China, the ownership system of houses is usually 70 years, but this does not mean that the property
will be owned by the state after 70 years. In practice, it all depends on local government regulations and
procedures.

If a house is demolished, regardless of its age, the right holder is entitled to corresponding compensation,
which is regulated by the government. Including but not limited to land compensation, housing
replacement subsidies or new housing compensation. The amount and method of specific compensation
need to be determined according to the situation of the specific city, region and land, as well as relevant
government policies.

In addition, it is recommended that when encountering such legal issues, it is best to consult a
professional legal person or contact the local government department directly for more accurate and
specific information.)

User: fEFZEFITRENT, BEEBEEEZFITE? (In the case of house demolition, how to
calculate the specific compensation amount?)

Al assistant: 7£[E, 5B IFEHME B A G HR) T B 5 E LT R

L R AEAAEME SR *METR ORI, B H S ROIZ XA, R A -

2. BRI IRTES IR« 450 . BIRAERR, BT B a8 -
3. TR EIEHRGT R . ImEERE R .

4. BT RFBTZHICEBEHET, XA RS BEN -

5. BRI AL EIEF LML E AR W LA E Tk . B RS, EEE
%%ﬁﬁ%ﬁ%ﬁﬂﬁ%ﬁ%

DA B2 G B 2 B L R fMEBUR TR -

(In China, the calculatlon of the specific amount of compensation for house demolition usually takes into
account the following factors:

1. Compensation for land use rights: The amount of compensation is usually calculated by referring to
the land price of the area and calculating the land area.

2. Compensation for the material loss of the house: The compensation amount is calculated according to
the market price based on the area, structure, construction cost and other factors of the house.

3. Relocation costs: including moving costs, temporary accommodation costs, etc.

4. Maintenance costs: If the house has been previously repaired, this part of the cost will be considered.
5. The impact of the owner’s normal life and production and operation caused by house demolition:
common such as stoppage loss, business loss, etc., usually need to provide relevant certification materials
to prove the loss.

The above specific compensation amounts need to refer to the local demolition compensation policies
and standards. )

Table 15: Example dialogue for Legal Issue Consultation(2-1).
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Information: 55— 5 /0T —%: £/~ . BIERAN, R=FCLFEHEMNSE K, HFET
s W AERRIE AT B G s A MR BT R, = U EHELINEIER, H
AbTi; BB ASE B A EE TR, TR AR . T E EE
TR AL T B MO T o DR AR (B2 T R LR (A i A BEFHRY, KRR A
e

(Article 141: Whoever produces or sells counterfeit drugs shall be sentenced to fixed-term imprisonment
of not more than three years or criminal detention and shall also be fined; If he causes serious harm to
human health or if there are other particularly serious circumstances, he shall be sentenced to fixed-term
imprisonment of not less than three years but not more than 10 years and shall also be fined; If he causes
death to another person or if there are other especially serious circumstances, he shall be sentenced to
fixed-term imprisonment of not less than 10 years, life imprisonment or death and shall also be fined
or be sentenced to confiscation of property. Any person of a drug user who knowingly supplies a fake
drug to another person for use shall be punished in accordance with the provisions of the preceding
paragraph.)

Needs: fEREMT 2 B DTN A AR AR AT ™ EAITE 197 (Explain what circumstances should be
considered "other particularly serious circumstances".)

User: ¥ (FRAREMETNE) F—alT—&IOME, EfF 280 TN IIE R EilRF
R EHT? (According to Article 141 of the Criminal Law of the People’s Republic of China, under
what circumstances should it be identified as "other particularly serious circumstances"?)

Al assistant: “HA0EFH1™ EIE T BFICRARTE B AR RIFRISSPRE I, (B @3 LRG0
R . SR, EFMEERBRARENE, WAMRERA TSR EEE, 2R
MIARUR AL, A SRR A SS - XL O ATy < E A I BB AL - EIRER, X2
EAERE, BGEHEER BB OUEE R .

(The judgment of "other particularly serious circumstances" will be based on the actual circumstances
of the specific case, but usually includes the following circumstances: large-scale production and sale
of counterfeit drugs; The quality of counterfeit drugs produced and sold is extremely poor, causing
irreversible and serious harm to the human body; The number of people affected is particularly large, and
the social impact is particularly bad. These circumstances may be considered "other particularly serious
circumstances". However, please note that this is a judicial interpretation, and the specific application
depends on the specific circumstances and the ruling of the judge.)

Table 16: Example dialogue for Judicial Interpretation(2-2).

Information: % T %55, NI U2 IERA?

AL AT LB UFICAR , BRI IR L, ZENFIEE T R4%GC. BILT AZT
B39R B.IRE B A PR A R RO BB A R0 Uk, IR BTRK, AR 53
C.BREIAR, WIF T, ANBRRIT I8, —&ME T BITE . BITEREE, FERAXKIMET
FRA, AWK

D. A AT NEBT R, RN PR ENEE m i s AR L, R TR, BUER O &
EET - AMRIES

(Which of the following statements is true about theft?

A. Guanghua company registered A house in the name of B, B falsely claimed that the property certificate
was lost, and sold it to C without knowing. B is guilty of burglary of a house

B. Courier A is entrusted by the Courier company to collect "cash on delivery" payment, concealing part
of the payment, A constitutes theft

C. B came to A’s home, got drunk, A and B picked the lock and stole the bike together. After the bicycle
is stolen, it is later found that the bicycle is A, and A constitutes theft

D. A, in the unmanned supermarket, pasted the label of low-priced goods on the label of high-priced
goods, only paid a low price, and took away the high-priced goods. A constitutes theft)

Needs: [B]Z5X T A[R . (Give the answer to the question.)

User: DAL [AIREF)IERAZ S E T 4.2 (What is the right answer to the above question?)

Al assistant: X 25[n] ) IE I E 2R ZBFID -

AV, BT HMIEORVE, AIRGEST, BB LSRR 7 =09 BB A = U -

l%lﬁ AT AB TR GRS - 2@ AR ZHEAR RIS KR E, BTEST

gﬁ, ANER AR, AELZETES, WAMRES, OB SEAR Dl
DI, AR OJE T LR s B Ao B f0dRiE SR, MRE s -

(The correct answer to these questions is B and D.

Item A, B’s conduct constitutes fraud rather than theft because he defrauded others of their property for
his own use by lying.

Item B, the act of A belongs to the occupation of the position. He took advantage of the opportunity to
steal the money when he was entrusted by the Courier company to collect the payment, which is theft.
Item C, A does not possess another person’s property, even if the theft occurred, it does not constitute
theft, because the object of theft is A’s own property.

Item D, the conduct of A belongs to the "illegal possession for the purpose of secretly stealing the
property of others"”, constituting the crime of theft.)

Table 17: Example dialogue for Legal Concept Understanding(2-3).
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Information: JFAR: ZJTJRPNEE | W — & 7 ILEL R ERRF B B 154 5 O aVAT &
EELEET RN B2 A 23 il GLESHEREE) 124230 Wﬁ&&&@iML
) B R AL Al R . 10, %@ﬁ?@%f&hﬂm?%ﬁﬁ L]
FEEEE, RIRERRE, BENZSHDINE/NE, RBORHFE S S EA, W
TIE, TR, BEEERE RIS S s B ST MR . MR
SN T IEH W RNERRRE, EACT N RV SR, BRI 1S BRI - E%, BESIRELE
BRALMGZFICR, EAREE A EEAREREE, HAVMRIABCAIR, T1IA11H BRI
Bel TO K RIBEIZZEE, ZREEFIRRE, A IHIREEEE R, FF &5 L%
SRR A B TS A MR AR HOMRRE - SRS AU, 11 EFRPAT ROF, Mt CE
Bel O KE B N REE; 23H EF, R ERERES, JHRIGE S - TR
FER T\ EENES RPN SE SRR T, MBI EEREALEL, R
B, AR m BRI REEMERIRES, NEAPITIRE TE B SRE .

(Original title: Threaten the judge with a knife! Liaocheng a woman to disrupt the judicial order was
detained 15 Mei Mou has been judicial detention Mei Mou carrying knives poster news Liaocheng
December 23 news (reporter Yuan Zhiwei correspondent Zhao Yun) December 23, Liaocheng court
bailiff detachment to deal with a knife threatening to abuse the judge to disrupt the judicial order incident.
At 10 a.m., the divorce woman Mei Mou at the court gate carrying knives crying and verbally abusing
the judge, after receiving the police information, the bailiff detachment emergency response team was
dispatched urgently, take compulsory measures to control the parties, collect the knives, and admonish,
Mei Mou emotional not to listen to the warning, threatened to end with the judge handling the case.
Mei’s behavior seriously affected the normal judicial order, resulting in adverse social impact, was
sentenced to 15 days of judicial detention. It is reported that Mei Mou refused to accept the judgment
of the divorce return bride price dispute case, the case judge repeated the judgment after the release of
doubt, it still refused to accept the court decision, in the morning of November 11 to the court gate for a
long time to abuse the case judge, the case judge again after the release of doubt, the legal application of
the judgment in detail, and informed that it can apply for a retrial in accordance with the trial supervision
procedure. Mei refused to listen to the explanation, guidance and dissuasion of the judge handling the
case; At noon and in the afternoon of the 11th, he went to the gate of the court again for a long time to
abuse the judge handling the case; On the morning of the 23rd, he insulted the presiding judge with a
knife and took detention measures. Liaocheng Middle Court Judicial police detachment attaches great
importance to police protection and daily security work, strengthens the regularization construction of
judicial police, strengthens the management of police force, and continuously improves the ability of the
police detachment to deal with emergencies, providing a strong police guarantee for the execution of
trials.)

Needs: 7[R TEA ALT100F B2 - (Generate an abstract of about 100 words for the above
article.)

User: Fifi % — 10077 A IO 2, TRE SCE PR 2 i MEHE T T RAL Al AR A0 F1F,
AFE/INEIIT R « 5 RULENEER NI FEHE - (I need a summary of about 100 words,
which should summarize the incident mentioned in the article that Mei carried knives to disturb the
judicial order, including her behavior, the consequences and the response measures of the judicial police
detachment.)

Al assistant: 12 EFRFEMARZBISAIR, X OF ) EBRIEE, MEMILANERT - £
FNEEESONE S SRBR T, MIHERE T /ME, BT MR B - MRAT a1
SRS, HAIERIL 1S H RINEHE « AT R R B EE, FNEESSAN
BEREEM, AR EESRITME 2 REES -

(A divorcee surnamed Mei, who refused to accept the divorce judgment, insulted the judge at the gate
of the court with a knife, seriously disturbing the judicial order. Under the emergency dispatch of the
judicial police detachment, they controlled Mei and collected their knives. Mei’s behavior caused a bad
social impact and was sentenced to 15 days of judicial detention according to law. Mei turned a deaf ear
to the judge’s explanation and dissuasion, and the judicial police detachment attached great importance
to it and constantly improved their police protection and daily security capabilities.)

Table 18: Example dialogue for Public Opinion Summary(2-4).
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Information: 7 5: ¥, F, Tk, KFEN ®E: . B, E, FREEKGFEA
SRR S BT aRYS —%, EHEXHE, RKIEHREGWE, BT ATFITE. &
iﬂfﬁmﬁ W A %E%JE,%hmﬁLﬁTﬁﬁﬁﬂ R RER . FE
TR mm@mmaﬁoﬂoﬂ W B S N 5 LR B T R 3 2R K R N B
BEHIRE. FT—PAANT BT, (PRI00THRMN, SRAREES BELEL
PR E S - UL, FIAEESR. 1. SR v 1 [ 301 95 B RS 472007T ;2.
B M R FIA00TT 3. AR R VA B F M 2 R ﬁifﬂﬁ@%% W A .
FEE LR T U NIEE: — O HshsEESR, RS XE S %ﬁ%mmmﬁoﬁ
TRGRAE LRIESR, BTIEFERIE SR, AATIA, &&fé RAN . ZHTEIA
SE: 20166F9 H25 HZ10H20H , B ATER ?&@Eﬁﬁr%ﬁﬁ%%ﬂ%/\%ﬁ B TR T -
ﬁm%@HA@ﬁnmmgﬁﬁiﬁTmmm — M HEIAT50009T, 20174RE A — 1t
H3H 730009, #/K72007C, WOTAEELS 2 . IR E SIS BAE TS st DU R
—EHIR - FEFIN, RIERGLEY S R0 S EABAIRRAR T, S AN = A E AT X
%50 RER, JRBEZ BB E RRIESSLF AR, B NI 8 K& 55 Sk,
iﬁEE%*W&nmmﬁ%ﬁ SRS BRI SR AT SCFF, RN R AU CIESE - R,
R (Pl NREFERFFIME) F—-FHTH%. (FRARIMERZEN) F-57%F
A%ﬁ(%&k%ﬁﬂﬁ%ﬁ&»%A%;%ﬁ FEME, FRRANS: BAHARERZ HiE
THMA, B SRS 55 555720070, AT TR S0TC IS AR IE « FEASHIRE E B0
PR AN iﬁxﬂﬁ KHE (P ARKAMERFFMNE B AL T=ZNIE, THE
TR (51 55 1071 B fém1ﬁﬁoNK%&K%%,ﬂuﬁﬁﬁﬂ&%ZH@wHW,Wﬁﬁ
%&Lﬁ,#ﬁﬁﬁ%%%ﬁﬂﬁ,W@ﬁ%ﬁmﬁ*%ﬁ%&%ﬁﬁiﬁo

Plaintiff: Plaintiff Zhao sued defendant Room for a labor contract dispute. The court accepted the case,
formed a panel, and held a public hearing. Zhao attended; Room did not and was tried in absentia. Zhao
claimed that from September 25 to October 20, 2016, Room hired him for a highway shoulder project
in Changning Town, owing 7,200 yuan in unpaid labor fees despite repeated requests. Zhao sought: 1)
7,200 yuan in labor compensation; 2) 400 yuan in fees; 3) legal costs. Room did not respond. Zhao
provided a labor settlement list as evidence, showing Room owed 15,170 yuan. The court accepted the
evidence as legal and confirmed. The court found that Zhao worked on the project from September 25 to
October 20, 2016, with total labor compensation of 17,170 yuan. Room paid 2,000 yuan initially, 5,000
yuan a month later, and 3,000 yuan on December 27, 2017, leaving 7,200 yuan unpaid. The court ruled
that the labor contract was valid and Room must pay the owed 7,200 yuan. Zhao’s request for 400 yuan
in fees was denied due to lack of evidence. According to the Civil Procedure Law, General Principles
of Civil Law, and Contract Law, the court ordered Room to pay Zhao 7,200 yuan within ten days of
the judgment’s effective date and bear the 50 yuan case acceptance fee. Failure to pay would result in
doubled interest under Article 253 of the Civil Procedure Law. Dissatisfied parties could appeal to the
Xianyang Intermediate People’s Court within 15 days.

Needs: TR ARECHRE, AR 55N - RARRES RAEFENE -
(Extract a summary of the legal document and express its main content in shorter, more coherent, and
natural language.)

User: A ik — PXEEXHFNEENE, FH— T REER FREEE? (Could you
help me extract the main contents of this legal document and give a brief and coherent summary?)

Al assistant: J7 #5RARE R 575 & [RIZH Gk ik i 2 B, KA 7Bl (£ 720000 - SR SR BERI 575
AMRE BRI N A B, EBRIIAES T 5005 Z R o6 R iE G2 - EBRBUE S N
ARG, BRIVARE ST R ZESR SCRT 72007055 45 B E SR, ERS RAGIE X 28 I
FRUESE , BONSCFFZ R FER - BIRERUS10H A, B0E B2 1A J51 35 SR AR T 72007C -
ANRTS507C - & AL BTSN LS5H), FERIEBATIIR, R AR % A G578 -
(Plaintiff Zhao Mou sued defendant room due to labor contract dispute owing labor compensation 7,200
yuan. The evidence content of the labor settlement list provided by the plaintiff is true, and the court
confirmed that the labor contract between the original and the defendant is legal and valid. The court
ruled that the defendant should repay the arrears on time, so the court supported the plaintiff’s request
for 7,200 yuan of labor fees, but the plaintiff did not provide relevant evidence about the cost, the cost
request was not supported. The defendant shall pay 7,200 yuan and 50 yuan to the plaintiff within 10
days after the judgment takes effect. If the defendant fails to fulfill the payment obligation on time, the
interest on the debt during the delay in performance shall be doubled in accordance with the law.)

Table 19: Example dialogue for Judicial Summary(2-5).
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Information: &I FIEX ARREGEE, 20138 ASH21A, ZEF LT FEX & EREFE
RGN, i NSESHFEIETHEHEEIT Y, MR . S5 SE= A&7, 1T
S, SRR T SRR . SRREE, SENGERE, REMGHERRE . Ak
m?%?JELl?E%;&FWH%%Hj THHRIARESE - RPN, B ADESE G EMA, SRR
05, NMEUMBGHEREIMFRME, BUMKE (PEANRIMENE) $28=1MH%%—
M E R -

(Tangshan Fengrun District People’s Procuratorate charged that at 21:00 on August 5, 2013, in the
Jiping parking lot bath in Gaoli Village, Fengrun District, Tangshan City, the defendant Ma Mou and
Chen Mou fought each other after playing cards, and then Chen Mou, Ma Mou, Ma Mou three people
fought together, in the fight, Ma Mou injured Ma Mou’s left arm with an iron rod. According to the
judicial medical appraisal, the injury of Ma Mou was minor, and the injury of Chen Mou was minor.
The public prosecution office submitted corresponding evidence to the court on the above facts. The
public prosecution organ believes that the defendant Ma Mou intentionally injured others and caused
minor injuries, should be investigated for criminal responsibility for intentional injury, and proposed to
be sentenced in accordance with the provisions of the first paragraph of Article 234 of the Criminal Law
of the People’s Republic of China.)

Needs: ffE# 5 AIE - (Determine the prison term of the accused.)

User: WS SFEENT A LERER, £ (FRARERMEME) £, MBRZA A
JHl? (According to the defendant Ma XX’s behavior and its consequences, in the Criminal Law of the
People’s Republic of China, how should he be sentenced?)

Al assistant: # 5 SHEAT N RHGR G FER - R (PERARIMERE) %27 =TH%
FOE, HEIEMAS AR, L= VEMGEM . mRsEEH . BT HEThE
R EREE N, Honkels, RIENZE TR TT . BRI ELE S % B ABHi
B ORRSE . EEFORFERR, H-BASEE3FE-

(The defendant Ma’s behavior constitutes the crime of intentional injury. According to the provisions of
Article 234, paragraph 1, of the Criminal Law of the People’s Republic of China, whoever intentionally
injures another person’s body shall be sentenced to fixed-term imprisonment of not more than three
years, criminal detention or public surveillance. In view of the degree of injury caused by Ma’s behavior
is light injury, and minor injury, according to law should be given a lighter punishment. The specific
sentence needs to be assessed based on a combination of factors such as the defendant’s prior criminal
record, attitude toward litigation, and expression of remorse, but generally speaking, it will not exceed
three years.)

Table 20: Example dialogue for Prison Term Prediction(3-1).

Information: AN FHL AT, 201555 HF A RTH %ﬁ%ﬁéﬁﬂﬁﬁ L7E Bl = IR KA
BOOOOK R H TAEHLES, 108 G £ 25— REENE R N AOBES P IR IUZ 3 A B B e
LS IR - BUE NFEEF IS SR, Lﬁ%;&é%%&ﬁ@ W N EAERE A 1%
AR, BAREARENMAR . LETARRE LS R/EER (TIERB) - HEAL
B Gefg$) - sty AEFRRBERA KFRINERSFIEEIA, B LUAE -

(The public prosecution organs charged that from mid-May to July 2015, the defendant Li Mou used his
working machine in the XXX fruit shop, Dahua Road, Baoshan District, Shanghai, to steal the victim’s
sales funds totaling more than 15,000 yuan from the shoebox under the bed in the second-floor bedroom
of the owner Wu Mou more than 10 times. The defendant Li Mou was stolen again when the above
facts were recovered on the spot, the defendant Li mou also had no objection in the trial, and there was a
statement by the victim Wu mou, the "work situation" issued by the Shanghai Public Security Bureau
Baoshan Branch, the "Letter of understanding” issued by the victim, the defendant Li mou’s confession
and identification records and other evidence confirmed, enough to identify.)

Needs: 25 H#% 5 A9FETE - (Give the defendant the charge.)

User: IRIEFE T IUTE, 5N ZHEET 29847 (According to the prosecution, what should the
accused be charged with?)

Al assistant: HRIFETTHIVLTE, TE N IEEILE ESISE - (According to the prosecution, the
defendant should be charged with theft.)

Table 21: Example dialogue for Charge Prediction(3-2).
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Information: % [KIE™ &, & WIH o 2 B 1202247 A 21 H 2 IR VFEI L i AR K+ B+ TR T
RAGENESHENXXZEOM, BEEE AR TITXOCEHEE, BUELXXCLHRZ A -
ZUE, WENFERE S ERGIEEE TR . 05 NEE 7202355 A 8 HHE 73,
FENSEAR FARRS . BN EARSSEAIERI T B AR S AT, i NEE A 55
7 2. ZEANRIR: ZEAILMPRA; 3 IEAIES: IEASE. sKIVIES; 4. BN dbx
MHAERALZEIELEEFL; 5 RE. 8 BEILR: Md AEE R TMsRe
BREMICTR; 6. MUTHTEL: IR, 7. HAIERAMOE: IREWIE - ROEZHEIDE -
BB - PEEIERA . W RO TARIE S . ERMIERIERF 5%, NEEWES, L
FE TR . HE AEEXN PR LR E LML TR, E5HIAGE . (According to the
examination in accordance with the law, it was found that the defendant Dong Fu had a quarrel with
the victim Kong XX due to trivia in the restaurant of ** Village, ** Town, Huairou District, Beijing
at about 21:00 on July 21, 2022, and the defendant Dong Fu beat Kong XX on the head with a chair,
resulting in a head injury to Kong XX. After identification, the victim Kong so-and-so body injury
degree belongs to the minor injury level. The defendant Dong Fu was arrested by the police on May 8,
2023, and then truthfully confessed the above facts. The evidence for ascertaining the above facts is as
follows: 1. Defendant’s confession and defense: Defendant Dong Fu’s confession and defense; 2. Victim
statement: Victim Kong’s statement; 3. Witness testimony: the testimony of the witnesses Bi and Zhang;
4. Appraisal opinion: Beijing Huairou District Public Security Judicial appraisal Center; 5. Records of
inspection, inspection and identification: records of on-site inspection and identification of defendant
Dong Fu’s records; 6. Audiovisual materials: on-site surveillance video; 7. Other certification materials:
alarm receipt, case acceptance registration form, arrival history, household registration certificate, online
comparison work record, etc. The above evidence collection procedure is lawful, the content is objective
and true, enough to determine the facts of the accusation. The defendant Dong Fu has no objection to the
alleged criminal facts and evidence, and voluntarily pleaded guilty.)

Needs: 25 EXT 8 5 RFEFEFFISTERE - (Give the charges against the accused and the relevant law.)

User: 18 7T S WIREITES , FHIRMMHFTEENE - (Please analyze what the defendant is
charged with and provide the relevant legal content.)

Al assistant: MRIGHCHHVLREL, BT HOHWMREEGETRE. (HERARLIMERL) F
B=TUERIE: “BEGFEMASEYN, L=FLUTEBRER . MREEESR . BT EEs
RERPGEEANRGE NS, AR EASOME T .

A, NTHENARBLAE, HAatERANE: LREASEE, MXERr, hEE
N "BER, ATLIUNREEREERALT] . FEhIEEEgE ARML, s BUSHE AR, 1H
PRECE AL S R, AT LABEAL T - >

AR, PENEEBEPORME, WM T BCRIRRT A, AU EE, SMHERFE
H—EMEIER, EEANENFHEIRBARTE A FPE G -

(According to the defendant’s criminal facts, his behavior has constituted the crime of intentional injury.
Article 234 of the Criminal Law of the People’s Republic of China stipulates: "Whoever intentionally
injures another person’s body shall be sentenced to fixed-term imprisonment of not more than three
years, criminal detention or public surveillance." Since the results of the identification show that the
victim’s injury is a minor injury, it can be treated in accordance with this article.

In addition, regarding the handling of the defendant’s confession, Article 67 stipulates: "A person who
automatically surrenders himself after committing a crime and confesses his crime truthfully is a person
who surrenders himself." A person who has surrendered himself may be given a lighter or mitigated
punishment. If a person actively compensates for the loss of the victim, or obtains the understanding
of the victim, and eliminates or mitigates the consequences of the damage, the punishment may be
mitigated."

In this case, after the defendant Dong Fu was arrested, he truthfully confessed his criminal behavior,
which can be regarded as a surrender, which may have a mitigating effect on his sentence, but the final
penalty needs to be judged by the court according to all the circumstances.)

Table 22: Example dialogue for Accusation Prediction(3-3).
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Information: 2021511 H7H 210555, #0570 53—/ NIRE, Hxxock* - NRTTHI— A
N &, 2K O KGE - SREEE - RIIEE, HERYIE B 74 A R 2RI S TR S X 7
MsoKAL, SRR, &R S BN RE B SOl i . BETERE R S5 ER T XM
g BEE, PWENEREMTEF ZEEE &= 7210.2mg/100ml -

(At 21:05 on November 7, 2021, Defendant Fan drove a small car, No. Hxxx**, from the Xiangyi
Mingyuan Community in this city, through Shuidukou Avenue, Hefei Road and Shenzhen Road, along
Shenzhen Road from west to east to the west side of the intersection of Shenzhen Road and Ninglian
Road 50 meters, collided with the guardrail, causing a road traffic accident in which the vehicle and the
guardrail were damaged. It was seized at the scene by police on patrol. After identification, the ethanol
content of defendant Fan’s blood was 210.2mg/100ml.)

Needs: i€ X ™15 K FTEREZSC - (Determine the legal provisions of the case.)

User: AW 570710 Bt /DALy E B E? (What legal provisions is the defendant Fan suspected
of in this case? )
Al assistant: 25 V0ATT NG T INEHEME

(=) (PRARLMEME) F—a=F =50 BESHIE, SFSIEHER
UGl BB A EERSEERGAE, WMAMEILIRE, MBS ESBE, RENNMFERK
BYLEh EZ B - S BLEI R, REETEAELL DT, . »

() EBREZ VAR Tk B GERERSOEL 2%, SREMHE, HIER
Z—H), SR B E, MAJLIRE, KIEERMETE): (1) BEEEMHEER; >

(=) CEBZTERZ2IE) £ TAFME: B FEER DT, NYEFOEE
T bR PRERIILE, RIEZ 4 . BRFP - 7
AIRIX I B RA ERETE 0FAL, EZ RN OURIE S R, T A A
EATHE, AR PR E RSB EEIT N -
Defendant Fan’s conduct is suspected of the following legal provisions:
(1) Article 133 of the Criminal Law of the People’s Republic of China reads: "If a person drives a motor
vehicle after being drunk, or drinks alcohol while driving a motor vehicle, or escapes after a major traffic
accident, and no crime has been constituted, his motor vehicle driving license shall be revoked and he
shall not be allowed to re-obtain his motor vehicle driving license within five years." Whoever drives a
motor vehicle after being drunk shall be punished in accordance with the provisions of the preceding
paragraph and be sentenced to criminal detention.”
(2) Article 29 of the Road Traffic Safety Law: "A driver (under any of the following circumstances) shall
be detained for a maximum of 15 days for violating the road traffic Safety Law and driving permit; If a
crime has been constituted, criminal responsibility shall be investigated according to law) :(1) driving a
motor vehicle while intoxicated;"
(3) Article 26 of the Road Traffic Safety Law: "When driving a motor vehicle on a road, it shall comply
with the provisions of traffic signals, signs and line marking to ensure safety and order."
Although it is only a road damage and vehicle collision guardrail incident, the driver is not only drunk
driving the vehicle, but also driving on the road, which constitutes a serious traffic violation.

Table 23: Example dialogue for Article Prediction(4-1).

Information: ORGX AR, MEREIR T Fif, HsRIEBEMRIEZ AR, HE SR
R B AFE AR o R H A 0 5 0 2 e B80S v - 9 B APERIY ST 815 [R5 1T H
ATIME, SHA%EHBIATIME, HTAER EVNTFHCER B, # Eif APERZFEENK S
PEFUAE AR K - ARIEAE R, Ao AN O AR AELL RS TR, A REHdk i invE
SCfF o # LR APERDEIZFMMEIL N, WI0H SRR IRTE BRI I 2 - B IR NEBE: R
HINEHLTHE, ERVARIER, 8RYERFFA -

(The original judgment ORG refused to accept, to appeal to the court, request the court to amend the
judgment according to law, the facts and reasons are: the amount of disability compensation borne by
the appellant in the original judgment is illegal. The labor contract of the Appellee PER was signed on
the date of TIME, the accident occurred on the date of TIME, and its working TIME was less than time
when the accident occurred, and the nature of the Appellee PER household account was an agricultural
household account with land. According to the relevant laws, the rural population can be paid according
to the urban standard only if they live or work continuously in the city. Appellee PER is not in this
situation and is not eligible for payment according to town standards. Appellee PER defense: The
original trial found the facts clearly, the application of the law is correct, request to maintain the original
judgment.)

Needs: 25 HF 1S - (Give the dispute focus.)

User: RIEAZATHR, REEFIE HFIE S IE? (Based on the information of this case, can you
determine the main point of dispute?)

Al assistant: SZf(), MRIEFEDRE, FWBEREZEM D AE: —& LiF A EER
TR IE 2 G BB S EVE SR BT, & iR N T ARRS (RIS AN P SEVE PR 4T & 38k i b 2
PRI - (Yes, according to the information of the case, the focus of the dispute is mainly two
aspects: First, the appellant’s challenge to the legality of the amount of disability compensation awarded
in the original trial; The second is the dispute over whether the appellant meets the urban standards for
compensation due to insufficient working hours and the nature of the household registration.)

Table 24: Example dialogue for Dispute Focus Identification(4-2).
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Information: 5 [7] T FIJRIRENZANEZE  (The original seal on the contract is not clear.)

Needs: &R 7] LIE Hr& =057 (Can the contract be stamped again?)

User: A —m AR, FHAMEENERGE, Ko LIEH =37 (1 have a contract, the stamp
on it is not very clear, can I stamp it again?)

Al assistant: IR CEHFFENERE, WTUEHEE, BREEESZSAMTEREE, g
%%%EZ&%E&%@E&&%E&E@&% o RREEIE, RHELA-TREHEHRESR, LUERER
HIBe BN 2497 -

IR, BRIFEVIEVGE B RS WA R AR T BE RN . AEF 2T, BRFEE=T7IEA
BIER R E R R T R Z MR, AR B L A TR -

(If you have already stamped it but it is not clear, you can do it again, but it is best to re-stamp it in
the place of the original seal to avoid the misunderstanding that the contract is deliberately modified or
tampered with. Most importantly, you need to get the other party to agree to stamp again to avoid any
possible disputes.

However, the best advice is to consult directly with the relevant contracting party or legal counsel. In
many cases, you will need to have a third party witness or certify that your reseal was due to a lack of
clarity, rather than an alteration or tampering with the contract.)

User: IIARFEEEEIN ARIFER, FATLIEHFEIL? (If1 do not have the other party’s consent,
can I stamp again?)

Al assistant: —oRV, REF—TRBHENEF, OFEHEE, AR IRE. Xf
ARSI RER RS RIN SIS NG R, M5 &IEEM S - b, RFITHE
EfmE, RGNS -THWET, RFEHE=TEZRIE. MRNERERE, RN
RARER A BN, F5R% kAR

(In general, altering a contract without the other party’s consent, including resealing it, may be
considered illegal. This behavior may cause the other party to think that you are changing the contents of
the contract or tampering with information, which can lead to legal disputes. Therefore, if you intend to
re-stamp, be sure to obtain the express permission of the other party, and preferably a third party is
present to witness. If consent cannot be obtained, you should contact an attorney for professional legal
advice as soon as possible.)

User: R %25 = J71IEA? (Who should be the third party witness?)

Al assistant: JEEEAER S = J7IE NGB F NIZEA —ERER A EMEMAEE - FEFS1E0
N, B AR AR R BRI AERI R A R AT ERE =J5IEA - ERLREIT,
PRTT LOEFEITA B R AMERIEN, BEER, I sEERIEAN R A EN, BT A—BA
EWHEXFPEOLT -

T, RERX DN ELERIIER AR EH T EH [ RIRNE, HAENEE, I
BB & AT R RS FEVER L, JXAEAIETA AT LA e -

(A person who chooses to be a third party witness should usually possess a certain degree of impartiality
and credibility. In many cases, a lawyer, notary public, mediator, or other similarly impartial professional
may serve as a third party witness. In certain cases, you can also choose friends or family members as
witnesses, but be aware that they may not be able to guarantee absolute impartiality, so it is generally not
recommended in such cases.

Whoever it is, the key is that this person will be able to verify if necessary that you simply resealed the
original seal because it was not clear and that no changes have been made to the contract. In law, such
testimony can be considered evidence.)

Table 25: Example dialogue for Real Case Consultation(4-3).

Information: [RIGZF: JRIAZEMH (Original case: Original case)
3’3%1:{3@%1 } (Relevant case I:{Relevant case 1})
2D {FZ2) (Relevant case II:{Relevant case 11})

Needs: T8 I T REERIRZEFEMLL. (Indicate which case in question is more similar to the

original case.)

User: WIS RIGZEBFAHMEL? (Which case is more similar to the original case?)

Al assistant: Z{F15FIRE ARl fEXI D ZRAEH, BRI G AERE SR, EAER
1, JRESHCEZ AR E D) « SEEAI A DSORGB & R BEFL 28 BT,
[R5 Z UCRBEMRID) S5IERIEFHMLL . BIRGIEI KA SBRAIRAR , (EZRERZO R @M
BARRLRAARE, BMERARGERIT AR, RS UORAEMEN, RAR RS LR -
R, Frihie Rz 15 R R AR .

(Case 1 is more similar to the original case. In the two cases concerned, both were legal cases against
the loan, but the interaction between the plaintiff and the defendant in case 1, the content of the loan
agreement and the circumstances of repayment (the defendant failed to repay the loan on time, the
plaintiff repeatedly failed to collect) were very similar to the original case. Although the amount and
interest rate involved in the loan are different, the core problem and basic facts of the case are the same,
that is, the borrower failed to repay the loan on time, the plaintiff repeatedly failed to collect, and finally
brought the case to the court. Thus, case 1 in question is more similar to the original case.)

Table 26: Example dialogue for Similar Case Retrieval(4-4).
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Information: . FRIEAEILE (CHEAT) J0E, mIPRERME T — PRIZHERmyg, JLE
R FX IR A L2 UK - [, AMRIEFLETKIE (BRI EL D) HILGE
7o, HmERE THEMEE, SKEEBTZIRAIMK SN, HRK A R S5 -
ZATBXAZRAE, INHHREERFBAFHEEMGILRAEL T, 79l AR
v, MRMIE, RERBEBRIGRGHEEIF, HBXIEREAMBXIAGRE T
ARFIER A ARG BB AR ERIA S - AREERIHER SRR BRI ) [F) 25 AR
- BERWEIRMANEEE BRI -

(Case: Lin knew that Hong (who has been sentenced to criminal punishment) committed a crime, and
provided him with an online game website, and Hong transferred the 12,000 yuan that players reloaded
into the game. At the same time, Lin knew that Zhang (who has been sentenced to criminal punishment)
committed a crime, and provided him with a phishing website, and then Zhang stole the player’s account
and password, and transferred the funds in the account.

After investigation by the Public Security Bureau of District B of A City, it is believed that Lin Mou,
knowing that others use information networks to commit crimes, still provides websites for them,
constituting an accessory offender, and transferred the case to the Procuratorate of District B for review
and prosecution, and then the procuratorate of District B filed a public prosecution to the court of District
B.

The evidence in this case includes: the price confirmation letter issued by the price confirmation agency,
Lin’s confession, the synchronous audio and video recording of interrogating Lin at a certain time, and
the opinions of people with specialized knowledge on the appraisal opinions.)

Needs: AZJ& T AT ENLERICTE, WfHE FI R T BN IE R EFER? (This case
belongs to the use of computers to commit crimes, how to determine the jurisdiction of using computers
to commit crimes?)

User: £ E, FARKILERZFRERZEIF T AR A 5T?

(In China, which judicial organ should be in charge of the case of using computers to commit crimes?)
Al assistant: 7EF[E, HEYLRRMEEHA LI RNE, REBEREREQRF, &EH
IEBEEE A . Ho, A% KEREBE . B E BRI . ARA B, ATE TR
FIBLR, REBEAFILR, EREEANLK . B, REFRITAERNFRAIRES 5]
HAZR - KBBEATEBELHE -

(In China, cases of computer crimes are first investigated by the public security organs, then transferred
to the procuratorate for examination and prosecution, and finally tried by the courts. Among them,
public security departments, procuratorates, and courts are all judicial organs with jurisdiction. In the
specific division, the public security department is the criminal investigation organ, the procuratorate is
the public prosecution organ, and the court is the trial organ. Therefore, the actions in the case are dealt
with by the public Security Bureau, the procuratorate and the court respectively in the course of criminal
proceedings.)

Table 27: Example dialogue for Legal Case Analysis(4-5).

Information: (% HiH5 h45) ZHfF: REMZFFIRIESHE S SRR SEEBEK
H/NERESH, BIERIREFRm R m SR . i NSREGME, RHHE—HL
HLFE T MEBIERTHI RS, SRR LRI L A . AR RE A, BRI
B, BRETENRY, FEREET

IR SRR A M RFFIA?

WIEE.: & AR, ZEARFECERT, EEFKREENRENITER, BH0ERH
wREIRA - ZIEARIER REIFME) F10155B 1K -

(The full score of the subject is 4 points)Case: Zhao mou’s wife Zhang Mou and the defendant Ma mou’s
father Ma Mou due to trivia dispute, Zhao Mou will Zhang hands soup rice thrown to Ma Mou a face.
After the defendant Ma Mou learned this, he called Ma Mou I and his brother Ma Mou II to abuse him in
front of Zhao mou’s house, and fought with Zhao mou and his brother Guo mou. In the process, Ma
Mou accidentally injured Guo mou, which was later identified as a minor injury, and killed Zhao Mou.
Question: Does Zhang have the right to bring an incidental civil action?

My answer: Right to mention. In this case, Zhao, one of the victims, has died, and his wife Zhang, as a
close relative of Zhao, has the right to file an incidental civil lawsuit. The law is based on Article 101,
paragraph 1, of the Criminal Procedure Code.)

Needs: 1XI8 808 72457, BHTEKIZEZRRES LAY (This question is full of 4 points, want to
know my answer can score?)

User: 15 [N LR 2 N4 FITEN ., RAZE R IEZ/45? (May 1 ask how many points can my
answer get in the case of a full score of 4 points?)

Al assistant: R0 [EIZ 2 ERIR, 4037 R ERAAR R FEFNIZ A 789 TSR -
FrLL, R3] T %45 : 45> - (Your answer is correct and has sufficient and legal basis for the
understanding and use of incidental civil action rights in criminal cases. So, you get a perfect score: 4.)

Table 28: Example dialogue for Judicial Examination Scoring(5-1).
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Information: “RIEEFNE, WRMFEHTEERANE, —BIAAHER T HAMAL
JEZR - 7 ("According to contract law, if the lease agreement does not explicitly specify, it is generally
considered that the should rent be paid by the tenant to the landlord.")

Needs: FA] DIRTERESCHREZE - (Proofread the above legal document snippet.)

User: 1515 2oren — N LA EVERESCHFAITEZE « (Please help me proofread the above legal document
snippet.) )

Al assistant: 2280, FEUCR SCHERESOR BB T “RIBEFE, RMFRHIGE ]
TRHELE, — AN NFL A N AR A ST 45 55 7R - After proofreading, the revised snippet of the
document is suggested as follows: "According to contract law, if the lease agreement does not explicitly
specity, it is generally considered that the should rent be paid by the tenant to the landlord."

Table 29: Example dialogue for Judgment Document Proofreading(5-2).

Information: [7[&: 25 & 7EEVAPE For B WUIFEE D= TIEREK, ToNEA T EZR AT
FAAEGRE I RFRIRAER - Z5Re1 . WAMABIL A, SRIFCIFRIAT, 2.
SIERR, FRTEEER; 3. &30P T 5005 - (Question: In combination with the requirements of
coordinating epidemic prevention and control work on the track of rule of law, discuss the positive role of
rule of law in the modernization of national governance system and governance capacity. Requirements:
1. There is no point of view or argument, copying the original material will not be scored; 2. Correct
views, complete and accurate statements; 3. No less than 500 words in total.)

Needs: %5 H FIEZ 3 IR E A ZE - (Give the answers to the above essay questions in the
judicial examination.)

User: 25 HFIVEZ I F LR IB R BIAIE 2 - (Give the answer to the above essay questions in the
judicial examination.)

Al assistant: {%1A72 1A [EF B E ZFBOAEZ . FEREHETIET, B EEEMATuAE R
709, NIRRT RIRMEATRERERATE, EEE MRS IAT . A EE R ERET
HRBIERRENEE, MRITHOEEEN, EREEZ OB S8, Wit
SRRRNEEIEHE ) I H 22 -

FE b, XFLIERA AEMEAEE R, NMUERE T L EETEER, mHEAR
THEHE DT HMIEEEZE - BIRREAREAN &, HF a2 AFIEL. EEHHE
IRAREOEA . RSLANEIRER, WRENAEE RANGERE IR TR 1 30E .

W™ EE, RIRTEEA T E E R ER R AR B AE BRI R, KRR BARE T2
FEseZ M . fEE ET NGB EARTRBHEENBA DR - & DI REE
R e XWERT AW E B RHIE, LI A RRE RS MR IR SLIREE «

LREFTR, EREREERKAEERGEE NI PRIERZ 2T ZRIR - TR .
FA VLA IRBEXIMER, BRIRE# Z IR IR TE P RRRER, i EI Ut
IR AR HE T R

(The rule of law is an important means and framework of governance. In epidemic prevention and control
work, relevant behaviors are regulated through laws and regulations, providing operable legal basis for
social behavior and creating an orderly and clear social environment. Increasing law enforcement and
judicial efforts against behaviors that endanger epidemic prevention and control and strictly implementing
relevant laws and regulations is a way to fight the epidemic with the legal sword and can enhance society’s
overall ability to respond to the epidemic.

In fact, the modernization of this governance system based on the rule of law not only plays an important
role in epidemic prevention and control, but also plays an important role in all aspects of our society.
The rule of law protects the basic rights and interests of the people and maintains social fairness and
justice. It is the foundation of the governance system. The solid foundation of the rule of law provides
strong support for the modernization of our country’s governance system and governance capabilities.
From a broad perspective, the rule of law actually promotes the improvement and optimization of the
social system in modernizing our country’s national governance system and governance capabilities. The
rule of law-oriented governance method plays a role at all levels and links, including but not limited to
epidemic prevention and control. This role also helps to continuously optimize our social system and
provides a solid guarantee for the great rejuvenation of the Chinese nation.

To sum up, the role of the rule of law in the modernization of my country’s national governance system
and governance capabilities is all-round, multi-level, and far-reaching. We must cherish this role of the
rule of law, maximize the positive role of the rule of law in governance, and provide a strong guarantee
of lasting stability for our country’s modernization process.)

Table 30: Legal Essay Writing(6-1).
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Information: 20137F6 H20H , FHERE « RIRDI - AR « FERT S5 N AS MR 3%
R TV PR A Rl 5E LI MR S LA LAE, 10715 H A LIS - SRR R
BT ERRAFPRAZIE A G LS BARANEE « 20 RHERE - BOROR - R . M8 S
W ATLH6.577TC -

WEHRE N R AP 2 T LA N k-

— AR FERK R E ST LIUER, TAw S H A FE A LHEL -

(Five people, Ye Haiqun, Zhao Shubin, Ye Haiku, Ye Ying, and Ma Zhongshan, entered the construction
site of Jilin Dacheng Guangsheng Plastic Industry Co., Ltd. on June 20, 2013, to engage in electrical
construction wiring work, and left the construction site on October 15. Jilin Dacheng Guangsheng Plastic
Industry Co., Ltd. contracted the project to Li Jun, a natural person. The project owed five people, Ye
Haiqun, Zhao Shubin, Ye Haiku, Ye Ying and Ma Zhongshan, 65,000 yuan in wages.

Respondent Ye Haiqun submitted the following evidence to this court:
A copy of the water and electricity report handwritten by Ye Haiku proves that the five respondents are
all applying for artificial construction.)

Needs: X] #% 15 A B FEAJIETEIE £ FUEE WL - (Give the cross-examination opinions on the
evidence of the respondent Ye Haiqun.)

User: X T EFREMTEEFSOKERESEIA, FATZWFFHE? (How should we cross-
examine the copy of the water and electricity report handwritten by Ye Haiku provided by Ye Haiqun?)

%%mmmﬁ?ﬁ@ﬁ%ﬁ%ﬁﬁﬁﬁ%?%ﬁ%%ﬁﬁﬁ,ﬁ@&%ﬁuFM@ﬁﬁﬁ
1 AT AT KRR, REEERTIHLR . TIFE S AR RIER T RS

X—YLIE?

2. PriBtr K Bk S ENF R BT IERIESUAE, IEMHASTERLY

3. YIRS T2 A HAb AT A BOUE A AT DUIESE M fE A A0 Ho At a5 A SE AR 30 Tt TAE?
4 ARG PEICHRE B R TAEN BRI SER [5]? JX2 H 15 204 R 2 006 IR — 2 ?
5. RTHAFA)TFERIKERE, AERRBEEDEARINE D —E?

6. IE R T IFAMIA T BN AN TIERRM TENAE? ©5R4E AR —5g?

i EARBUE R, AT A 5K AR & B ST BRI e, € HAE LSRR AR
Mo R, AFHEFREMAEIEER -2, T T BFRESsr—2it.
(Regarding the cross-examination of the copy of Ye Haiku’s handwritten hydropower report provided by
Ye Haiqun, I suggest raising the following questions for questioning:

1. Regarding Ye Haiku’s handwritten water and electricity report, are there any formal documents in the
form of work records, work logs or contracts to support this statement?

2. Has the copy of the water and electricity report provided been certified or officially notarized to prove
that it is true and valid?

3. Were there any other identifiable witnesses at the construction site at that time who could confirm that
Ye Haiku and other respondents were actually working on the construction site?

4. Does the report mention the specific work content and completion date? Do these dates coincide with
the contract periods mentioned in the case?

5. Regarding Ye Haiku’s handwritten water and electricity report, can you provide a handwriting sample
to confirm that the handwriting is the same?

6. Does the report describe in detail each person’s job responsibilities and work content? Is it consistent
with the description of the facts of the case?

Through the above cross-examination questions, the authenticity of the handwritten water and electricity
report can be questioned and checked to determine its validity as evidence. At the same time, it is also
necessary to ensure the consistency of other relevant evidence, such as the consistency of the construction
period, type of work, and content of the complaint.)

Table 31: Example dialogue for Cross-examination Strategy Generation(6-2).
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Information: £E ANKHEZ 2 VAR LIFZR R 2 LA A E EHEENIERZEICE R &
N CNBRE R AN E e, WIKRE & FFEERENMKF . “HikE
T, EXREIMEENANEESIFHEER, BEIASCFREL - R - HREIRIEA R,
R —A L - REPEEME - SRR, AEREFEH . FHED . BZEH. 88%5
ST R BLARSS - X7 R AHE S KR -

(Yue Zhongming, director of the Economic Law Office of the Legal Affairs Committee of the Standing
Committee of the National People’s Congress, said in response to a reporter’s question: "To ensure the
effective supply and quality safety of livestock and poultry products, we must vigorously improve the
production capacity and level of livestock and poultry breeding." This revision of the law clarifies that the
country has established and improved The modern livestock and poultry breeding system encourages and
supports the development of large-scale, standardized and intelligent breeding, promotes the integration
of planting and breeding, agricultural and animal husbandry cycles, and green development, and provides
services in breeding livestock and poultry management, breeding production, slaughter management,
livestock and poultry trading, etc. The aspect emphasized the need to comply with relevant standards.)

Needs: 25 BT (BOLTE) AIEZINZ - (Give the main contents of the newly revised Animal
Husbandry Law.)

User: FrETH) (%) B T FEEFZAZY? (What are the main contents clearly stated in the
newly revised Animal Husbandry Law?)

Al assistant: FEITH) Polix) EFZERHLUTNE:

l‘h iR LS I BE R IREER X T BRI « IR - SR fe b E
Pho

2. SENANSCRAAEL « PRIEELL - RREMIFTEA R « X EME E SRR IR AN L T8 0, (2t
O ML G DA BCIRAS 2L « AT« BB - BT AR -

3. HEREMIFALE AIARBOLAEES, (ALK EA R « XU T EAIEAE R, @ (Rt e —A L
ANRAIEER , B PR ORI FH B IR CRIFEASS -

4. BRI R SEH . FRHAT . BEEH . B8 H%E T HETHRIE . XRHER
g%%}_‘: A AR T B T 2 EN - B AN EEMGEE, BNRRERTRRER

(The newly revised Animal Husbandry Law mainly proposes the following contents:

1. Make it clear that the country will establish and improve a modern livestock and poultry breeding
system. This represents the country’s emphasis on modernization, scale, standardization and intelligent
breeding.

2. Encourage and support the development of large-scale, standardized and intelligent breeding. This
means that the state will adopt policies and other measures to promote the transformation of animal
husbandry from the traditional small-scale and scattered state. Develop towards large-scale, centralized
and efficient development.

3. Promote the integration of planting and breeding and the cycle of agriculture and animal husbandry, and
promote green development. This illustrates the emphasis on environmental protection and maximizing
the utilization of resources and protecting the environment by promoting the integration of planting and
breeding and the cycle of agriculture and animal husbandry.

4. Emphasize compliance with relevant standards in aspects such as breeding livestock and poultry
management, breeding production, slaughter management, livestock and poultry trading, etc. This shows
that the country attaches great importance to the effective supply and quality safety of livestock and
poultry products. Strive to ensure the quality and safety of livestock and poultry products through
standardized management and formulation of standards.)

Table 32: Example dialogue for Litigation Strategy Generation(6-3).
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Information: ZZE PR 20188 H I3H 10Mf7F, i H AATER B FHEFER FEd 54 /U
i, B2IZEAbl 201411 A3H MAE) MERE . HTME, MafMbietE—HET - i
WIERAINEZ T REEIR TE . L H130F, AERETRXETL FHEfE - FH0=ZTBIK
M A ACBERCH FF A7 T ER o B NATETFRERT ST ER SR FIL, HERERILR - HED
X PEEERS Ik WA - JRIRICSAESHER « RIS AR SOREER ~ EAC T
- RERES Kt ANATE A LR AR SEIESS 7850 UESE -

(After trial, it was found that: At about 10 o’clock on August 13, 2018, defendant A passed by a
kindergarten on a certain road in a certain town in a certain county and saw the victim B 1 (born on
November 3, 2014) playing alone. Out of evil thoughts, he secretly took Yi 1 away. His mother called
the police after discovering that the child was missing. At about 13:00 that day, A was captured near
a factory in a certain district of a certain city. The young child B1 was rescued and taken back by
his parents. Defendant A had no objection to the above facts during the court session, and had a case
registration form, attendance at the case, household registration information, on-site surveillance, birth
certificate, criminal record verification certificate, criminal judgment and release certificate, witnesses C
and Ding , Wu’s testimony and defendant A’s confession in the public security organ and other evidence
are sufficient to confirm.)

Needs: 25 HAREE R . (Give the judgement result.)

User: 598 A ERZBELTH RS —HENREERERS - (Please help me write a judgment result part
based on the above case facts.)

Al assistant: ABEIA, #5 NALEAREFBORRFE ANS B, HAT Mg LR - )
HNATEE ST LB G A ZHLREIEIR, FlJE RN B AB Ui il 5 (R s v 7535
b, REERIEMNE T HE AA - RIE (P NREMERNE) F—AH+—50E, JLASE
#, S RE L NEIENEE N . BB EART HIET It 2 e ERE, Ak
T BEALRESLER, FISERHENXE. (XREBEERNTEREET . ) UE&
TUAAEST « SHENERINA), AL AARFRAZ HEHHRA, #Ed A ASE SRR A
EIRNG il

(This court held that defendant A used illegal means to deprive others of their personal freedom, and
his behavior constituted the crime of child abduction. Defendant A was directly captured by the public
security organs after stealing the child, and subsequently did not cause any other physical or mental
harm to victim B1. Therefore, defendant A should be given a lighter sentence in accordance with the
law. According to Article 141 of the Criminal Law of the People’s Republic of China, anyone who
commits this crime shall be sentenced to fixed-term imprisonment of not more than five years or criminal
detention. Taking into account the circumstances of defendant A’s behavior and the degree of harm
to society, the ruling is as follows: defendant A is guilty of child abduction and sentenced to X years
in prison. (The "X" is filled in according to the severity of the specific situation.) The above must be
complied with. If you have any objections, you can appeal to this court through yourself or the appointed
defender within ten days from the date of delivery of the judgment.)

Table 33: Example dialogue for Judgment Document Generation(6-4).
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Information: ZZIKIEMEEN], & A T2022F8 H23 H B3I #F, WS HE AFFREIEL
A, BEIL T PRSE L oo s s s s s BATE . FEPODAR et P S BT TTRI(7 T
ZENEE . BEE, XFENEENGEGERE MRS . S AN RERLFEERAR
PRHBEREE, HTHEEMNMR AREL . JLRTEOHHIR . #iE LARFLANERIN T
WoE NBR S itk AR SRR, 2. EAA: ZFNTEPRE; 3 EANES: iE
A IES; 4 EEBM: LRI EKAEELETOLEEIES « U AZEELE
FRODSEUES; 5 UERASCME: EERES . BEESR . BEER . 1126 - SINERS, 6.
Yk JRAREUS IR - RS RRIAR A, 7 MITETRL BRHGERG, 8. HAIE
BIRPRL: 1N0TRNHE - RAEFICR - ROFFAL - PEREN . TR . S ELRICFEE
%o ERIEEICERERF YA, NAEMES, RLONEREERL . srd AR pristril
FRHELANETESCE R, EEATREZ AT -

(After investigation in accordance with the law, it was found that the defendant Lu Moumou went to Unit
** Building ** Home **, ** Town, Huairou District, Beijing at about 13:00 on August 23, 2022, because
of an incident with the victim Yan Moumou. During the quarrel, the defendant Lu stabbed the victim
Yan with scissors. After identification, the degree of physical injury suffered by the victim Yan Moumou
was minor injury. The defendant Lu Moumou took the initiative to surrender to the public security organ
after the incident, and later truthfully confessed the above facts. The tools of the crime have been seized.
The evidence for determining the above facts is as follows: 1. Defendant’s confession and defense:
defendant Lu’s confession and defense; 2. Victim’s statement: victim Yan’s statement; 3. Witness
testimony: witnesses Gao and Shi Testimony; 4. Appraisal opinion: Appraisal certificate from Beijing
Huairou District Public Security Forensic Appraisal Center, Beijing Public Security Forensic Appraisal
Center appraisal certificate; 5. Documentary evidence: seizure decision, seizure transcript, seizure list,
outpatient medical records, diagnosis certificate, etc.; 6. Physical evidence: pictures of the place where
the crime occurred, pictures of items involved, and photos of crime tools; 7. Audio-visual materials:
police law enforcement videos; 8. Other supporting materials: 110 police receipt, case registration form,
case arrival history, household registration certificate, work records, Materials on previous criminal
records, etc. The above-mentioned evidence collection procedures are legal and the content is objective
and true, which is sufficient to determine the facts of the accusation. The defendant Lu Moumou had
no objection to the alleged criminal facts and evidence, and voluntarily pleaded guilty and accepted
punishment.)

Needs: BEEEIF T IZEIBERS - (Writing the conclusion part of the indictment.)

User: 15 A H#EIFBRIZE RS - (Please write the conclusion of the indictment.)

Al assistant: ABEIN, BOE AFEHEEIT WM EE GERE - ik AFEESZEAGREL
EAfE, EEERERODTER, HERZE NERERG, Biss NERZG . X HIRID
THABAGER], WHEEE . BIAIFRRE - 5E NFEAGBEIOAE I —RED, XF
FE R G N B BT B SE E N E S T KRR -

LTS NMEREETNEE, HWSERFTILRT, RUEAETZ0 - 46 LAIERE,
HSL . AR T RFEL . Wit FERIRRE S % 8 WAL E T -

i, RIE (P ANRILFERE) -7 =T HRMIE, B g AR
g8 - EIFIRN B EE B EMIEMARIET, WEENREER -« BELT - ZIREFRL, EHX
fK3ZEFR < (In the opinion of the court, the defendant Lu Moumou’s behavior constituted the crime of
intentional injury. After a quarrel with the victim Yan, the defendant Lu chose to use violent means and
stabbed the victim Yan with scissors, causing the victim Yan to be injured. This has seriously violated the
personal rights of others and is harmful to society. Threat to public order. The injury of the victim Yan
was assessed as a minor injury of the first degree, which clearly shows that the behavior of the defendant
Lu actually caused actual harm to the victim Yan.

In view of the fact that the defendant Lu Moumou voluntarily surrendered after the incident and truthfully
confessed the crime he committed, it shows that he has remorse. Combined with the above evidence, it
truly and comprehensively reflects the facts of the case. Therefore, appropriate consideration should be
given to lenient or reduced punishment when sentencing.

Therefore, in accordance with the provisions of Article 234 of the Criminal Law of the People’s Republic
of China, it is recommended that the defendant Lu Moumou be convicted of the crime of intentional
injury. When sentencing, the circumstances of his voluntary surrender and truthful confession should
be taken into consideration, and he should be given a lighter sentence or a lighter sentence. Reduce
penalties. We hereby sue and request to be sentenced according to law.)

Table 34: Example dialogue for Procuratorial Document Generation(6-5).
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Information: 5 T, TREITHEIX, Mr{E20077 - X 20205 KA E 5320, FEE RN
RB123456, ME30FETC - FEIEFHERIT - M5 2£43201234567891 - (The house is in Longge
District, Shenzhen, worth 2 million. The car is a BMW 320 purchased in 2020 with license plate number
Guangdong B123456, worth 300,000. The deposit is in the Bank of China. The account number is
43201234567891.)

Needs: 5 — 1773508 - (Write a will.)

User: (70F, AT . BHEERFREER - RHA—EF~. 8% ETHRITERB—ER
7=, M {E200737C; 20204FM KB E 5320, ST /RB123456, M{EH30757T; A ERERAT
Mk 3K H143201234567891 - IRAEFS AL FE— 17 A& A IEIEIG ?

(Hello, Al assistant. I need your help writing a will. I own some properties, including: a property
located in Longge District, Shenzhen, worth 2 million yuan; a BMW 320 car purchased in 2020, with the
license plate number Guangdong B123456, worth 300,000 yuan; and a bank account in China Deposit of
43201234567891. Can you help me draft a suitable will?)
Aﬁgmmﬁi[%%éﬁLE%QE%W%KF,%ﬁEE%EEEEITﬁﬁﬁﬁo
1.1

XRFEFERAL TRV, BARRENT:

L BA THEFATHERIIM X, M {E220077C -

2. IXHR20204E I 3K 15 Hh320 2 5 09 ) 7RB123456, M {EZI3077 7T «

3. ﬁ\%ﬁ?ﬂ?qﬂ%Eﬁ)ﬂKF'43201234567891 .

2. 5rEE

HEREABILE, LRI A =R LR 5 =0 2

(EATTH, EFRES| &R 1052 1 A S ARG A (8]

3. HIEHUTA

RANMEAE DRIEHIT A 2248 Fttk] AR NGREHATA -

4 RO

ARNEZIE T FHI AT ARAE , TOIRTAE AT EL A (R AT REAMEL (9 11 Sk 25 1o A AT
RIF BT I8 OB - \

2&%@%&]\%@2 HESLENAER . B, WREAETHEN Y, ARERH AL
(SEEZS)

I, [your full name], make this will of my own free will and in a perfectly sensible state of mind.

1. Property

This will covers the property in my name and is detailed as follows:

1. A property under my name located in Longgang District, Shenzhen City is worth about 2 million yuan.
2. The BMW 320 car purchased in 2020 has the license plate number Guangdong B123456 and is worth
approximately 300,000 yuan. 3. Deposits deposited in Bank of China account 43201234567891.

2. Distribution

I have decided that all of my personal property mentioned above will be disposed of in the following
manner after my death:

[In this section you will need to list the beneficiaries of each estate and the share they received]

3. Executor

I hereby appoint [executor’s full name and address] as executor of my will.

4. Legal effect

If any part of this Will is declared invalid by law, the remaining parts shall remain in full force and effect.
This will expresses my final and unconditional decision, regardless of any different or contradictory
statements, whether oral or written, that I may make at any other time.

This will is effective immediately upon my personal signature and date. I understand that this will will
not be effective if I do not sign and date it. [your full name]

Table 35: Example dialogue for Lawyer Document Generation(6-6).
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Information: 2019%F1 7 £2020 8, BHE AEXFESFRREILEREE . FHEFES N 7EEH
EXXEXXHA DI f5est b, R TRB 5255750k . WAk, B FH LM . FR
BECEARSE YIS, SR EIEEN . PR YPCER . BUE, IR IZE
B EREMEE R T — @R AR, B XA e B D R A S AL T —
REREFIBRIR o B AR E 2 DU B 88 51 h =00 - BRSO TR — Ml £ 3C
¥ . (From January 2019 to August 2020, the defendant Wang **, together with his accomplices Yue
Moumou, Li Moumou, and others, used methods such as blasting holes and shoveling in the wasteland
south of XX Village, XX Town, Jingyang County. Nine ancient tombs were robbed, and cultural relics
such as a gilt bronze dragon head belt hook, a Tang Dynasty bird-patterned rhombus mirror, etc. were
stolen and sold to Yang Moumou and others. Two cultural relics involved in the case were recovered.
It has been identified that the excavation has caused a certain degree of damage to the historical and
scientific value of the ancient tomb, and has also caused a certain degree of damage to the integrity of the
tomb area and its historical and scientific value. The stolen belt hooks from the Warring States Period to
the Han Dynasty are classified as third-level cultural relics. The Tang Dynasty bird-patterned rhombus
mirror is a general cultural relic.)

Needs: (T7€ 5 ZHFMHFZHITEREZF . )Determine the legal provisions relevant to the case.

User: 235 M FFEIEESSCEWFEE?  (What are the main legal provisions involved in this case?)
internlm-chat-7b: (H & A\ RILFIE W PRIE) ("Cultural Relics Protection Law of the People’s
Republic of China")

User: 150 (PN RILFIESYIRTE) FIBLEHlE 5 R ZH K2 (Could you please provide us
with details: Which provisions of the "Cultural Relics Protection Law of the People’s Republic of China"
are relevant to this case?)

internlm-chat-7b: (5 NRIEFIE CYIRITIE) S5ARZE KT EME R
%Ei+ﬁ%%¢%%~%&%%ﬁﬁi%,%Eﬁﬁﬁ%ﬁ%~ﬁﬁ\%ﬁxﬁﬁﬁﬁﬁm
2. 5B = AR BRIE R ORI SO R B B LRI P R ST SR 52~ RIS BREAE A -
3.R=THhKRFERERS . RS . Y.

4. F+— SR AR SRS AL N T RSN L)~ SU 2 2 0TS -
%%ﬁ+:%%i§ﬁ%%?$ﬁmﬁﬁ%ﬁ\%%\%Eﬁﬁwﬂ%%mi%\i%ﬁ%%
TEE

The main provisions related to this case in the Cultural Relics Protection Law of the People’s Republic
of China are:

1. Article 26: It is prohibited to forge or alter protected cultural relics and to intentionally damage, deface,
move or dismantle protected cultural relics without authorization.

2. Article 30: It is prohibited to buy, sell, mortgage or transfer cultural relics and relics unearthed within
cultural relics protection units and their protection scope for other purposes.

3. Article 35: Private display or exhibition of cultural relics and relics is prohibited.

4. Article 41: It is prohibited to carry out activities that affect the safety of cultural relics and relics in
cultural relics protection units.

5. Article 52: Mining, excavation, quarrying and other activities that may affect the safety of cultural
relics and relics are prohibited within cultural relics protection units.

Table 36: Example dialogue that gives short responses. LLM did not give specific legal terms at the beginning until
the user gave clearer instructions.
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Information: AJFPLRTEIE: 20155 K 2201655 A0H, B E AXE D = IRNE - ARHE
VKE2.550 (faFRvk™) . FF 201645 AWCIEBT900TT - 3A12H , 5 AXISEAE M A [ B
HE KRN HIR, NHE FEIRIKEF0.77205% « BFAFID - B0 LARTEE RIS, 5L
FENEREIR A TAHRIESE, TLUESE . EI6, AFHILRINH, #ed AT RAER T (P
ANRFRETNE) xxxx~ xxBIFUE, B2 IR FRE ST H E T AE - HRARBEHIELL ] -
The public prosecution alleges: From the end of 2015 to May 9, 2016, the defendant Liu sold 2.5
grams of methamphetamine (commonly known as "ice") to Huang and Zhou on three occasions, and
collected drug money of 900 yuan in May 2016. On March 12, the defendant Liu was caught when
he was preparing to sell methamphetamine to Huang A, and 0.7720 grams of methamphetamine and
an electronic scale were seized from him. In response to the facts of the above accusations, the public
prosecution agency presented relevant evidence to the court to substantiate them. Based on this, the
public prosecutor’s office believed that defendant Liu’s behavior had violated the provisions of xxxx and
xx in the Criminal Law of the People’s Republic of China, and he should be held criminally responsible
for the crime of drug trafficking. Request this court to punish according to law.

Needs: & % 5 T & KEE{Z £ % - (Determine the amount of compensation required by the
defendant.)

User: TRIEAFILRAITERE, #E AXIFE RN Al Gt 2 11 2 PIEE? (According to the
charges brought by the public prosecution, how much compensation may the defendant Liu have to pay
for drug trafficking?)

Al assistant: ;X [ ZRIE B AR AL EALE M IFEIORAINT . — ok, BRI (PN
RICHIERNE) BIME, WREETE B R 24 A HEAE B PR S S AR AN 2 3055 - IR 2R IR R
MR REERE, AFENEHESMONE  SENEIREE . XREARRIERER . K
I, BARRME SRR Z RS B LT P -

This issue needs to be judged based on specific legal provisions and case facts. Generally speaking,
according to the provisions of the "Criminal Law of the People’s Republic of China", drug trafficking
activities should bear corresponding criminal liability and compensation obligations. The amount of
compensation needs to be determined based on the specific circumstances of the case, including the
quantity of drugs sold by the defendant, the extent of illegal gains, the impact on the victim and other
factors. Therefore, the specific amount of compensation needs to be predicted based on the specific
circumstances.

User: FHEIRAOMRRE, (BAEARRS, H5 AXIFIHEIKE3.2725%, WINEF900TT - HE
B AR GIE R, FREERFIN — T XS T AEFR 23 A A 2 s

I understand your explanation, but in this case, the defendant Liu sold a total of 3.272 grams of
methamphetamine and received 900 yuan in drug money. Taking into account these specific case factors,
can you help me predict the amount of compensation Liu may need to pay?

Al assistant: RIGIRIZHEARAEEO, Poi AIEHEKE3 2720, WEEFK0TT, #HEL
R SR A] RER = - BARMHERERBER B EBORANT, WRFR G TZEA
MRk, A AR =5 .

According to the case situation you provided, the defendant Liu sold 3.272 grams of methamphetamine
and received 900 yuan in drug money, so the amount of compensation he may need to pay may be
relatively high. The specific value needs to be judged based on the specific circumstances of the case,
such as whether Liu has compensated the victim for his losses, and whether there are other ways of
compensation.

User: 7EXMEILT, BORMEATIEA MBI G . BBk, EXRFALHR
e, I E SRR KB EZEZ D

In this case, I understand that we cannot arrive at an exact amount of compensation. But generally
speaking, what is the approximate range of the amount of compensation required to be paid in such drug
dealing cases?

Al assistant: fEXXFEOL T, F2 SR CE GBI REM LT IR LD TGS - BEGHEFRE
RIER AR B ARBIORANT, WXIFER TR T FEARMEL, 56 AR 5% .
In this case, the amount of compensation required to be paid may range from a few thousand yuan to
tens of thousands of yuan. The specific value needs to be judged based on the specific circumstances of
the case, such as whether Liu has compensated the victim for his losses, and whether there are other
ways of compensation.

Table 37: Example dialogue that doesn’t give helpful answers. Despite adequate prompts from the user, DISC-
LawLLM still refused to calculate the defendant’s compensation amount.
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