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Abstract

Legal professionals need to write analyses that
rely on citations to relevant precedents, i.e., pre-
vious case decisions. Intelligence systems as-
sisting legal professionals in writing such docu-
ments provide great benefits but are challenging
to design. Such systems need to help locate,
summarize, and reason over salient precedents
in order to be useful. To enable systems for
such tasks, we work with legal professionals to
create a colossal dataset' supporting two impor-
tant backbone tasks: information retrieval (IR)
and retrieval-augmented generation (RAG).

This dataset CLERC (Case Law Evaluation and
Retrieval Corpus), is constructed for training
and evaluating models on their ability to (1)
find corresponding citations for a given piece
of legal analysis and to (2) compile the text
of these citations (as well as previous context)
into a cogent analysis that supports a reasoning
goal. We benchmark state-of-the-art models on
CLERC, showing that current approaches still
struggle: GPT-40 generates analyses with the
highest ROUGE F-scores but hallucinates the
most, while zero-shot IR models only achieve
48.3% recall@1000.

1 Introduction

Writing legal analyses is a central task of lawyers.
For example, in the U.S. legal system, litigation
attorneys draft motions and briefs, citing relevant
cases (case law) to support their analysis. From
a corpus of millions of cases, finding the rele-
vant files and weaving them into a persuasive
whole requires substantial time and effort. En-
hancing lawyers’ capacity to retrieve relevant cases
and generate legal analyses presents difficult chal-
lenges across various fields, including informa-
tion retrieval, natural language processing, and the
broader AI community.

!Code/data is publicly available at

https://github.com/bohanhou14/CLERC

To support the development of information re-
trieval and generative language models in writing
legal documents, we build a dataset of case law,
i.e., the precedents. Case law is written by judges
to explain the court’s reasoning for its resolution
of legal disputes based on concrete facts and laws.
It is foundational for legal analyses for Common
Law and some Civil Law jurisdictions (Ma et al.,
2021; Mabhari et al., 2023). Curating a quality case
law dataset is valuable for two main reasons. First,
given that case law is carefully written and serves
as a strong prediction of future case law, the data is
valuable for developing legal intelligence systems.
Second, given the desire for retrieval accuracy and
text generation quality, high-quality training data
is critical for producing effective models.

Thus, we build a dataset, CLERC (Case Law
Evaluation and Retrieval Corpus), as a step towards
enabling collaborative Al systems that assist legal
professionals, while also providing Al researchers
with a challenging real-world evaluation set. Com-
pared with existing precedent datasets (Henderson
et al., 2022; Santosh et al., 2024; Mahari et al.,
2023; Ma et al., 2021; Guha et al., 2023), we offer
the following novel contributions:

1. We build the largest (25.5 millions of in-
stances in total) Legal IR and RAG dataset
using U.S. case law data, and a pipeline for
converting raw data into our task formats, built
with advice and knowledge from legal experts.

2. Through working with legal professionals, we
provide a formulation of legal case retrieval
and analysis generation tasks that balance the
needs and perspectives of legal professionals
with computational feasibility.

3. We conduct a comprehensive evaluation of
case retrieval and retrieval-augmented legal
analysis generation on CLERC with state-of-
the-art methods, revealing that IR models
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Reich v. Petro Sales, Inc., 30 F.3d 654, 657 (1994)
relevant.

Ashton v. Kentucky, 384 U.S. 195 (1966)
not relevant. Similarity:
0.74
Martin v. Coventy Fire Dist., 981 F.2d 1358 (1992)
relevant.

CLERC/doc
CLERC/passage

Figure 1: An overview of how CLERC enables systems that empower legal professionals: retrieval models for
CLERC/doc and CLERC/passage that assist with finding relevant cases to support the analysis, and retrieval-
augmented generation systems with CLERC/generation that aid in legal analysis generation.

struggle to retrieve relevant documents and
LLMs frequently hallucinate.

2 Related Work

In this section, we provide an overview of long-
context retrieval and RAG, including existing ap-
plications in the legal domain.

2.1 Legal Case Retrieval and Generation

Case law retrieval is a longstanding problem aimed
at helping legal experts find cases to cite (Wil-
son, 1962). Techniques range from lexical search
(Blair and Maron, 1985) to more recent seman-
tic similarity-based approaches (Ebietomere and
Ekuobase, 2019; Askari et al., 2021). Overall, most
legal retrieval is done through WestLaw? or Lexis-
Nexis,? or services offered by Thomson Reuters,*
which charge large sums for access to a manually
annotated and custom-based ontology. Although
many new datasets exist for countries outside of
the United States (Ma et al., 2021; Li et al., 2024;
Santosh et al., 2024; Goebel et al., 2024), few ex-
isted in the United States before the large U.S.
case law resource, Caselaw Access Project (CAP),
was released to the public in 2023 (Mahari, 2021).
A summary of more related work of legal IR can
also be found in Locke and Zuccon (2022). Due
to the recent advances of Large Language Models
(LLMs) and RAG, legal generation is a new field

2https://legal.thomsonreuters.com/en/westlaw

3https://www.lexisnexis.com/

4https://legal.thomsonreuters.com/en/products/
court-express

with preliminary works, including analysis gener-
ation using small datasets or small-scale models
(Tuvey and Sen, 2023; Li and Zhang, 2021; Lin
and Cheng, 2024), generating stories to educate
about legal concepts (Jiang et al., 2024), generat-
ing legal summaries (Gesnouin et al., 2024; Shen
et al., 2022), and profiling hallucinations in legal
generation (Dahl et al., 2024; Magesh et al., 2024).
In comparison, we provide an extensive benchmark
on retrieving citations and generating long-form
legal analysis, which is a core task for lawyers that
requires substantial time and effort.

2.2 Long-Context Generation

LLMs are limited in context length due to concerns
of efficiency and performance (Li et al., 2023).
Benchmarks have been introduced to measure the
effectiveness of LLMs, including Shaham et al.
(2022); Tay et al. (2020); Dong et al. (2024). Vari-
ous methods were proposed to solve this problem,
such as efficient attention (Beltagy et al., 2020;
Choromanski et al., 2021; Qin et al., 2024a, inter
alia), recurrence (Dai et al., 2019; Bulatov et al.,
2022), context length generalization (Su et al.,
2024; Chen et al., 2023), and RAG (Lewis et al.,
2020), while some recent work challenges the ef-
fectiveness of those methods (Liu et al., 2024; Qin
et al., 2023). Recent proprietary LLMs are reported
to extend the context length up to 1 million tokens,
such as Gemini 1.5 (Reid et al., 2024), Claude
3 (Anthropic, 2024), and GPT-4 (Josh Achiam
etal., 2024). More specific to legal texts, generative
models on long contexts are commonly used for le-
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Query:

...Summary judgment should be granted where “the pleadings, depositions, answers to interrogatories
and admissions on file, together with the affidavits, if any, show there is no genuine issue as to any material fact
and that the moving party is entitled to judgment as a matter of law.” Fed.R.Civ.P. 56(c). The moving party has
the responsibility of informing the Court of portions of the record or affidavits that demonstrate the absence of a
triable issue. Celotex Corp. v. Catrett, 477 U.S. 317, 322, 106 S.Ct. 2548, 91 L.Ed.2d 265 (1986). The moving party

255, 106 S.Ct. 2505, 91 L.Ed.2d 202 (1986);...

may meet its burden of showing an absence of disputed material facts by demonstrating “7:.az there is an absence of
evidence to support the non-moving party’s case.” Id. at 325, 106 S.Ct. 2548. Any doubt as to the existence of a
genuine issue for trial is resolved against the moving party. Anderson v. Liberty Lobby, Inc., 477 U.S. 242,

Figure 2: A depiction of a query from CLERC. “Fed.R.Civ.P. 56(c)” cites a federal statute. Underlined violet is the
query’s central citation sentence. 7/.¢ brown italicized sentence is a direct quote from Celotex Corp. v. Catrett,
making this query a direct query. The red citations in teletype fonts are non-central citations. We define
single-removed as a data view which masks only the central citation and its salient sentence, while all-removed
masks all citations from the passage. All references to statutes are retained.

gal case outcome prediction (Qin et al., 2024b; Cao
et al., 2024), but long-context generation datasets
on legal cases are largely absent from the literature.

2.3 Long-Document Retrieval

Many state-of-the-art neural retrieval models, be-
cause of their reliance on BERT models (Devlin
et al., 2018), have a context limit of 512 tokens
(Khattab and Zaharia, 2020; Santhanam et al.,
2022; Ren et al., 2021; Karpukhin et al., 2020a).
Accompanied by the advances in long-context
LLMs (Brown et al., 2020; Touvron et al., 2023;
Josh Achiam et al., 2024; Warner et al., 2024), there
are also rising interests in long-context retrieval
models (Fu et al., 2023; Giinther et al., 2023; Weller
et al., 2024b; Wang et al., 2023). However, exist-
ing benchmarks lack insights on how both BERT-
based and long-context models perform on well-
defined legal retrieval tasks (Thakur et al., 2021;
Saad-Falcon et al., 2024; Shen et al., 2022).

3 Dataset Construction

3.1 Dataset Preprocessing

CLERC contains a collection of long case docu-
ments (CLERC/doc) and chunked documents for re-
trieval (CLERC/passage) as well as for generating
paragraphs of legal analysis (CLERC/generation).
We obtain the collection of raw case documents
from CAP (CAP, 2024), including all federal case
law in U.S. history up to September 21, 2021.
To prepare CLERC/doc, we concatenate all types
of opinions (e.g., majority, dissenting, concurring
opinions) in every case document and remove the
newline characters. To prepare CLERC/passage,
we split documents into chunks of 350 words, with
a sliding window of 175 words. We discuss the
CLERC/generation preparation process in Section
3.3 in more detail.

Our final dataset consists of 1.84M documents
with over 20.7M total citations, 23.7M passages for
retrieval, and 6k passages for generation. Details
and summary statistics are presented in Table 1.

3.2 Case Retrieval

Query Definition As lawyers write legal analy-
ses, they need to find case documents to support
their texts. To simulate this use case, we define a
query as a block of text, taken from a case docu-
ment, with its citation in the middle (a.k.a the cen-
tral citation) removed. The relevant passage of a
query is defined as the passage its central citation
cites to. We provide both left and right contexts, as
legal analysis involves context from both sides.

Direct and Indirect Queries A case document
may cite another case in the form of a direct quote.
(Review, 2020). We define two kinds of legal
queries based on whether the central citation con-
tains a direct quote (direct) or not (indirect).
Ideally, using only this direct quote to retrieve
should yield an almost perfect accuracy through an
exact string match. We build a heuristic program to
recognize such direct quotes (detailed in Appendix
C.1), and classify queries into direct and indirect
queries. We retrieve with only direct quotes in
Table 5 and Section C.2.

Data Views We define two data views of legal
queries depending on whether all (all-removed)
or only the central (single-removed) citation in-
formation is removed. Since each kind of query
has two data views, this leads to a total of four
categories of queries, illustrated in Figure 2.

Query Construction First, we identify case ci-
tations in documents. For every case citation, we
expand a window of 300 words centered on this
citation to construct a query, as legal analysis uses
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Citation Density of CLERC/doc

g Likely Section
Introduction

7 History and Facts
6.55 6.56 6.57

B Law and Reasoning 6.2

Number of Citations Per 100 Words in a Paragraph

2 4 6 8 10

Position of Paragraph (in Deciles of Doc Length)

Figure 3: Number of citations per 100 words in a para-
graph, arranged by the positions (in deciles) of para-
graphs in the document. Documents tend to cite more
often in later paragraphs. Case law typically has
different sections (e.g. Intro, Facts, Reasoning, etc).
Deciles with the same color code likely belong to the
same general sections of case law.

context from both sides. We experimented with
various query lengths and found that including 300
words yields the highest recall (summarized in Fig-
ure 4), which indicates that this length provides
enough critical information for retrieving relevant
cases without distracting the models to retrieve
other cases, as we discuss in Section 4.1.2. We
remove the central citation in this paragraph for
single-removed queries and all case citations in
this paragraph for all-removed queries.

Query Extraction To identify the case citation
in a query, we use eyecite (Cushman et al., 2021),
a Regex-based parser that recognizes U.S. case
citations. We develop a heuristic and rule-based
Python program to detect the sentence boundary
where the case citation is located. We create the
heuristic rules based on the Bluebook (Review,
2020) (detailed in C.1), which is the standard cita-
tion guide for U.S. legal professionals. We manu-
ally evaluate the extraction accuracy on 1000 sen-
tences and discovered that 87.8% of citation sen-
tences can be accurately identified and removed.

3.3 Legal Analysis Generation

We prepare CLERC/generation to test the ability
of LLMs to generate realistic legal analyses in a
similar manner to how human legal experts write
case law. In practice, lawyers write a paragraph of
legal analysis based on the previously written con-
text and relevant case law to the current analysis.
To simulate this, we first select a target analytical

paragraph from a case document. Then, we feed
in the preceding context of the case and the ex-
ternal citations from the target paragraph as input.
Lastly, we prompt the LLM to generate the target
paragraph. We evaluate generation quality by com-
paring how close the generated paragraph is to the
reference. This section will elaborate each step.

Analytical Paragraphs Identification We ob-
serve that case documents usually start with intro-
ducing the basic facts about the cases, and then
make multiple legal analyses while citing other rel-
evant cases (see Figure 5) (Lippmann, 2018). To
prepare the reference for evaluating analysis gen-
eration, we only use paragraphs (blocks of text
separated by newline characters) containing legal
analyses and discard the rest.

Our rule of thumb to determine if a paragraph
is a suitable reference is whether it has a large
number of case citations, as the analytical claims
are supported by case. In Figure 3, we plot the
trend of citation density in case law documents
(only the majority opinion), discovering that cases
cite more often, which is consistent with our prior
observation.

Reference Selection We sample analytical para-
graphs from case texts as reference for evaluating
analysis generation. As we observe that analysis
tends to occur in later paragraphs of a case doc-
ument, we randomly sample from the last 33.3%
of all paragraphs but exclude the last two para-
graphs (which are usually short conclusions) and
paragraphs with fewer than two case citations.

Input Preparation After we sample the refer-
ence paragraph, we take all texts preceding the
reference as a part of the input. We concatenate the
most salient passages of relevant cases cited by the
reference paragraph, whose chunks are selected via
RankI.laMa (Ma et al., 2023).

4 Experiments

In this section, we present experiment results of le-
gal citation retrieval (Section 4.1) and legal analysis
generation (Section 4.2) with the proposed CLERC.

4.1 Finding Legal Citations

Task Formulation Given a query paragraph ¢
with a central citation sentence s with left and right
contexts [ and r (¢ = [ o s o r, where o indicates
string concatenation), retrieve the relevant cited
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Dataset Statistic \ # instances (M) Avg len (words)

CLERC/doc 1.84 2279
CLERC/passage 23.7 350
CLERC/queries 0.105 300
CLERC 25.5 N/A
LePaRD 0.375 200 char
ECtHR-PCR 0.015 5530
LeCaRDv2 0.055 4766
CLERC/generation | 0.006 3371

Table 1: Dataset statistics. CLERC has the largest doc-
ument and passage combined collection compared to
other legal retrieval datasets (Li et al., 2024; Mahari
et al., 2023; T.Y.S.S et al., 2024). Additionally, CLERC
contributes a novel subset for legal analysis generation.

Type R@5 R@l0 R@100 R@IK nDCG@10
ISR 7.9 11.8 27.6 48.3 54
IAR 7.5 11.1 25.1 43.9 5.2
DSR 7.0 11.0 26.7 48.5 5.0
DAR 6.8 9.88 249 46.3 4.6

Table 2: Retrieval results of BM25 with different types
of CLERC queries. I stands for indirect, D for direct,
SR for single-removed, and AR for all-removed.
E.g. ISR refers to indirect single-removed. All
numbers are in percentage. R@X represents Recall@X.
ISR queries are the easiest queries to retrieve and
are used for our main retrieval experiments.

passages or documents R = {d,,...,dp} from a
collection D = {dy,...dn}.

4.1.1 Experimental Setup

Metrics and Data We benchmark the perfor-
mance of popular retrieval methods and models
in Table 3 and evaluate with Recall@10, 100,
1000, and nDCG@10. We evaluate with 2851
indirect single-removed queries and provide
ablation studies on the effect of query types and
lengths in Table 2 and Figure 4.

Late Interaction Models We run ColBERTvV2
(Santhanam et al., 2022) and long-context Jina-
ColBERT (Giinther et al., 2023) experiments with
the PLAID-X implementation (Yang et al., 2024).
Due to the large size of the collection and GPU
memory required by ColBERT indexing, we split
CLERC/doc and CLERC/passage into four shards
for processing. For ColBERTV2, which has a con-
text limit of 512 tokens,” we conduct passage-level
retrieval and aggregate the scores by taking the
highest-ranking passage of a document to represent

SColBERT generally assumes a max query token limit of
32, which we remove to incorporate our longer queries.

Recall of Queries with Different Lengths

50 _
—e— R@1000

R@100

R@10
40

30

Recall

20

200 400 600 800 1000

Query Length (# words)

Figure 4: Retrieval results of BM25 with CLERC queries
of length 100 to 1000 words. R@X represents Re-
call@X. Queries with 300 words maximize recall and
are used for our main experiments.

the overall document score (MaxP) (Zhang et al.,
2021). For long-context ColBERT, we perform
and evaluate document-level retrieval and truncate
documents over the context lengths (2048, 4096).

Bi-Encoders We also benchmark the perfor-
mance of state-of-the-art Bi-Encoders, including
BGE-large-en-v1.5 (Xiao et al., 2023), ES-large-v2
(Wang et al., 2022), Contriever-MSMarco (Izacard
et al., 2021). For DPR models, we adopt the Teva-
tron pipeline (Gao et al., 2022) and evaluate the
base DPR model (Karpukhin et al., 2020b) trained
on QA datasets. We also fine-tune BERT-base-
uncased® (Devlin et al., 2018) and LegalBERT7
(Holzenberger et al., 2020) on 327K triples from
CLERC/passage for 10 epochs with a temperature
of 0.01 and a learning rate of 10~%, with a con-
trastive learning-to-rank objective.

Compute Please see Appendix A for the com-
pute setup and hours of the experiments.

4.1.2 Ablation Studies

Query Types We run retrieval experiments with
BM?2S5 on all four types of CLERC queries. Table 2
shows that single-removed are the easiest queries
to retrieve, whereas all-removed queries remove
non-central case citations and lose additional con-
textual information contained by them.

Query Length We also evaluate the effect of
query length on BM25 across the range of 100
to 1000 words. Figure 4 shows that longer query

®https://huggingface.co/jhu-clsp/BERT-DPR-CLERC-ft

"https://huggingface.co/jhu-clsp/Legal BERT-DPR-
CLERC-ft
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Metrics

Type Params Length Model
R@101t R@1001T R@I1KT nDCG@107T
Sparse N/A N/A BM25 11.7 27.8 48.3 5.40
110M 512 ColBERTv2 22 7.1 17.6 1.05
Late Interaction 110M 2048 Jina-ColBERT-vl-en 2.1 5.8 14.2 1.15
110M 4096 Jina-ColBERT-vl-en 2.2 6.9 16.1 1.19
110M 512 DPR 4.9 13.1 26.2 2.24
Bi-Encoders 110M 512 BGEEnvl.5 7.7 23.2 42.4 3.43
! 110M 512 E5 v2 8.4 243 423 3.67
110M 512 Contriever-MSMarco 9.3 24.8 41.4 4.22
Fine-Tuned 110M 512 ft-DPR 18.6 40.9 63.1 11.59
110M 512 ft-LegalBERT DPR 23.2 46.9 68.5 14.67

Table 3: Retrieval results on CLERC/doc and CLERC/passage, evaluated with Recall@10, @100, @ 1000 and
nDCG@10. Overall, zero-shot models are particularly bad due to distribution shifts between standard retrieval
training data and the legal domain (Section 5.1). Models fine-tuned on legal data show effectively improved results.

Model R1 x100 1 R2x100 T RLx100 1 BF 1 CR x100 1 CPx100 71 CFPx100 |
Mistral-7B-v0.3  23.78/18.48 8.00/4.63 21.89/16.78 -3.35/-3.57 42.67/0.32 32.65/0.70 5.271725.28
gemma-1.1-7b-it  18.33/16.82 5.28/3.99 16.70/14.81 -3.71/-3.62 37.22/0.00 36.59/0.00 4.34/84.62
GPT-40 26.82/19.87 10.04/5.56 24.89/1793 -3.33/-3.64 89.87/3.28 52.84/7.66 6.41/71.49
Llama-3 25.16/18.68 8.91/4.68 23.42/16.86 -3.16/-3.48 62.64/0.07 33.41/0.84 4.60/ 7.17
Avg Score 18.55 4.73 16.71 -3.52 0.84 2.13 40.64

+ ref 23.50 7.96 21.70 -3.38 54.88 36.39 5.13
Avg Gain (%) +26.63 + 68.08 +29.87 +3.98 +6471.43 +1603.76 - 87.37

Table 4: Analysis generation results on CLERC/generation, evaluated with F-scores of ROUGE and BARTScore
(BF), CR, CP, and CFP. All models are instruct versions, and LLlama-3 is shortened from Meta-Llama-3-8B-Instruct.
Left / right column results correspond to prompting with / without the texts of cited cases. GPT-40 generates
analyses with the highest ROUGE F-scores but hallucinates the most. Prompting with cited cases shows
effective improvement across all metrics, especially boosting CR and CP and lowering CFP, making more factual

citations in generations.

length improves recall and maximizes it at 300
words. Queries with more than 300 words are
harder to retrieve, since as length increases, there
are also more distracting contextual information
about non-central citations that cause the retriever
to find irrelevant passages (see Section 5.1 for ex-
amples and qualitative analysis). Another limita-
tion of increased query length is that it will raise the
computational cost and storage, which is especially
challenging to token-level late-interaction models
like ColBERT (Khattab and Zaharia, 2020).

4.1.3 Main Results and Analysis

We show main results of the retrieval task in Ta-
ble 3. Overall, we see that no zero-shot model
scores higher than 50% R@1K, indicating poor
performance at retrieving case citations. Due to
the large size of the corpus, we find that late inter-
action models like ColBERTV2 (Santhanam et al.,
2022) perform the worst, followed by Bi-Encoder
models which score around 42% R@1K. BM25
performs the best at 48.3% R@ 1K among all zero-

shot models. We show later in Section 5.1 that this
poor performance is due to domain shift to legal
text and the struggles of models with long queries.

Domain shift can be alleviated through train-
ing: fine-tuning BERT-base with the DPR architec-
ture on CLERC’s training set, we find a 36+ percent
gain in R@1K, indicating that training on longer
queries and legal text effectively improves perfor-
mance in legal case retrieval, and it achieves the
second highest performance after fine-tuned Legal-
BERT DPR, which is based on a model pretrained
with legal texts (Holzenberger et al., 2020) and
experiences less domain shift.

We also experiment with multiple Cross-
Encoders and attach the results and analysis in C.3.

4.2 Generating Legal Analyses from Citations

Task Formulation Suppose a case document
consisting of paragraphs {p1,p2,...,pn}, given
Ry = {ri,ro,..r7}, a set of relevant passages
or documents, and a prefix of case document
(p1,p2,--.,pt—1), a model is asked to continue
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FINDINGS OF FACT AND CONCLUSIONS OF LAW

PAEZ, District Judge.

L. INTRODUCTION

The Board of Trustees of the Aircondi-tioning and Refrigeration Industry Health and Welfare Trust Fund (“Health Fund”),
the Board of Trustees of the Aircondition-ing and Refrigeration Industry Retirement Trust Fund (“Retirement Fund”), and
the Board of Trustees of the Airconditioning and Refrigeration Industry Defined Contribution Retirement Plan (“401(k)
Plan”) (collectively, the “Trust Funds”) brought this action against J.R.D. Mechanical Services, Inc. ...(Omitted for brevity)...

I1. FINDINGS OF FACT
1. Defendant J.R.D. is a California corporation and at all material times was an employer within the meaning of section 3(5)
of ERISA, 29 U.S.C. § 1002(5) ...(Omitted for brevity)...

III. CONCLUSIONS OF LAW
Based on the forgoing findings of fact, the Court makes the following conclusions of law: ...(Omitted for brevity)...

“‘Any’ control over disposition of plan money makes the person who has the control a fiduciary.” IT Corp. v. General Am.
Life Ins. Co., 107 F.3d 1415, 1421 (9th Cir.1997), cert. denied, 522 U.S. 1068, 118 5.Ct. 738, 139 L.Ed.2d 675 (1998).
Thus, “a person with authority to direct payment of a plan’s money [is] deemed a fiduciary.” Id. Divers’ status as a corporate
officer does not exempt him from liability. See Kayes v. Pacific Lumber Co., 51 F.3d 1449, 1459 (9th Cir.1995) (“This court
has held corporate officers to be liable as fiduciaries on the basis of their conduct and authority with respect to ERISA
plans.”). Rather, he is liable because, as established by the factual findings, he exercised authority and control over the

management and disposition of the Trust Funds’ assets.
...(Omitted for brevity)...

Figure 5: Example case document (99 F. Supp. 2d 1115). Blue texts are analytical texts and italicized texts are
case citations. This is a typical case document which starts with introductions and facts (I and II) about the
case and then dives into legal analyses and reasoning at later paragraphs (III). See casetext link for full text:
https://casetext.com/case/board-of-trustees-of-aircondition-v-jrd-mech.

to generate the next paragraph p;. The genera-
tion quality is measured by the similarity between
p¢ and pg. In practice, the gold paragraph p; is
randomly sampled from the last third of the para-
graphs, i.e. L%J <t < N —2,and R; is selected
as the citations used in p;.

4.2.1 Experimental Setup

Citation Metrics To measure the faithfulness
and degree of hallucination of legal analysis gen-
eration, we adopt Citation Recall (CR) and Cita-
tion Precision (CP) from Liu et al. (2023) and also
propose Citation False Positive rate (CFP). Sup-
pose a piece of generated text contains citations
{c1,...,cpr} and a set of citations that should be
cited, C.., we define the following metrics:

SM e € G

CR =
Gy
M1 € G
CP = 7
I M [ci eCrV (\/;;11 ¢ C pj)}

M

where 1 is the indicator function, and ¢ T b in-
dicates that a is a substring of b. CR measures
the fraction of relevant citations being generated,
and CP measures the fraction of generated cita-
tions being relevant. CFP measures the fraction of

the generated citations being hallucinated, which
means that they come from unlisted sources. See
an example calculation in Figure 7.

Metrics, Data, and Models We evaluate le-
gal analysis generation with ROUGE (Lin, 2004),
BARTScore (Yuan et al., 2021), CP, CR, and CFP.

We run greedy generations on the test set (1k in-
stances) of CLERC/generation with Meta-Llama-
3-8B-Instruct,®  Mistral-7B-Instruct-v0.3 (Jiang
et al., 2023), GPT-40 (Josh Achiam et al., 2024),
and Gemma-1.1-7b-it (Reid et al., 2024). We use
FastChat (Zheng et al., 2023) to host the open
source models and the OpenAl API to access GPT-
40.° All the experiments are done using greedy
decoding with a temperature of 1. Readers may
refer to Appendix B for the prompts used.

Ablation study To study the effect of retrieved
cases on generation, we perform an ablation
study by not providing any citation documents
to the model. The model is asked to generate
the text solely based on the previous text, i.e.

(p17p2) CIEaE apt—l)-
4.2.2 Results and Analysis

Table 4 shows results of analysis generation on
CLERC/generation. GPT-40 overall demonstrates

Shttps://github.com/meta-1lama/1lama3
*https://platform.openai.com/playground
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the highest performance in terms of F-scores of
ROUGE, CP, and CR, while Meta-Llama-3-8B-
Instruct scores highest in BARTScore and second-
highest across multiple metrics.

Under the full prompt, GPT-40 hallucinates
the most, as reflected by its CFP score (see Fig-
ure 7 for an extended example). Gemma-1.1-7b-
it achieves both the minimum CFP with the full
prompt and the worst CFP with the shortened
prompt, which shows that it is most sensitive to
prompting under our setting.

Prompting with the texts of cited cases effec-
tively boosts performance, helping models cite
more comprehensively, precisely, and with less hal-
lucination, which is crucial for legal writing.

However, even with the full prompt, generations
have low CP and CR and considerably high CFP,
which is concerning for legal applications. More-
over, CP, CR, and CFP overestimate analysis
quality. As we will discuss in Section 5.2, high
scores on the citation metrics do not imply that
outputs are factual and analytically sound.

5 Discussion

5.1 Limitations in Case Retrieval

We analyze why popular retrieval models struggle
on the CLERC retrieval task, as shown in Table 3.
As an example, consider this shortened query:

- -+ (Omitted for brevity) - - - St. Paul Reins. Co.,
Ltd. v. Commercial Fin. Corp., 198 ER.D. 508,
512 (N.D.Iowa 2000) (Boilerplate objections, in-
cluding that a particul ar document request was
oppressive, burdensome and harassing, were “[i]n
eve ry respect ... textbook examples of what
federal courts have routinely deeme d to be im-
proper objections.”) - - - (Omitted for brevity) - - -

Elk Run’s Second Set of Interrogatories The court
notes that Plaintiffs answers to Elk Run’s second
set of interrogatories are utterly deficient because
they are not answered under oath, signed by the
person making the answers as required by Rule
33(b)(1) of the Federal Rules of Civil Procedure
and REDACTED In addition to the deficiency
outlined above, the court finds that the answers
to interrogatory numbers 1 and 2 are inadequate,
unresponsive, and inconsistent with the require-
ments of Rule 33. - - - (Omitted for brevity) - - -

where REDACTED is a placeholder for the re-
moved central citation sentence, and we highlight
underlined red words as “distractor” words.

After examining the full texts of top-ranked re-
sults when searching with BM25, we discover that
models can be easily be “distracted” and re-
trieve non-central citations, usually due to the
many overlaps of distractor words. In the highest

ranked case, 228 F.R.D. 536, the word “Elk Run”
appears 45 times, which is the name of a sued com-
pany in the referenced case. In the second-highest
case, 309 F.R.D. 476, the word “Boilerplate” ap-
pears 67 times, whereas “Boilerplate objection” is a
common type of objection raised in court (Baicker-
McKee and Janssen, 2022). These distractor words
are often common words and legal jargon, which
can have many occurrences in irrelevant documents
and make it harder for popular models to retrieve.
Hence, this domain shift (and our results in Table 3)
show how important fine-tuning on legal data is for
legal retrieval models.

5.2 Limitations in Analysis Generation and
Metrics

As discussed in Section 4.2.2, the current mod-
els struggle on the citation metrics. However, we
show an example to illustrate that scoring high
on current citation metrics does not imply good
generation quality. We sample and show a frag-
ment of gold paragraph from 99 F. Supp. 2d 1115
(C.D. Cal. 1999) in Figure 5:
Divers’ status as a corporate officer does not ex-

empt him from liability. See Kayes v. Pacific
Lumber Co., 51 F.3d 1449, 1459 (9th Cir.1995)

where the red italicized texts describe the analytical
claim, supported by the case citation in blue. On
the other hand, Llama-3-8B outputs:
As previously stated, 29 U.S.C. § 1002(21)(A)
defines a fiduciary as a person who exercises any
authority or control respecting management or

disposition of [a plan’s] assets. P51 F.3d 1449,
1459 (9th Cir.1995).

While the generation makes the correct citation
(“P51 F.3d 1449, 1459 (9th Cir.1995)”) and scores
high on the citation metrics, it fails to generate
an analytical claim that can be supported by
the citation. From the gold paragraph, the citation
should support the claim “corporate officer has lia-
bility.” However, the generated claim only defines
what a fiduciary is, which was already defined in
the previous context, rather than conveying useful
new information for reasoning. See an additional
example of GPT-40 hallucination in Appendix D.

Therefore, we welcome the development of auto-
mated metrics that focus on evaluating the factual
recall aspect of text generation. One such approach
could be extending metrics such as FActScore (Min
et al., 2023) to the legal domain. However, as ex-
tracting the legal analyses itself is non-trivial in the
legal domain, we leave this to future work.
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6 Conclusion

Case law data is a high-quality resource for build-
ing intelligence systems to assist legal profession-
als. Through an interdisciplinary effort with legal
professionals, we build CLERC, a dataset designed
for training and evaluating models on long-context
case retrieval and analysis generation tasks. We
hope our work opens the gate for more exciting
discoveries in Al built with legal text data.

7 Limitations

Our work provides an initial step into developing
systems that can aid legal professionals. However,
as we’ve shown, current systems are not well-suited
to helping legal professionals on these tasks at the
current moment, even those that are fine-tuned.

We use the case data from CAP, which gathered
the data through OCR. As such, our data may con-
tain small OCR errors, although our analysis has
found it to be generally of high quality.

Ethical Considerations

In this work, we curate our dataset based on the
corpus of historical U.S. federal case law. However,
past case law might reflect racisim, sexism, and all
other ideologies that people have considered con-
troversial or undesirable for society and people’s
well-being. Building legal intelligence systems on
case law data has the risk of propagating such his-
torical biases and ideologies, which we caution
the NLP community to be aware of and encourage
future endeavors to address.
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A Compute Infrastructure

We run our experiments on 24GB Nvidia Quadro
RTX 6000 GPUs for retrieval and 80GB Nvidia
A100s for RAG experiments. Retrieval indexing
takes around 60 hours for a BERT-base sized model
on one GPU. For RAG experiments, they take ap-
proximately 2 hours per model on one GPU.

B Prompt for Argument Generation

User prompt:
Here are some
legal cases:

# Reference case {case_key_1}
{text of cited case 1}

# Reference case {case_key_2}
{text of cited case 2}

reference articles for

# Reference case {case_key_N}
{text of cited case N}

Here is the text 1I’ve written so
far:
# Paragrah

{previous_text}

Continue to write it following the style
of my writeup. Your answer contains
100 to 400 words. You must explicitly
use the reference cases and mention
their reference ids, i.e. {case_key_13},
{case_key_23} . . . {case_key_N}. Wrap your
answer with <answer></answer>. Make
your answer concise and avoid redundant
languages.

{previous_text} refers to the previous
context before the reference paragraph, i.e.
(p1,p2,---,pt—1) defined in Section 4.2. {text
cited case i} refers to the reference articles, i.e.
R; defined in Section 4.2, and {case_key_i} are
the associated citation keys.

For the ablation study, we experiment prompting
LLMs without explicitly providing the text of cited
cases with the following prompt:

User prompt:
Here is the text I’ve written so far:
# Paragrah
{previous_text}

Continue to write it following the

style of my writeup. Your answer
contains 100 to 400 words. Wrap your
answer with <answer></answer>. Make

your answer concise and avoid redundant
languages.

C Additional Experimental Results

C.1 Parse Direct Quotes and Filter Queries

We design a simple heuristics program to parse
direct quotes. CAP uses special double quotation
marks for all direct quotes, which have unicode val-
ues of 8220 and 8221. We extract all texts quoted
by these special quotation marks, and we pair them
with the nearest case citation.

To locate and filter the central citation sentences
in the queries, we design an involved RegEx pro-
gram. The high-level overview is that it will find
the start of the citation sentence, which is usually
some Entity A v. Entity B, and we recognize the
start by referring to the metadata of CAP. There
are other variant formats to start a citation sentence,
such as Id., See., and In re, and we also accomodate
these formats in the filter program (Review, 2020).
We find the end of the citation by locating some
notable punctuations, such as closing parenthesis,
semicolon, etc. In the event that we find outlier
citation sentences, we would report them as failure
cases. The average failure rate is around 11%.

For more specific details, please refer to our code
and repo.

C.2 Retrieve with Direct Quote

Around 33% of the time, we find that case docu-
ments cite other cases in the form of direct quo-
tations. We parse such direct quotes from case
documents and used them as queries for retrieval,
expecting a near-perfect accuracy. However, con-
ducting exact matches with grep, we only retrieve
16% of the direct quotes. We discover that at least
25.4% of the direct quotes experience subtle alter-
ations with the use of square brackets (see Figure
6), which partly causes the low recall.

Therefore, we further conduct retrieval exper-
iments of direct quotes with BM25 and n-gram
match, in the hope that these “soft” term match-
ing methods could overcome subtle alterations and
yield a higher recall. Results in Table 5 show that
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Types of alterations in direct quote:
Contextual clarification:

Rephrases:

Punctuation changes:

parties to the misrepresentations.”

parties to the misrepresentations.”

Query: “A reading of the entire [Wage] Act clearly shows that the purpose of the Act is to assist...”
Original: “A reading of the entire Act clearly shows that the purpose of the Act is to assist...”

Query: “punishable for a term of imprisonment exceeding one year.”
Original: “punishable by imprisonment for more than one year.”

Query: “an account of the time, place, and specific content of the false representations as well as the identities of the

Original: an account “of the time, place, and specific content of the false representations as well as the identities of the

Figure 6: Direct quote may experience different types of alterations and degrade retrieval performance.

Recall@51 Recall@101 Recall@1001 Recall@10001T nDCG@10 1
BM25 18.8 252 45.7 66.7 15.8
5-gram 30.3 36.4 44.7 44.8 23.0
12-gram 31.1 35.7 40.1 40.1 22.8

Table 5: Retrieval experiment results using direct quote as query. All numbers are in percentage.

the highest Recall@1000 is only 66.7%, which is
far from perfect.

By examining the case texts, we attribute this
result to mainly three reasons. First, direct quote,
when being cited, commonly experiences slight
alterations in punctuation, wording, and pronouns
for clarification purposes or due to human errors
(see Figure 6).

Second, when retrieving a direct quote that con-
sists of common words or widely used legal terms,
soft term matching methods could retrieve multiple
false positive documents that contain multiple oc-
currences of these common terms and push down
the ranking of the actual positive document.

Third, direct quotes often appear in contexts of
various neighboring case citations that point to a
set of candidate documents. Unless investigating
and searching all candidate documents, it is not
apparent which direct quote corresponds to which
case. While we develop a program (see Section
C.2) to determine the correspondence based on the
proximity of direct quotes to citations, this corre-
spondence determination is imperfect and remains
an open question to be addressed in future works.

C.3 Retrieve with Cross-Encoders

We conduct additional retrieval experiments with
the same data and metrics setup in Section 4.1
using multiple Cross-Encoders in Table 6. We
rerank the top-100 outputs of ES (Wang et al., 2023)
with Rankl.lama (Ma et al., 2023), MonoT5-3B
(Nogueira et al., 2020), and FollowIR (Weller et al.,

2024a). We discover that reranking with cross-
encoders degrades the retrieval performance. A
possible explanation is that due to domain mis-
match, rerankers are unable to rerank long-context
legal data that have distinct styles and length from
the data rerankers were trained on.

D Qualitative Example

Please see Figure 7 for an example of problematic
legal analysis generated by GPT-40, which exhibits
hallucination and achieves low citation precision
and recall. We discover that citations from the
cited cases are a possible source of hallucination,
meaning that the model confuses the cases they
should cite with the citations in those cases. It is
possible to mitigate this with more refined prompt
engineering, which we will leave to future works.
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Metrics

Type Params Length Model
R@10 nDCG@10
Bi-Encoders 110M 512 E5 8.4 3.67
7B 512 ES + RankLLlama 4.7 2.14
Cross-Encoders 3B 512 ES5 + MonoT5 4.2 2.00
7B 512 E5 + FollowIR 5.1 2.14

Table 6: Retrieval results with Cross-Encoders. All numbers are in percentage
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Gold paragraph:

A pro se complaint, “however unlawfully pleaded,” is held “to less stringent standards than formal pleadings drafted by
lawyers.” Hughes v. Rowe, 449 U.S. 5, 9, 101 S.Ct. 173, 66 L.Ed.2d 163 (1980). The court’s role is to ensure that claims
of pro se litigants are given “fair and meaningful consideration.” Matzker v. Herr, 748 F:2d 1142, 1146 (7th Cir.1984).
Accordingly, pro se complaints must be liberally construed. Estelle v. Gamble, 429 U.S. 97, 106, 97 S.Ct. 285, 50 L.Ed.2d
251 (1976). The complaint need not specify the correct legal theory, nor point to the correct statute in order to survive a
motion to dismiss. Bartholet v. Reishauer A.G. (Zurich), 953 F.2d 1073, 1078 (7th Cir.1992). Finally, a district court
may dismiss a complaint only if “it appears beyond doubt that the plaintiff can prove no set of facts in support of his claim
which would entitle him to relief.” Hughes, supra, 449 U.S. at 10, 101 S.Ct. 173.

GPT-40 generation:
Liberal Construction of Pro Se Complaints

The City contends that Mr. Cleaves’ complaint should be dismissed because it fails to state a claim upon which
relief can be granted. However, it is well-established that complaints filed by pro se litigants must be held to less
stringent standards than those drafted by lawyers. As the Supreme Court noted in Haines v. Kerner, “however inartfully
pleaded,” a pro se complaint must be liberally construed and should not be dismissed unless it appears beyond doubt that
the plaintiff can prove no set of facts in support of his claim which would entitle him to relief (404 U.S. 519, 520-21 (1972)).

Similarly, in Hughes v. Rowe, the Court reiterated this principle, emphasizing that the district court’s role
is to ensure that pro se litigants’ claims are given fair and meaningful consideration (449 U.S. 5, 9-10,
101 S.Ct. 173, 175, 66 L.Ed.2d 163 (1980)).  Courts must determine whether the plaintiff should be allowed to
present evidence on his claims before deciding on a motion to dismiss (748 F.2d 1142).

Additionally, considering the liberal standards applied to such cases as set forth in Estelle v. Gamble (429 U.S. 97, 106
(1976)), and in light of the notice-pleading standard of the Federal Rules of Civil Procedure (Rule 8(a)), Mr. Cleaves’
allegations, though detailed, sufficiently provide the City with notice of the claims and underlying facts.

Therefore, the City’s motion to dismiss Mr. Cleaves’ pro se complaint is denied as it fails to demonstrate that there are no
conceivable facts under which Mr. Cleaves could prevail.

Reference texts:

449 US. 5

purports to justify or explain the segregation of petitioner for two days in advance of the disciplinary hearing. II Petitioner’s
complaint, like most prisoner complaints filed in the Northern District of Illinois, was not prepared by counsel. It is settled
law that the allegations of such a complaint, “however inartfully pleaded” are held “to less stringent standards than formal
pleadings drafted by lawyers ....” Haines v. Kerner, 404 U. S. 519, 520 (1972). See also Maclin v. Paulson, 627 F. 2d 83, 86
(CA7 1980); French v. Heyne, 547 F. 2d 994, 996 (CA7 1976). - - - (omitted for brevity) - - -

748 F.2d 1142

magistrate erred in applying the deliberate indifference standard in dismissing this complaint. III. Our inquiry turns,
therefore, to the question of whether Matzker stated a cause of action when judged under due process standards. A complaint
drafted by a pro se litigant “however inartfully pleaded,” is held “to less stringent standards than formal pleadings drafted by
lawyers.” Hughes v. Rowe, 449 U.S. 5,9, 101 S.Ct. 173, 175, 66 L.Ed.2d 163 (1980). The district court’s role is to ensure
that the claims of pro se litigants are given “fair and meaningful consideration.” - - - (omitted for brevity) - - -

429 U.S. 97

to evidence deliberate indifference to serious medical needs. It is only such indifference that can offend “evolving standards
of decency” in violation of the Eighth Amendment. Ill Against this backdrop, we now consider whether respondent’s
complaint states a cognizable § 1983 claim. The handwritten pro se document is to be liberally construed. - - - (omitted for
brevity) - - -

953 F.2d 1073

it done so, ERISA still would govern unless the plan were “unfunded.” The exemption recognizes that a suit concerning
an unfunded plan is one directly against the employer’s assets, and as ERISA leaves excess benefit plans substantively
unregulated there is no reason to oust state law. - - - (omitted for brevity) - - -

Figure 7: Example GPT-40 generation that exhibits hallucination and low citation precision and recall. The input
of generation is all referenced texts concatenated with all paragraphs before the gold paragraph in the original
case document. The generation is supposed to generate all citations in the gold paragraph. Green italicized texts
are citations successfully generated, yellow texts in teletype fonts are citation missed in generation, and
red underlined texts are hallucinated citations. GPT-40 should cite all referenced cases (449 U.S. 5, 748 F.2d 1142,
429 U.S. 97,953 F.2d 1073). Instead, since we provide the actual texts of referenced cases, GPT-40 hallucinates
citations from citations in referenced cases, which we underline with red color. In summary, the generation
achieves the following results on citation metrics: CP = 3/5, CR = 3/4, CFP = 2/5.
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