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Abstract

To enhance large language models (LLMs)
for chemistry problem solving, several LLM-
based agents augmented with tools have been
proposed, such as ChemCrow and Coscientist.
However, their evaluations are narrow in scope,
leaving a large gap in understanding the bene-
fits of tools across diverse chemistry tasks. To
bridge this gap, we develop ChemAgent, an en-
hanced chemistry agent over ChemCrow, and
conduct a comprehensive evaluation of its per-
formance on both specialized chemistry tasks
and general chemistry questions. Surprisingly,
ChemAgent does not consistently outperform
its base LLMs without tools. Our error analy-
sis with a chemistry expert suggests that: For
specialized chemistry tasks, such as synthesis
prediction, we should augment agents with spe-
cialized tools; however, for general chemistry
questions like those in exams, agents’ ability
to reason correctly with chemistry knowledge
matters more, and tool augmentation does not
always help.1

1 Introduction

Large language models (LLMs) have demonstrated
impressive problem-solving capabilities in many
disciplines (Wang et al., 2024b; Yue et al., 2024;
Grossmann et al., 2023). When it comes to chem-
istry, LLMs still face significant challenges, such
as incorrect calculation, lack of domain knowledge,
or inability to perform certain tasks like reaction
prediction (Guo et al., 2023; Mirza et al., 2024).
To address these limitations, LLM-based agents
integrated with tools have been proposed to tackle
chemistry-specific problems (Wang et al., 2024a;
Ramos et al., 2024). For example, ChemCrow
(M. Bran et al., 2024) expands LLMs’ capabili-
ties by incorporating 18 tools, ranging from web
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search to chemical reaction prediction. Similarly,
Coscientist (Boiko et al., 2023) integrates the con-
trol of cloud labs to enable LLMs to automate wet
lab experiments.

Despite the promise of these tool-augmented
agents, existing evaluations have been largely qual-
itative and limited in scope. For example, Chem-
Crow is assessed with only 14 individual tasks
mainly focusing on compound synthesis, and Co-
scientist’s evaluation involves merely six specific
tasks. These narrow assessments leave a large
gap in our understanding of how tool-augmented
agents perform across diverse chemistry tasks in
real-world applications.

In this work, we conduct a comprehensive evalu-
ation of LLM-based agents on different chemistry
tasks to grasp a deep understanding of their po-
tential and limitations. To explore and enhance
the capabilities of agents in diverse and complex
chemistry scenarios, we introduce ChemAgent, a
new chemistry agent capable of handling a wide
spectrum of tasks. It leverages the ReAct frame-
work (Yao et al., 2023) and integrates 29 tools,
such as a search tool for PubChem (Kim et al.,
2019), several molecular property predictors, as
well as many practical tools present in ChemCrow.
Then, we adapt two categories of real-world chem-
istry problems for systematic evaluation: special-
ized tasks and general questions. For special-
ized tasks, we use SMolInstruct (Yu et al., 2024),
which contains 14 types of specialized molecule-
and reaction-centric tasks. For general questions,
we use MMLU-Chemistry and GPQA-Chemistry,
which are chemistry-related subsets of the MMLU
(Hendrycks et al., 2021) and GPQA (Rein et al.,
2023) benchmarks, containing exam-like questions
spanning high school, college, and graduate levels.

Through comprehensive experiments, we show
that: While ChemAgent substantially outperforms
ChemCrow on all chemistry tasks, it does not
consistently outperform the base LLMs without
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tools. In addition, the impact of tool augmenta-
tion is highly dependent on task characteristics.
For specialized chemistry tasks involving profes-
sional molecular representations (e.g., SMILES
(Weininger, 1988)) and specialized chemical op-
erations (e.g., compound synthesis), augmenting
LLMs with task-specific tools can yield substantial
performance gains. Nonetheless, for general chem-
istry questions that require fundamental knowledge
and extensive reasoning, ChemAgent cannot ad-
dress these challenges adequately and underper-
forms the base LLMs. Further analysis along with
a chemistry expert shows that ChemAgent’s un-
derperformance on general chemistry questions
is primarily due to delicate mistakes at interme-
diate stages of its problem-solving process, such
as wrong logic and information oversight. Over-
all, our findings indicate that tool augmentation
may introduce additional complexity that hinders
LLMs’ reasoning and thus does not always help in
chemistry problem-solving. Future research may
improve LLM-based agents for chemistry by op-
timizing cognitive load and enhancing reasoning
and information verification abilities.

2 ChemAgent

We introduce ChemAgent (Figure 1), a chemistry
agent improved over ChemCrow (M. Bran et al.,
2024) and equipped with enhanced tools for a wider
range of tasks. It implements two essential cog-
nitive abilities (Sumers et al., 2024) required for
chemistry problem-solving: (1) Reasoning: This
ability is required in the Thought step for compre-
hending user queries and tool outputs, assessing
current status, and formulating subsequent steps.
(2) Grounding: Based on the reasoning result (i.e.,
the “thought”), this ability determines the appropri-
ate tool to execute and its corresponding input.

To enhance ChemAgent’s capabilities, we de-
velop an extensive set of 29 tools (Appendix B),
categorized into general, molecule, and reaction
tools. General tools provide the agent with com-
mon problem-solving abilities, such as the exe-
cution of Python code for computations and var-
ious operations via PythonREPL. Molecule tools
specialize in the analysis, prediction, and conver-
sion of molecules and their properties. For exam-
ple, FunctionalGroups can identifies functional
groups within a molecule, which is crucial for
analyzing molecular characteristics. Lastly, re-
action tools are instrumental in predicting chemi-
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Figure 1: Our ChemAgent framework. Upon receiving
a user task, the agent iterates through a three-step Re-
Act process (Yao et al., 2023): (1) Thought generation,
analyzing the current situation and planning subsequent
steps; (2) Action determination, selecting the appropri-
ate tool and its input based on the generated thought;
and (3) Observation obtaining, executing a tool in the
environment and obtaining the results or feedback. This
iterative cycle continues until task completion or con-
clusion, and the final answer is returned to the user.

cal reaction outcomes (ForwardSynthesis) and
suggesting synthesis paths for desired products
(Retrosynthesis), both of which are essential in
applications like drug discovery (Berdigaliyev and
Aljofan, 2020).

In this tool set, we create 16 new tools and
enhance 6 existing ones in ChemCrow, which
provides ChemAgent more comprehensive and
robust abilities in solving chemistry problems.
For example, we create PubchemSearchQA, which
leverages an LLM to retrieve and extract autho-
rized and comprehensive compound information
from PubChem (Kim et al., 2019), and several
molecular property predictors (BBBPPredictor,
SideEffectPredictor, etc.), which employ neu-
ral networks (Zhou et al., 2023) for molecular prop-
erty predictions. We also enhance WebSearch with
an LLM-enhanced searching service to yield more
comprehensive and flexible search results.

3 Experiments

3.1 Experimental Setup

Datasets. We use three well-established datasets
(listed in Table 1) to thoroughly assess tool-
augmented agents on two categories of chemistry
problems: (1) Specialized chemistry tasks fo-
cus on experiment-like problems involving molec-
ular manipulations, predictions, and representa-
tions. This category includes SMolInstruct (Yu
et al., 2024), which contains 14 molecule- and
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Category Dataset # Sample Specific task type

Specialized
tasks

SMolInstruct 700 Molecule- and reaction-
centric tasks

General
questions

MMLU-Chemistry 70 High school- and college-
level questions

GPQA-Chemistry 93 Graduate-level questions

Table 1: Datasets used in our experiments.

reaction-centric tasks and requires models to un-
derstand molecular representations like SMILES
(Weininger, 1988) and perform specific chemical
operations, such as predicting synthesis paths and
converting chemical names (Figure C.1). (2) Gen-
eral chemistry questions resemble questions ap-
pearing in exams at different levels and test a
wide range of fundamental knowledge and gen-
eral reasoning in chemistry. This category includes
MMLU-Chemistry, a manually verified chemistry
subset of the MMLU benchmark (Hendrycks et al.,
2021) that consists of questions at the high school
and college level (Appendix C.2), and GPQA-
Chemistry, the chemistry section of the GPQA-
Diamond benchmark (Rein et al., 2023) that con-
sists of difficult graduate-level questions.
LLMs and Agents. We compare our ChemAgent
with two baselines: (1) State-of-the-art (SoTA)
base LLMs, including GPT-4o (OpenAI, 2024) and
Claude-3.5-Sonnet (Anthropic, 2024), which have
shown superior capabilities in chemistry problem-
solving among existing LLMs (Wang et al., 2024b).
(2) ChemCrow (M. Bran et al., 2024), a pioneering
chemistry-focused agent equipped with 18 expert-
designed tools. For ChemCrow and ChemAgent,
we utilize GPT-4o or Claude-3.5-Sonnet as the
backbone language models, and refer to them as
GPT and Claude, respectively.

3.2 Overall Performance

Specialized Chemistry Tasks. Models are eval-
uated on 50 randomly selected samples from the
test set of SMolInstruct for each task, and the re-
sults on four selected tasks are presented in Ta-
ble 2 (see Appendix C.1.2 for the full results). We
can observe that: (1) ChemAgent exhibits substan-
tial improvements over its base LLM counterparts,
highlighting the critical role of domain-specific
tools in augmenting LLMs’ capabilities on the spe-
cialized tasks in SMolInstruct. (2) Compared to
ChemCrow, ChemAgent demonstrates superior per-
formance. Our analysis suggests that the disparity
is attributed to ChemCrow’s limited tool set and

Model
NC-S2I PP-SIDER FS RS

EM Acc EM EM

GPT-4o 0.0 44.0 12.0 0.0
Claude-3.5-Sonnet 2.0 62.0 22.0 0.0

ChemCrow (GPT) 2.0 36.0 72.0 8.0
ChemCrow (Claude) 2.0 32.0 70.0 22.0

ChemAgent (GPT) 70.0 70.0 78.0 42.0
ChemAgent (Claude) 70.0 68.0 80.0 42.0

Table 2: The results (%) on the SMolInstruct dataset.
EM (exact match) and Acc (accuracy) are the metrics.

Model MMLU-Chemistry GPQA-Chemistry

GPT-4o 80.5 40.5
Claude-3.5-Sonnet 76.7 52.3

ChemCrow (GPT) 43.3 27.5
ChemCrow (Claude) 68.6 35.2

ChemAgent (GPT) 71.0 33.8
ChemAgent (Claude) 70.0 45.9

Table 3: The accuracy scores (%) on the MMLU-
Chemistry and GPQA-Chemistry datasets, averaged
over three runs.

the potential lack of robustness in its tool imple-
mentations. For instance, ChemCrow’s apparent
deficiency in molecular property prediction tools
and its limited web search capabilities seem to hin-
der its performance in property prediction tasks.
In contrast, ChemAgent’s tool set (Appendix B)
is more comprehensive and robust for LLMs to
leverage effectively.
General Chemistry Questions. As presented in
Table 3, contrary to our expectations, the ChemA-
gent variants underperform their base LLM coun-
terparts. This trend persists across both datasets
and is also observed with ChemCrow, suggesting a
common issue in tool-augmented agents for chem-
istry. This observation challenges the intuition that
tool augmentation would invariably enhance the
performance of LLMs by providing additional in-
formation (Schick et al., 2023; Qu et al., 2024),
and shows that both agents cannot fall back to
base LLMs’ capabilities when tools offer no ad-
vantage, calling for a second thought on applying
such agents on different tasks with more thorough
experiments.

3.3 Error Analysis
To examine the errors made by ChemAgent, we use
SMolInstruct and MMLU-Chemistry as representa-
tives from their respective categories and conduct
a manual error analysis. For all the samples where
ChemAgent (GPT) fails in our experiments, we
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Figure 2: The error statistics of ChemAgent (GPT) on SMolInstruct (102 errors) and MMLU-Chemistry (64 errors).

engage a chemistry expert to analyze the errors,
which are then classified into three types, namely
reasoning error, grounding error, and tool error,
based on the components (the cognitive abilities
and the environment) responsible for the errors.
The definitions of the errors identified during our
experiment are as follows:
Reasoning errors. Errors made by the “reason-
ing” ability, where the agent inaccurately assesses
the situation or devises an incorrect plan for subse-
quent steps, such as misinterpreting tool outputs or
suggesting incorrect methodologies. Specifically,
they include the following errors:
• Wrong knowledge/logic: an error where agent

makes a mistake in applying chemistry knowl-
edge or makes a conclusion that does not logi-
cally follow from the previous information.

• Wrong final answer: an error where the analysis
process is correct but the final answer is wrong.

• Information oversight: an error where the agent
neglects to consider relevant information given
in the question or the previous steps.

• Algebra error: an error in algebraic manipulation
or simplification, such as the incorrect solving of
equations or misapplication of algebraic axioms.

• Incomplete reasoning: An error where the rea-
soning process is not fully developed, such as
when solving a problem but omitting necessary
steps or details.

Grounding errors. These occur during tool in-
vocation, such as selecting an inappropriate tool,
using an incorrect input format, or providing erro-
neous inputs to a tool. Specifically:
• Wrong input format: an error arising from data

being provided in a format that the tool cannot
process, resulting in failures or incorrect results.

Tool errors. These errors originate from the envi-
ronment (i.e., the tools used in this study), where
the tools either fail to execute properly or return

inaccurate information. Specifically:

• Wrong tool output: an error occurring when a
tool produces incorrect or unexpected results,
leading to faulty conclusions or actions.

• Inconsistent tool outputs: an error where multiple
tools return inconsistent information, leading to
faulty conclusions or actions.

As illustrated in Figure 2, the error distribu-
tions are very different on the two datasets. On
SMolInstruct (Figure 2a), tool errors account for
over 99.0% of all errors. These errors mainly
stem from the neural networks-based tools (e.g.,
ForwardSynthesis, BBBPPredictor), which in-
herently possess imperfect accuracy. For these
specialized tasks where dedicated tools exist, the
agent can easily pinpoint and correctly use the
needed tools (Appendix E), resulting in limited
or no reasoning and grounding errors. In contrast,
on MMLU-Chemistry (Figure 2b), reasoning er-
rors constitute over 90.0%. This is because MMLU
questions require broader knowledge and more in-
tricate chemical reasoning and rely less on external
tools. Our analysis indicates that all the observed
reasoning errors manifest as delicate mistakes at
intermediate stages of problem-solving, rather than
incorrect overall methods. For instance, an inaccu-
rate chemistry knowledge is applied or a mistaken
conclusion is made (the wrong knowledge/logic
error), or a wrong final option is selected despite
of the correct analysis process (the wrong final an-
swer error). Specific cases showcasing the errors
can be found in Appendix D. Compared to LLMs
without tools, the tool-augmented agent appears
more prone to such delicate mistakes.

We hypothesize that the errors occur for two rea-
sons: (1) Increased cognitive load of agents: The
backbone LLM in the agent is tasked with multi-
ple responsibilities, including task comprehension,
tool selection, and tool output interpretation. This
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necessitates frequent role-switching (Qiao et al.,
2024), which, along with more complex contexts,
may hinder the LLM’ ability to maintain a holistic
and consistent approach to the main task (Verma
et al., 2024), resulting in more reasoning errors.
(2) Potentially confusing tool outputs: The tool
outputs may occasionally be inaccurate or conflict
with the model’s internal knowledge (Xie et al.,
2024). This discrepancy can introduce confusion
and lead to reasoning and tool errors. To address
these issues, future research could focus on devel-
oping new agent frameworks that reduce cognitive
load and context distractions for LLMs. This
might involve building multi-agent systems to dis-
tribute the workload (Chen et al., 2023, 2024a),
or filtering out irrelevant information to enhance
task-focused reasoning (Shi et al., 2023; Yuan et al.,
2024; Ouyang et al., 2023). Additionally, exploring
information verification mechanisms could help
LLMs resolve discrepancies from multiple sources,
improving the accuracy of the final output.

4 Conclusion

In this paper, we conducted a comprehensive evalu-
ation of tool-augmented language agents for chem-
istry problem-solving. We introduce ChemAgent,
an enhanced chemistry agent with an enhanced tool
set, and assess its performance across diverse chem-
istry problems, including specialized tasks and gen-
eral questions. Our findings reveal that the impact
of tool augmentation is highly dependent on task
characteristics: While ChemAgent demonstrates
significant improvements on specialized tasks, it
does not surpass the base LLMs without tools on
general questions. The manual error analysis high-
lights that tool errors predominate in specialized
tasks, whereas reasoning errors are more frequent
in general questions due to delicate mistakes in the
problem solving process. To minimize reasoning er-
rors and enhance performance in general questions,
future agent design should focus on optimizing the
cognitive load of LLMs and improving their ability
to reason and verify information, especially when
resolving inconsistencies from multiple sources.

Limitations

This study focuses on evaluating the performance
of tool-augmented agents across various chemistry
tasks. While it presents the most comprehensive
evaluation on this topic to the best of our knowl-
edge, there are several limitations:

• Our evaluation uses GPT-4o and Claude-3.5-
Sonnet as the primary models for comparison
and as backbones for the agents. This selection
does not encompass a broader range of poten-
tial LLMs, such as Llama-3.2 (Meta, 2024) or
Qwen2 (Yang et al., 2024). Although these ad-
ditional models might exhibit different perfor-
mance patterns, our choice of state-of-the-art
(SoTA) models ensures strong baselines without
significant loss of generality.

• While our study addresses both specialized tasks
and general questions in the field of chemistry,
it may not entirely represent the vast array of
real-world chemistry problems. The scope might
overlook certain nuanced challenges and scenar-
ios encountered in practical applications.

• The manual error analysis, while thorough, is
conducted by a chemistry expert together with
two PhD students with chemistry knowledge and
is limited in scale. This constraint could intro-
duce potential biases and may not capture all
subtle variations in error types or frequencies.
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A Related Work

Recent advancements in large language models (LLMs) have led to the development of sophisticated
language agents capable of assisting in various aspects of chemical research (Ramos et al., 2024). These
agents, such as ChemCrow (M. Bran et al., 2024) and Coscientist (Boiko et al., 2023), have demonstrated
the ability to automate routine chemical tasks and accelerate molecular discovery. ChemCrow, for in-
stance, integrates LLMs with common chemical tools to perform a wide range of chemistry-related tasks,
consistently outperforming GPT-4 (OpenAI, 2023) in accuracy. Similarly, Coscientist exemplifies the
integration of semi-autonomous robots in planning and executing chemical reactions with minimal human
intervention. Other notable agents include Chemist-X (Chen et al., 2024b), which focuses on designing
chemical reactions to achieve specific molecules, and ProtAgent (Ghafarollahi and Buehler, 2024), a
multi-agent system designed to automate and optimize protein design. In the realm of experimental
planning, several agents have been developed to bridge the gap between virtual assistants and physical lab-
oratory environments. CALMS (CHERUKARA et al., 2024) enhances laboratory efficiency by operating
instruments and managing complex experiments through conversational LLMs. BioPlanner (O’Donoghue
et al., 2023) improves experimental efficiency by creating pseudocode representations of procedures,
while CRISPR-GPT (Huang et al., 2024) assists in designing gene editing experiments iteratively with
constant human feedback. LLM-RDF (Ruan et al., 2024) takes this a step further by automating every step
of the synthesis workflow, from literature search to product purification. Cheminformatics tasks have also
been significantly impacted by LLM-based agents. CACTUS (McNaughton et al., 2024) automates the
application of multiple cheminformatics tools while maintaining human oversight in molecular discovery.
ChatMOF (Kang and Kim, 2023) focuses on predicting and generating Metal-Organic Frameworks, inte-
grating MOF databases with its predictor module. IBM ChemChat augments LLMs with common APIs
and Python packages used in cheminformatics research, facilitating tasks such as de novo drug design and
property prediction. Most recently, Tang et al. (2025) concurrently proposed an agent framework with a
dynamic and self-updating memory mechanism to improve LLMs in solving general chemistry questions,
and Chen et al. (2024d) examine agents’ performance in data-driven scientific discovery via coding and
achieve better performance with domain knowledge insertion and self-debug (Chen et al., 2024c). These
advancements collectively demonstrate the transformative potential of AI agents in chemical research,
streamlining processes, enhancing efficiency, and accelerating scientific discovery.

Although these above agents have been proposed to tackle specific chemistry applications, there lacks a
comprehensive evaluation on how tool-augmented agents perform on various chemistry problems. This
study aims to address this issue and provide actionable insights to shed the light for future directions.

B Tool Set

B.1 Tools

The tool set contains 29 tools ranging from general tools, molecule tools, to reaction tools. This section
introduces all the tools in detail.
General tools: Provide broad information retrieval, web searching, and computational.
• AiExpert: A general-purpose LLM prompted to answer any questions when other tools cannot han-

dle. We use GPT-4o or Claude-3.5-Sonnet in our experiments, identical to the backbone models of
ChemAgent.

• PythonREPL: Executes Python commands and allows for package installation.
• WebSearch: Searches the internet for both general and domain-specific information, providing concise

summaries of relevant content. This involves an LLM-based search service2 that uses LLMs to
summarize the search result, providing more straightforward and organized results.

• WikipediaSearch: Searches Wikipedia and provides summaries of related content.
Molecule tools: Offer various analyses, predictions, and conversions related to chemical compounds and
their properties.

2https://tavily.com/.
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• BBBPPredictor: Predicts the probability of a compound penetrating the blood-brain barrier using the
Uni-Mol model (Zhou et al., 2023).

• CanonicalizeSMILES: Converts SMILES representation to its canonical form with RDKit (RDKit,
2023).

• CompareSMILES: Determines if two molecule SMILES representations are identical.
• CountMolAtoms: Counts the number and types of atoms in a molecule.
• FunctionalGroups: Identifies functional groups present in a molecule.
• GetMoleculePrice: Retrieves the cheapest available price for a purchasable molecule.
• HIVInhibitorPredictor: Predicts the probability of a compound inhibiting HIV replication using the

Uni-Mol model.
• IUPAC2SMILES: Converts IUPAC names to SMILES representation by searching PubChem,

ChemSpace, or using the neural network based STOUT model (Rajan et al., 2021).
• LogDPredictor: Predicts the octanol/water distribution coefficient (logD) at pH 7.4 using the Uni-Mol

model.
• MolSimilarity: Computes the Tanimoto similarity between two molecules.
• MoleculeCaptioner: Generates a textual description of a molecule using neural networks using the

MolT5 model (Edwards et al., 2022).
• MoleculeGenerator: Creates SMILES representations based on molecular descriptions using neural

networks using the MolT5 model (Edwards et al., 2022).
• Name2SMILES: Converts common molecule names to SMILES representation.
• PatentCheck: Verifies if a molecule is patented.
• PubchemSearchQA: Searches and retrieves molecule/compound information from PubChem, a compre-

hensive database of chemical molecules and their activities. Given the information of a molecule/com-
pound (SMILES, IUPAC name, orcommon name) and a related question, it retrieves the corresponding
document from PubChem, and applies an instructed LLM (GPT-4o in our experiments) to briefly answer
the input questions. Instead of directly returning the whole document, which is typically very long, this
QA design reduces the irrelevant information in the context, so as to avoid distractions and length limit
violation for LLMs.

• SELFIES2SMILES: Converts SELFIES (Krenn et al., 2019) to SMILES representation.
• SMILES2Formula: Derives the molecular formula from SMILES representation using fixed algorithm

implemented with RDKit.
• SMILES2IUPAC: Converts SMILES representation to IUPAC name by searching PubChem,

ChemSpace, or using the neural network based STOUT model.
• SMILES2SELFIES: Converts SMILES representation to SELFIES representation.
• SMILES2Weight: Calculates the molecular weight from SMILES representation.
• SideEffectPredictor: Predicts the probabilities of a compound causing various side effects across 20

different categories using the Uni-Mol model.
• SolubilityPredictor: Predicts the log solubility of a compound in mol/L using the Uni-Mol model.
• ToxicityPredictor: Predicts the probability of a compound being toxic using the Uni-Mol model.
Reaction tools: Predict products of chemical reactions and suggest potential reactants for synthesizing
given products.
• ForwardSynthesis: Predicts the products of a chemical reaction based on given reactants and reagents

using IBM RXN for Chemistry 3.
• Retrosynthesis: Conducts single-step retrosynthesis, suggesting potential reactants for a given product

using IBM RXN for Chemistry.

B.2 Improvements of Tool Set

We build an improved tool set based on that of ChemCrow (M. Bran et al., 2024). The purposes are:
• Addressing non-functional tools: Some tools in ChemCrow were not well-maintained and failed to

function properly, so we fixed their bugs and made them function again. For example, RXNPredict

3https://rxn.res.ibm.com/rxn.
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encountered a “project_id not set” error due to implementation issues, and we fixed this issue, resulting
in our ForwardSynthesis tool.

• Improving tool usability: Certain tools did not meet practical needs, so we modified them to make
them more practical and robust. For instance, the original web search tool in ChemCrow has limitations,
such as inflexible input handling and truncation of output when results are lengthy, often cutting off
critical information. We resolved this by replacing it with an LLM-based search service, which supports
flexible input and generates summarized outputs.

• Filling gaps in functionality: The original tool set lacked support for many important chemistry
tasks, so we created tools to enable it on more diverse tasks. For example, accessing information from
PubChem, a comprehensive database of molecules and compounds, is not supported. To address this,
we implemented the PubChemQA tool. Chemical representation conversion is another critical capability
missing from the original tool set. To fill this gap, we added multiple tools for the conversion.
After these improvements, the tool set became significantly more robust and comprehensive. This is

reflected in the performance comparisons in Table 2 and Table 3, where ChemAgent consistently and
substantially outperforms ChemCrow that uses the original tool set.

C Experiment Details

C.1 SMolInstruct

C.1.1 Dataset and Evaluation Setups

Name Conversion

IUPAC to Molecular Formula (NC-I2F)
Query:What is the molecular formula of the compound with this IUPAC name
<IUPAC> 2,5-diphenyl-1,3-oxazole </IUPAC> ?
Response: <MOLFORMULA> C15H11NO  </MOLFORMULA>

IUPAC to SMILES (NC-I2S)
Query: Could you provide the SMILES for
<IUPAC> 4-ethyl-4-methyloxolan-2-one </IUPAC> ?
Response: Of course.   It's <SMILES> CCC1(C)COC(=O)C1 </SMILES>

SMILES to Molecular Formula (NC-S2F)
Query: Given the SMILES representation 
<SMILES> S=P1(N(CCCl)CCCl)NCCCO1 </SMILES>, what would be its molecular formula?
Response: It is <MOLFORMULA> C7H15Cl2N2OPS </MOLFORMULA> .

SMILES to IUPAC (NC-S2I)
Query: Translate the given SMILES formula of a molecule
<SMILES> CCC(C)C1CNCCCNC1 </SMILES> into its IUPAC name.
Response: <IUPAC> 3-butan-2-yl-1,5-diazocane </IUPAC>

Chemical Reaction

Forward Synthesis (FS)
Query: <SMILES> NC1=CC=C2OCOC2=C1.O=CO</SMILES>
Based on the reactants and reagents given above, suggest a possible product.
Response:A possible product can be <SMILES> O=CNC1=CC=C2OCOC2=C1 </SMILES>

Retrosynthesis (RS)
Query: Identify possible reactants that could have been used to create the specified product.  
<SMILES> CC1=CC=C(N)N=C1N </SMILES>
Response: <SMILES> CC(C#N)CCC#N.N </SMILES>

Molecule Description

Molecule Captioning (MC)
Query: Describe this molecule:
<SMILES> CCOC(=O)C1=CN=CN1[C@H](C)C1=CC=CC=C1 </SMILES>
Response: The molecule is an imidazole derivative with short-acting sedative, hypnotic, and 
general anesthetic properties. Etomidate appears to have gamma-aminobutyric acid (GABA) 
like effects, mediated through GABA-A receptor. The action enhances the inhibitory effect of 
GABA on the central nervous system by causing chloride channel opening events which leads to 
membrane hyperpolarization.

Molecule Generation (MG)
Query: Give me a molecule that satisfies the conditions outlined in the description: The 
molecule is a member of the class of tripyrroles that is a red-coloured pigment with antibiotic 
properties produced by Serratia marcescens. It has a role as an antimicrobial agent, a biological 
pigment, a bacterial metabolite, an apoptosis inducer and an antineoplastic agent. It is a 
tripyrrole, an aromatic ether and a ring assembly.
Response: Here is a potential molecule:
<SMILES> CCCCCC1=C(C)NC(/C=C2\N=C(C3=CC=CN3)C=C2OC)=C1 </SMILES> 

Property Prediction
ESOL (PP-ESOL)
Query: How soluble is <SMILES> CC(C)Cl </SMILES> ?
Response: Its log solubility is <NUMBER> -1.41 </NUMBER> mol/L.

LIPO (PP-LIPO)
Query: Predict the octanol/water distribution coefficient logD under the circumstance of pH 
7.4 for <SMILES> NC(=O)C1=CC=CC=C1O </SMILES> .
Response: <NUMBER> 1.090 </NUMBER>

BBBP (PP-BBBP)
Query: Is blood-brain barrier permeability (BBBP) a property of 
<SMILES> CCNC(=O)/C=C/C1=CC=CC(Br)=C1 </SMILES>?
Response: <BOOLEAN> Yes </BOOLEAN>

ClinTox (PP-ClinTox)
Query: Is <SMILES> COC[C@@H](NC(C)=O)C(=O)NCC1=CC=CC=C1 </SMILES> toxic?
Response: <BOOLEAN> No </BOOLEAN>

HIV (PP-HIV)
Query: Can <SMILES> CC1=CN(C2C=CCCC2O)C(=O)NC1=O </SMILES> serve as an 
inhibitor of HIV replication?
Response: <BOOLEAN> No </BOOLEAN>

SIDER (PP-SIDER)
Query:Are there any known side effects of
<SMILES> CC1=CC(C)=C(NC(=O)CN(CC(=O)O)CC(=O)O)C(C)=C1Br </SMILES>
affecting the heart? 
Response: <BOOLEAN> No </BOOLEAN>

Figure C.1: Tasks in SMolInstruct (Yu et al., 2024).

SMolInstruct (Yu et al., 2024) contains 14 molecule- and reaction-centric tasks, which, along with the
task name abbreviations and examples, are illustrated in Figure C.1.

We evaluate the models on 50 randomly selected samples from the test set for each task. For reference,
in the following detailed results, we also include the SoTA non-LLM models used in Yu et al. (2024), and
LlaSMol4, which is a Mistral model (Jiang et al., 2023) fine-tuned on SMolInstruct. For SoTA non-LLM
models and LlaSMol, we adopt their own formats of input and output. For other models, we prompt

4osunlp/LlaSMol-Mistral-7B.
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them to think step by step, i.e., using chain-of-thought (CoT) (Wei et al., 2022; Wang et al., 2022), and
wrap their final answers with “<ANSWER>” and “</ANSWER>” to facilitate answer extraction. The
evaluation metrics are adopted from Yu et al. (2024).

C.1.2 Detailed Results

Model

NC PP

I2F I2S S2F S2I ESOL Lipo BBBP Clintox HIV SIDER

EM EM Valid EM EM RMSE↓ RMSE↓ Acc Acc Acc Acc

SoTA non-LLM models 96.0 68.0 100.0 100.0 54.0 0.808 0.527 88.0 90.0 94.0 70.0
GPT-4o 12.0 0.0 66.0 8.0 0.0 1.315 1.264 70.0 36.0 86.0 44.0
Claude-3.5-Sonnet 4.0 10.0 70.0 4.0 2.0 1.443 1.267 78.0 50.0 88.0 62.0
LlaSMol 92.0 60.0 96.0 96.0 34.0 1.062 1.164 82.0 98.0 94.0 74.0

ChemCrow (GPT) 18.0 10.0 18.0 88.0 2.0 4.376 2.061 46.0 62.0 74.0 36.0
ChemCrow (Claude) 16.0 14.0 18.0 42.0 2.0 2.025 1.179 60.0 34.0 92.0 32.0

ChemAgent (GPT) 100.0 64.0 100.0 100.0 70.0 0.812 0.529 90.0 82.0 94.0 70.0
ChemAgent (Claude) 100.0 68.0 100.0 100.0 70.0 1.131 0.531 90.0 58.0 92.0 68.0

Table C.1: The results on SMolInstruct for name conversion and property prediction tasks. All the metrics except
RMSE are in percentage.

Model
MC MG FS RS

METEOR EM FTS Valid EM FTS Valid EM FTS Valid

SoTA non-LLM models 0.539 32.0 75.7 96.0 78.0 91.7 100.0 42.0 80.5 100.0
GPT-4o 0.152 10.0 57.5 84.0 12.0 46.3 84.0 0.0 36.0 84.0
Claude-3.5-Sonnet 0.211 12.0 67.5 90.0 22.0 60.9 98.0 0.0 45.7 90.0
LlaSMol 0.426 22.0 67.0 98.0 56.0 83.4 100.0 26.0 70.3 100.0

ChemCrow (GPT) 0.195 34.0 79.9 68.0 72.0 92.5 92.0 8.0 49.0 74.0
ChemCrow (Claude) 0.255 40.0 81.0 86.0 70.0 90.5 92.0 22.0 0.0 90.0

ChemAgent (GPT) 0.510 28.0 76.8 90.0 78.0 92.1 98.0 42.0 78.0 98.0
ChemAgent (Claude) 0.443 44.0 83.5 100.0 80.0 92.2 100.0 42.0 78.6 100.0

Table C.2: The results on SMolInstruct for the MC, MG, FS, and RS tasks. All the metrics except METEOR score
are in percentage.

The detailed results on SMolInstruct are presented in Table C.1 and Table C.2. We can see that: (1)
The SoTA LLMs, GPT-4o and Claude-3.5-Sonnet, demonstrate relatively low performance across all
evaluated tasks, which underscores the persistent challenges faced by general-purpose LLMs in specialized
chemistry domains, particularly in handling molecular representations such as SMILES and executing
specialized chemical operations. (2) On all tasks, ChemAgent achieves the best performance or close,
confirming the benefits of specialized tools for the SMolInstruct tasks. (3) While Claude-3.5-Sonnet
generally outperforms GPT-4o, their performance as ChemAgent backbones is comparable. This parity
can be attributed to the nature of the SMolInstruct tasks, which primarily require effective tool utilization
rather than extensive knowledge or complex reasoning abilities inherent to the LLMs themselves. Both
LLMs demonstrate proficiency as “tool users,” effectively leveraging the provided resources to address
the given tasks.

C.1.3 Potential Data Leakage via Tools

To ensure a fair evaluation on SmolInstruct (Yu et al., 2024), we account for potential data leakage in our
experiments.

For tools based on our self-trained models, we mitigated data leakage by training exclusively on samples
from the SmolInstruct training set. This applies to MoleculeCaptioner, MoleculeGenerator, SolubilityPre-
dictor, LogDPredictor, BBBPPredictor, ToxicityPredictor, HIVInhibitorPredictor, and SideEffectPredictor.
Since test examples were excluded from the training set, these tools cannot leak test data.
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For ForwardSynthesis and Retrosynthesis, which rely on IBM’s APIs, determining the original training
data of their backend models (Molecular Transformer (Schwaller et al., 2019)) is challenging, making
potential data leakage uncertain. However, the SmolInstruct paper retrained Molecular Transformer on
the training set and reported test set performance consistent with ChemAgent ’s results. This suggests that
if data leakage exists, it is minimal; otherwise, ChemAgent ’s performance would significantly surpass the
SmolInstruct benchmarks.

C.2 MMLU-Chemistry

C.2.1 Dataset and Evaluation Setups

To effectively and efficiently evaluate the models, we build MMLU-Chemistry, a subset of 70 chemistry
question samples derived from the widely-used MMLU dataset (Hendrycks et al., 2021). Specifically, to
increase the difficulty and differentiation of the questions, while avoiding erroneous samples presented
in the original MMLU, we select samples that appear in both MMLU-Pro (Wang et al., 2024b) and
MMLU-Redux (Gema et al., 2024). These two datasets are verified versions of MMLU, and MMLU-Pro
has extended the answer options from 4 to 10 to introduce more challenges. When the gold standard
answers from both sources match, we utilize the 10 options from MMLU-Pro. In cases of discrepancies,
we manually review and correct any potential issues. To reduce the cost of evaluation, we eliminated
samples where all models performed correctly in our preliminary experiments. This results in a final set
of 70 questions, divided evenly between 35 high school-level and 35 college-level questions.

In our evaluation, all the models are prompted to generate a CoT solution and close the solution with
“the answer is ...” to facilitate answer extraction. To mitigate randomness, we run each sample three times
and report the average accuracy.

In addition, to understand the influence of in-context examples, in the following detailed results, we also
introduce a 5-shot setting in comparison with 0-shot for the base LLMs and ChemAgent. The questions
of the in-context examples are originally from MMLU’s and MMLU-Pro’s development set, and we
manually construct CoT solutions for the base LLMs and tool-using step-wise solutions for ChemAgent.
The order of the examples is randomized for each test sample.

C.2.2 Detailed Results

Model High school College Overall

GPT-4o (0-shot) 88.6 72.4 80.5
GPT-4o (5-shot) 85.7 72.4 79.0
Claude-3.5-Sonnet (0-shot) 83.8 69.5 76.7
Claude-3.5-Sonnet (5-shot) 83.8 73.3 78.6

ChemCrow (GPT, 0-shot) 47.6 39.0 43.3
ChemCrow (Claude, 0-shot) 69.5 67.6 68.6

ChemAgent (GPT, 0-shot) 81.9 60.0 71.0
ChemAgent (GPT, 5-shot) 87.6 63.8 75.7
ChemAgent (Claude, 0-shot) 73.3 66.7 70.0
ChemAgent (Claude, 5-shot) 86.7 79.0 82.9

Table C.3: Accuracies (%) on MMLU-Chemistry, averaged over three runs.

The results are presented in Table C.3. (1) While ChemAgent achieves the highest overall performance
in one specific configuration (Claude, 5-shot), it demonstrates inferior performance compared to the base
LLMs in all other configurations. This trend persists across both high school and college questions and
is also observed with ChemCrow, suggesting a consistent pattern rather than an isolated occurrence. (2)
Comparing 0-shot and 5-shot performance, the addition of examples (5-shot) yields minimal improvement
for base LLMs but results in significant enhancement for ChemAgent. This disparity may be attributed to
the extensive pre-training of base LLMs on general chemistry questions, potentially rendering additional
examples redundant for task comprehension. Conversely, for ChemAgent, the step-wise demonstration
examples appear to effectively guide the LLMs in reasoning and tool utilization and potentially reduce the
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cognitive overload for LLMs, thereby optimizing the problem-solving process. This finding suggests that
incorporating examples can be a valuable strategy for enhancing the performance.

C.3 GPQA-Chemistry

We use GPQA-Chemistry, the 93 chemistry multi-choice questions from the expert-verified GPQA-
Diamond subset of the GPQA dataset (Rein et al., 2023) to evaluate models’ abilities in high-level
chemistry knowledge and complex reasoning. All the evaluated models are prompted to generate CoT
solutions and close their output with “the answer is ...” to facilitate answer extraction. We report the
average accuracy across 3 runs. The results are presented in Table 3.

D Error Cases

This section presents a specific case of each error. For reasoning errors, the cases are shown in Ap-
pendix D.1, Appendix D.2, Appendix D.3, and Appendix D.4. For grounding errors, the case is presented
in Appendix D.5. For tool errors, the cases are presented in Appendix D.6 and Appendix D.7.

D.1 Reasoning: Wrong Knowledge/Logic and Incomplete Reasoning

Explanation
This is an example of two reasoning errors: wrong knowledge/logic and incomplete reasoning. The question is from MMLU-

Chemistry, and ChemAgent answers it by firstly calculating the amount of the reactants in moles with the PythonREPL tool and

then analyzing it based on its internal knowledge. The calculation with PythonREPL is correct, but the highlighted conclusion is

incorrect. While the agent concludes that the limiting reactant is bromine, the rubidium is actually the limiting reactant in this

case. Additionally, the model does not verify whether the amounts of the remaining reactants and the product are larger than 0.10

mg, showcasing an incomplete reasoning.

Question
If 1.0 g of rubidium and 1.0 g of bromine are reacted, what will be left in measurable amounts (more than 0.10 mg) in the

reaction vessel?

(A) RbBr only (B) RbBr, Rb, Br2, and Rb2Br (C) RbBr and Rb2Br only

(D) RbBr, Rb, and Br2 (E) Rb and Br2 only (F) Br2 only

(G) RbBr and Rb only [predicted] (H) Rb only

(I) Nothing will be left in measurable amounts (J) RbBr and Br2 only [Correct]

Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

To determine what substances will be left in measurable amounts, I need to conduct a stoichiometric calculation based on
the reaction between rubidium (Rb) and bromine (Br2) to form rubidium bromide (RbBr). First, I’ll calculate the moles of
rubidium and bromine to verify which one is the limiting reagent. Then I will determine whether any excess reactant is left
after the reaction. Given:
• Atomic weight of Rubidium (Rb) = 85.47 g/mol
• Molecular weight of Bromine (Br2) = 159.808 g/mol (since Br = 79.904 g/mol)

Let’s start by calculating the moles of rubidium and Bromine.

Action

Tool: PythonREPL
Tool input:

1 rubidium_molar_mass = 85.47 # g/mol for Rubidium (Rb)
2 bromine_molar_mass = 159.808 # g/mol for Bromine (Br2)
3 # Calculate moles
4 rubidium_moles = 1.0 / rubidium_molar_mass
5 bromine_moles = 1.0 / bromine_molar_mass
6 rubidium_moles , bromine_moles

Observation
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Tool output: (0.0117000117000117, 0.006257509010812976)

Step 2

Thought

The moles of rubidium are approximately 0.0117 mol, and the moles of bromine are approximately 0.0063 mol. The
reaction between rubidium and bromine to form rubidium bromide (RbBr) is as follows: 2Rb + Br2 → 2RbBr
From the stoichiometry of the reaction, 2 moles of rubidium react with 1 mole of bromine. Therefore, bromine is the
limiting reagent since 0.0117 moles of rubidium would require 0.00585 moles of bromine (less than 0.0063 moles provided).
Since bromine is the limiting reagent, it will be completely consumed, while excess rubidium will remain.
Now I can determine what substances will be present in measurable amounts (> 0.10 mg) based on the stoichiometric
calculation:
1. Bromine will be fully consumed.
2. Rubidium bromide (RbBr) will be formed.
3. Excess rubidium will remain unreacted.
Therefore, RbBr and excess Rb will be present in measurable amounts.

Answer

The answer is (G) RbBr and Rb only.

D.2 Reasoning: Wrong Final Answer
Explanation
This is an example of a reasoning error: wrong final answer. The question is from MMLU-Chemistry, and the agent answers it

with the LLM’s internal knowledge and no tool. Although it clearly rules out option (B) as highlighted in its analysis, it still

selects (B) as the final answer, which is wrong.

Question
Which of the following is a true statement about optical isomerism of complexes containing achiral ligands?

(A) Square planar complexes can display optical isomerism only if all four ligands are identical.

(B) Tetrahedral complexes never display optical isomerism. [predicted]
(C) Linear complexes can display optical isomerism when both ligands are different.

(D) Octahedral complexes of monodentate ligands can display optical isomerism only when they have at least three different

ligands. [correct]
Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

To answer this question, we need to understand the coordination geometries and when optical isomerism can occur in
complexes. Let’s briefly consider each statement:
(A) Square planar complexes: Optical isomerism occurs when there is no plane of symmetry in the molecule. Square planar
complexes typically don’t show optical isomerism unless they’re part of a larger chiral structure or have different ligands.
(B) Tetrahedral complexes: Tetrahedral complexes can exhibit optical isomerism if they have four different ligands, forming
a chiral center analogous to asymmetric carbon in organic chemistry.
(C) Linear complexes: Linear complexes generally don’t exhibit optical isomerism, as they require stereocenters which are
not possible with only two ligands.
(D) Octahedral complexes: Octahedral complexes can show optical isomerism when they have a specific arrangement of
different ligands that break symmetry and create chirality.
The only true statement regarding optical isomerism in complexes that could contain achiral ligands is (B).

Answer

The answer is (B).

D.3 Reasoning: Information Oversight
Explanation
This is an example of a reasoning error: information oversight. The question is from MMLU-Chemistry, and the agent answers

it by using PythonREPL to calculate the result. However, the model ignores “13C” in the question, which indicates that the

frequency should be approximately 1/4 of the frequency of the NMR instrument. This oversight leads to the wrong final answer.
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Question
The 13C chemical shifts of benzene and chloroform are 128.4 ppm and 77.2 ppm respectively. What is the difference in the 13C

NMR frequencies of the two compounds on a 600 MHz spectrometer?

(A) 7.73 kHz [correct] (B) 60.3 kHz (C) 122 kHz (D) 500 kHz (E) 15.4 kHz

(F) 30.7 kHz [predicted] (G) 183.2 kHz (H) 367.2 kHz (I) 91.6 kHz (J) 244 kHz

Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

To find the difference in frequencies, we need to calculate the frequency difference corresponding to the chemical shift
difference. This can be calculated using the formula: frequency difference (in Hz) = chemical shift difference (in ppm) ×
spectrometer frequency (in MHz).
The chemical shift difference between benzene and chloroform is (128.4 ppm - 77.2 ppm), and the spectrometer frequency
is 600 MHz. Let’s calculate the frequency difference in kHz.

Action

Tool: PythonREPL
Tool input:

1 chemical_shift_difference = 128.4 - 77.2
2 spectrometer_frequency_mhz = 600
3 # Calculating the frequency difference in kHz
4 frequency_difference_khz = chemical_shift_difference *

spectrometer_frequency_mhz
5 frequency_difference_khz

Observation

Tool output: 30720.0

Step 2

Thought

The frequency difference between benzene and chloroform on a 600 MHz spectrometer is 30.72 kHz. This corresponds to
option (F) 30.7 kHz.

Answer

The answer is (F).

D.4 Reasoning: Algebra Error
Explanation
This is an example of a reasoning error: algebra error. The question is from MMLU-Chemistry, and the agent answers it by

firstly using Name2SMILES to understand the molecular structures and then calculating the ratio on its own. Everything is

correct until the highlighted algebra calculation step fails to correctly cross-multiply to solve for the ratio, leading to the wrong

final answer.

Question
The 1H spectrum of a mixture of dimethylsulphoxide (DMSO) and acetonitrile (AN) contains lines with relative intensities α

and 3α, respectively. What is the ratio of the two concentrations, [DMSO]:[AN]?

(A) 3:2 (B) 1:6 [correct] (C) 1:9 [predicted] (D) 1:1 (E) 2:3

(F) 1:3 (G) 3:1 (H) 2:1 (I) 6:1 (J) 1:2

Problem Solving Process of ChemAgent (GPT)
Step 1

Thought
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The relative intensities in the 1H NMR spectrum of the mixture of DMSO and acetonitrile are given as α and 3α,
respectively. To find the concentration ratio [DMSO]:[AN], the relative number of nuclei contributing to these intensities
must be considered. Both DMSO and acetonitrile contribute distinct numbers of protons. I will determine the number of
protons contributing to the NMR spectrum for each compound.

Action

Tool: Name2SMILES
Tool input: Dimethylsulphoxide

Observation

Tool output: CS(=O)C

Step 2

Thought

Dimethylsulphoxide (DMSO) has the SMILES representation CS(=O)C, meaning it has 6 equivalent hydrogen atoms (as
CH3 groups contribute their protons). Now, I need to find out the SMILES for acetonitrile (AN) to determine its number of
hydrogens.

Action

Tool: Name2SMILES
Tool input: Acetonitrile

Observation

Tool output: CC#N

Step 3

Thought

Acetonitrile (AN) has the SMILES representation CC#N, meaning it has 3 equivalent hydrogen atoms (from the CH3 group).
Dimethyl sulfoxide (DMSO) thus contributes 6 protons to the NMR, whereas acetonitrile (AN) contributes 3 protons. The
NMR intensity is proportional to the number of protons, thus the ratio of concentrations can be calculated considering this
proportionality.
• The intensity ratio given in the NMR spectrum is α (for DMSO) and 3α (for AN).
• Let the concentration of DMSO be [DMSO] and that of AN be [AN].
Based on proportionality:

[DMSO] × 6

[AN] × 3
=

α

3α

[DMSO]
[AN]

=
1

9
(1)

The concentration ratio of DMSO to AN is therefore 1:9.

Answer

The answer is (C) 1:9.

D.5 Grounding: Wrong Input Format
Explanation
This is an example of a grounding error: wrong input format. This question is from SMolInstruct, and the agent initially calls

the dedicated tool, SideEffectPredictor, to predict the potential side effect. However, it inputs an extra “SMILES:” (highlighted),

causing the tool to malfunction. The same issue occurs with the CanonicalizeSMILES tool.
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Question
Are there any known side effects of <SMILES>CC(C)(C)NC[C@H](O)COC1=NSN=C1N1CCOCC1.CCN[C@H]1CN(CCCOC)S(=O)

(=O)C2=C1C=C(S(N)(=O)=O)S2 </SMILES> affecting the hepatobiliary system?

Correct: No. Predicted: Yes.

Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

To determine if there are any known side effects of the given compound affecting the hepatobiliary system, I will first use
the SideEffectPredictor tool to obtain the probabilities of different side effects caused by the compound. After that, I will
specifically look for any effects related to the hepatobiliary system.

Action

Tool: SideEffectPredictor
Tool input: SMILES: CC(C)(C)NC[C@H](O)COC1=NSN=C1N1CCOCC1.CCN[C@H]1CN(CCCOC)S(=O)(=O)C2=C1C=C(S(N)
(=O)=O)S2

Observation

Tool output: Error: Invalid SMILES.

Step 2

Thought

The error indicates that the provided SMILES is invalid. I’ll canonicalize the SMILES and then re-attempt using the
SideEffectPredictor tool.

Action

Tool: CanonicalizeSMILES
Tool input: SMILES: CC(C)(C)NC[C@H](O)COC1=NSN=C1N1CCOCC1.CCN[C@H]1CN(CCCOC)S(=O)(=O)C2=C1C=C(S(N)
(=O)=O)S2

Observation

Tool output: Error: Invalid SMILES.

Step 2

Thought

Since there’s an issue with the SMILES provided and attempts to canonicalize it failed, I’ll use the AiExpert tool to get an
analysis regarding the potential side effects based on the description of the molecule.

Action

Tool: AiExpert
Tool input: Are there any known side effects affecting the hepatobiliary system for a compound with both isothiazolone and
sulfonamide-like structures?

Observation

Tool output: Compounds that contain isothiazolone and sulfonamide-like structures can be complex in nature ... (omit the
long analysis)
Given the potential for systemic toxicity, especially with ongoing exposure, caution is warranted, and hepatobiliary
monitoring should be part of safety assessments for such a compound. Always consult and follow established guidelines
and protocols for safety evaluation during drug development or chemical utilization phases.
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Step 3

Thought

The AiExpert tool suggests there could be potential hepatobiliary side effects for compounds containing isothiazolone and
sulfonamide-like structures due to possible hepatotoxicity, liver enzyme changes, or hypersensitivity reactions involving the
liver. Therefore, there’s a likelihood of such effects occurring in the given compound.

Answer

Yes.

D.6 Tool: Wrong Tool Output
Explanation
This example shows the tool: wrong tool output error. The question is from MMLU-Chemistry, and the agent answers it by

searching the internet with the WebSearch tool. The tool provides an incorrect result (highlighted), which leads to the wrong

final answer.

Question
Of the following atoms, which has the lowest electron affinity?

(A) F (B) Si [predicted] (C) O (D) Ca [gold]
Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

Electron affinity generally increases across a period and decreases down a group in the periodic table. Considering this
trend, I need to examine the electron affinities of the given atoms: F, Si, O, and Ca. I will search for electron affinities to
accurately determine which atom has the lowest value.

Action

Tool: WebSearch
Tool input: Which atom has the lowest electron affinity among F, Si, O, and Ca?

Observation

Tool output: The atom with the lowest electron affinity among F, Si, O, and Ca is Silicon (Si). It has an electron affinity
value of 134.06 kJ/mol, which is lower compared to the other atoms mentioned.

Step 2

Thought

Based on the electron affinity values obtained, Silicon (Si) has the lowest electron affinity among the listed options.

Answer

The answer is (B) Si.

D.7 Tool: Inconsistent Tool Outputs
Explanation
This is an example of a tool error: inconsistent tool outputs. The question is from SMolInstruct, and the agent answers it by

predicting the answer with ToxicityPredictor and verifying the answer with PubchemSearchQA. However, the two tools give

different answers and the agent chooses to believe the latter, which leads to the wrong final answer.

Question
Is <SMILES>C[C@H](/C=C/[C@H](C)C(C)(C)O[C@H]1CC[C@H]2/C(=C/C=C3C[C@@H](O)C[C@H](O)C3)CCC[C@]12C

</SMILES> classified as a hazardous substance with documented toxicity?

Correct: No. Predicted: Yes.

7653



Problem Solving Process of ChemAgent (GPT)
Step 1

Thought

To determine if the given SMILES represents a hazardous substance with documented toxicity, I should first predict its
toxicity profile using the ToxicityPredictor tool.

Action

Tool: ToxicityPredictor
Tool input: C[C@H](/C=C/[C@H](C)C(C)(C)O)[C@H]1CC[C@H]2/C(=C/C=C3C[C@@H](O) C[C@H](O)C3)CCC[C@]12C

Observation

Tool output: The probability of the compound to be toxic is 7.85%, which means it’s unlikely to happen. Note that the
result is predicted by a neural network model and may not be accurate. You may use other tools or resources to obtain more
reliable results if needed.

Step 2

Thought

The ToxicityPredictor tool suggests that the probability of this compound being toxic is relatively low (7.85%), indicating
it is unlikely to be classified as a hazardous substance based on this prediction alone. However, considering the neural
network model’s limitations, it would be prudent to verify this against more authoritative data sources like PubChem for
documented toxicity.

Action

Tool: PubchemSearchQA
Tool input: SMILES: C[C@H](/C=C/[C@H](C)C(C)(C)O)[C@H]1CC[C@H]2/C(=C/C=C3C[C@@H](O)C[C@H](O)C3)CCC
[C@]12C
Question: Is this compound classified as a hazardous substance with documented toxicity?

Observation

Tool output: Yes, paricalcitol is classified as a hazardous substance with documented toxicity. It has several GHS hazard
classifications, including being fatal if swallowed (H300) and toxic if swallowed or in contact with skin (H301+H311).
Additionally, it is suspected of causing cancer (H351) and may cause harm to breast-fed children (H362). Paricalcitol has
acute toxicity both orally and dermally, and is recognized for causing damage to organs through prolonged or repeated
exposure (H372).
Furthermore, toxicological information indicates potential drug-induced liver injury (ambiguous concern), and toxicity
symptoms such as hypercalcemia can be severe. It also shows potential for interactions that could exacerbate its toxic
effects. These factors collectively contribute to its classification as a hazardous substance with significant documented
toxicity.

Step 3

Thought

Based on the information obtained from PubChem, the compound represented by the given SMILES, identified as
paricalcitol, is indeed classified as a hazardous substance with documented toxicity. It has several GHS hazard classifications
and potential health risks.

Answer

Yes.
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E Tool Usage Analysis
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Figure E.2: The statistics of tool usage by ChemAgent (GPT). The cell values represent the ratios of number of
samples where the corresponding tools are used out of the total number of samples, and the number “0” indicates
the value is 0 (the tool is not used).

To examine the tool usage by the agent, we perform a statistical analysis of the tools used on both
SMolInstruct and MMLU-Chemistry, as depicted in Figure E.2.

On SMolInstruct, the agent predominantly invokes the tools designed for the tasks. For instance, in
the NC-I2F task, the agent commonly utilizes IUPAC2SMILES and SMILES2Formula to facilitate the
conversion from IUPAC names to molecular formulas, with these tools often achieving values near 1.0.
The molecular captioning (MC) and molecular generation (MG) tasks are notable exceptions. Since they
are more open-ended, the agent opts for a variety of tools.

Conversely, on MMLU-Chemistry, the agent typically resorts to general-purpose tools (e.g., Python-
REPL for calculations, WebSearch for knowledge gathering), due to the nature of the questions and the
absence of task-specific tools.
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