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Abstract

The rapid evolution of Large Language Mod-
els (LLMs) presents a promising solution to
the global shortage of mental health profes-
sionals. However, their alignment with es-
sential counseling competencies remains un-
derexplored. We introduce CounselingBench,
a novel NCMHCE-based benchmark evaluat-
ing 22 general-purpose and medical-finetuned
LLMs across five key competencies. While
frontier models surpass minimum aptitude
thresholds, they fall short of expert-level per-
formance, excelling in Intake, Assessment
& Diagnosis but struggling with Core Coun-
seling Attributes and Professional Practice
& Ethics.  Surprisingly, medical LLMs do
not outperform generalist models in accuracy,
though they provide slightly better justifica-
tions while making more context-related er-
rors. These findings highlight the challenges
of developing Al for mental health counsel-
ing, particularly in competencies requiring
empathy and nuanced reasoning. Our re-
sults underscore the need for specialized, fine-
tuned models aligned with core mental health
counseling competencies and supported by
human oversight before real-world deploy-
ment. Code and data associated with this
manuscript can be found at: https://github.
com/cuongnguyenx/CounselingBench

1 Introduction

Despite the critical importance of mental healthcare
for individual and societal well-being, a significant
global accessibility crisis continues to exist. Even
in highly developed nations like the United States,
access to adequate mental health services remains
alarmingly insufficient. Current estimates indicate
that more than half of the U.S. population resides
in designated Mental Health Professional Short-
age Areas (MHPSASs), regions where the number
of mental health professionals falls short of meet-
ing the population’s needs (Heisler and Bagalman,

2013). This shortage poses a major public health
challenge (Heisler and Bagalman, 2013), as it hin-
ders timely intervention, contributes to untreated
mental health conditions, and exacerbates dispari-
ties in care.

Language forms the foundation of mental health-
care, underpinning all interactions and interven-
tions between patients and care providers. Recent
advances in Large Language Models (LLMs) offer
significant potential to alleviate the aforementioned
global shortage in mental healthcare, attributed to
their state-of-the-art performance in diverse nat-
ural language understanding tasks without addi-
tional fine-tuning. In fact, numerous research and
commercial efforts have been directed at building
LLM-based therapists and counselors to meet peo-
ple’s mental health needs (Lai et al., 2023). In-
creasing numbers of people are also appropriat-
ing general-purpose LLMs to find support and ad-
vice that may not be available through conventional
means (De Choudhury et al., 2023).

However, mental health is a fundamentally “hu-
man” experience, and addressing its challenges
requires a nuanced blend of empathy, cultural sen-
sitivity, and clinical expertise. Effective mental
health care necessitates a range of competencies
that are sensitive to the myriad and often com-
plex manifestations of individuals’ mental health
journeys (Clasen et al., 2003). These competen-
cies include conducting thorough psychological
assessments, which involve interpreting both ver-
bal and non-verbal cues, understanding patients’
unique life contexts, and identifying subtle signs
of distress or underlying conditions (Hoge et al.,
2005). Additionally, clinicians must develop per-
sonalized treatment plans that account for each
patient’s background, personal history, and present-
ing symptoms (Banikiotes, 1977). This process is
not merely about applying standard diagnostic cri-
teria; it involves setting treatment goals, choosing
interventions that align with patients’ values, and
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Competency Definition

Example Question #

Counseling Skills & In- Counselors’ knowledge, skills, Q: How would you approach the client’s expressed fears con- 599

terventions (CS&I)
counseling.

and abilities to conduct effective cerning drinking?
A: Your ethical responsibility is to advocate for this as an ad-

vancement of client care.

Intake, Assessment, & Counselors’ knowledge, skills, Q: Which assessment tool would you use to conduct a compre- 460

Diagnosis (IA&D)

and abilities to effectively con- hensive evaluation of the client’s current cognitive and emotional

duct client intake, assessment, functioning?

and diagnosis.

A: Beck Depression Inventory (BDI)

Professional Practice Counselors’ knowledge, skills, Q: Of the following, which is an ethically appropriate action to 274

& Ethics (PP&E)

and abilities related to maintain- take to address the issue associated with your treatment facility’s

ing proper administrative and closing in six months?

clinical protocols.

A: You express your advocacy for affordable treatment by writ-

ing an editorial for the newspaper.

Treatment Planning Counselors’ knowledge, skills, Q: You feel this client would benefit from additional professional 253

(TP)
tive course of treatment.

and abilities to develop an effec- help. To whom would you refer the client for help with her
depression and sleep issues?

A: Psychiatrist

Core Counseling At- Behaviors, traits, and disposi- Q: You do not share the same religious views as the client. 23

tributes (CCA) tions of effective counselors.

Which of the following would be the most helpful approach

when considering the impact of your own beliefs in counseling?
A: You continuously assess how your beliefs may affect the
counseling process

Table 1: Description of key counseling competencies identified by the NBCC, along with example questions for

each competency in CounselingBench

suggesting strategies based on patients’ ongoing
responses to treatment.

Furthermore, mental illnesses exhibit significant
clinical heterogeneity (Wardenaar and de Jonge,
2013) — not only are the conditions themselves di-
verse, encompassing everything from mood and
anxiety disorders to complex cases of psychosis or
personality disorders, but the symptoms and lived
experiences manifest in deeply subjective ways.
Effective mental healthcare, therefore, demands a
flexible, patient-centered approach that can accom-
modate this diversity (Zangeneh and Al-Krenawi,
2019). This raises critical questions about whether
LLM:s, despite their impressive capabilities in natu-
ral language understanding, can truly replicate the
intricate, human-centered nature of mental health
counseling. In this paper, we therefore seek to ex-
plore whether LLMs are equipped to demonstrate
these core mental health counseling competencies.

We present CounselingBench, a new benchmark
designed to evaluate LLM performance in the con-
text of key mental health counseling competen-
cies. CounselingBench is based on the National
Clinical Mental Health Counseling Examination
(NCMHCE), a U.S. licensing exam for mental
health counselors that assesses five core competen-
cies identified by a broad survey of professionals in
the field. Through CounselingBench, we systemati-
cally assess how well LLMs can process and apply
domain-specific knowledge from case studies to

address questions that evaluate these key compe-
tencies. Our research aims to address the following
questions:

RQ1: Are large language models capable of suc-
cessfully passing the NCMHCE?

RQ2: How accurately can large language models
respond to NCMHCE questions covering various
mental health counseling competencies?

RQ3 How effectively can LLMs generate ratio-
nales for their answers to these competency ques-
tions?

Our contributions are as follows:

e We provide a novel benchmark, Counseling-
Bench, designed to assess LLM capabilities across
key mental health counseling competencies. This
benchmark is based on the National Clinical Men-
tal Health Counseling Examination (NCMHCE),
ensuring its relevance and alignment with profes-
sional standards in the field.

e We conduct a comprehensive evaluation of
various LLMs, including both general-purpose
and medical-specialized models, using Counsel-
ingBench. This evaluation provides insights into
the current capabilities and limitations of LLMs in
mental health counseling tasks.

e We analyze the performance of LLMs
across different competencies, identifying areas of
strength and weakness. This analysis can guide fu-
ture fine-tuning efforts for LLMs and development
of LLM-enabled tools for mental health applica-
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tions.

e We examine the reasoning capabilities of
LLMs in formulating responses to mental health
counseling questions, shedding light on their ability
to synthesize contextual information and domain-
specific knowledge to explain their decisions in
high-stakes counseling scenarios .

e We compare the performance of medical LLMs
with general-purpose LLMs, highlighting specific
shortcomings in the current medical models regard-
ing mental health counseling competencies and
identifying areas for potential improvement.

2 Related Works
2.1 LLMs for Mental Health

Online psychological counseling has experienced
significant growth, especially in the wake of the
COVID-19 pandemic (Yurayat and Tuklang, 2023).
This increased demand has spurred research into
the application of large language models (LLMs)
for various mental health services (Stade et al.,
2024; Lawrence et al., 2024). However, mental
healthcare is inherently complex, as it involves nu-
anced aspects of empathy, emotional intelligence,
and context-specific interaction (Fried and Robin-
augh, 2020). This complexity is compounded by
the diversity of evaluation methods—ranging from
analyses of annotated social media posts (Lamich-
hane, 2023) to assessments based on clinical vi-
gnettes (Inbar Levkovich, 2023)—which makes
cross-study comparisons challenging.

Recent research increasingly focuses on tailoring
LLMs towards specific therapeutic interventions.
For example, the Chain-of-interaction framework
(Han et al., 2024) leverages dyadic contexts to en-
rich LLM understanding of psychiatric behaviors.
This approach is designed to capture the iterative,
interactive nature of counselor-client exchanges
and potentially enhance the empathy and engage-
ment critical to effective motivational interviewing.
In parallel, efforts in Cognitive Behavior Therapy
(CBT) have also emerged. CBT-BENCH (Zhang
et al., 2024) provides a structured evaluation of
LLM capabilities in assisting CBT sessions, build-
ing upon previous work such (Chen et al., 2023b)
which investigates the detection of cognitive distor-
tions through diagnostic thought prompting. These
advances demonstrate the growing trend of adapt-
ing LLMs to domain-specific therapeutic tasks,
highlighting both their potential and the need for
standardized, clinically grounded evaluation frame-
works across multiple mental health intervention

techniques and competencies.

Despite the promise shown by these specialized
approaches, existing evaluation metrics often only
moderately correlate with human clinical judgment,
even though LL.Ms generally offer better explain-
ability than traditional supervised models (Yang
et al., 2024). In contrast, our work introduces
the first large-scale, mental health-specific evalua-
tion benchmark that aligns with the competencies
required of aspiring licensed mental health coun-
selors, thereby aiming to bridge the gap between
automated assessment and clinical practice.

2.2 Competency Evaluation of LLLMs

The rapid evolution of LLMs has led to an extensive
body of work evaluating their performance across
a broad spectrum of tasks. General benchmarks
have focused on natural language understanding,
mathematical reasoning, coding, and even social
science knowledge (Hendrycks et al., 2020). For in-
stance, some benchmarks assess LLM performance
on graduate-level academic information (Rein et al.,
2023), while others test mathematical reasoning
abilities using grade-school problems (Cobbe et al.,
2021) or natural science word problems from the
ARC dataset (Hu et al., 2024).

In addition to these general assessments, sev-
eral domain-specific benchmarks have been devel-
oped. The MedQA benchmark (Jin et al., 2021)
evaluates LLMs’ ability to process and respond to
medical literature based on exam-style questions,
and LegalBench (Neel Guha, 2023) assesses legal
reasoning skills. Building on this paradigm, our
work extends the evaluation landscape by propos-
ing the first comprehensive benchmark for assess-
ing LLM proficiency in mental health counseling.
This benchmark is designed not only to measure
technical performance but also to capture the clin-
ical and empathetic subtleties essential for real-
world mental health practice, paving the way for
more human-centered and clinically valid applica-
tions of LLM technology.

3 Curating CounselingBench

We collected the case study details (including pa-
tient demographic, mental status examination, pre-
senting problem, etc.), questions, their associated
answers and expert-generated rationale from Na-
tional Clinical Mental Health Counseling Exam-
ination (NCMHCE) questions. The exam seeks
to assess the proficiency of individuals seeking to
become licensed clinical mental health counselors
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across five key mental health counseling compe-
tencies as detailed in Table 1. These competencies
are derived from a national job analysis involving
over 16,000 credentialed counselors, which identi-
fied empirically-validated work behaviors that are
considered most relevant for effective counseling
practice (NBCC, 2023). NCMHCE questions and
associate details listed above are collected from
mock exams which are accessible online for public
usage. Details about the sources that we collected
data from are described in Appendix Table A1l

Overall, we collected a total of 1612 unique ques-
tions across 138 case studies that constitutes Coun-
selingBench. CounselingBench contains cases
whose subject exhibit diverse ethnic and cultural
background in addition to presentation of mental
health conditions. For instance, there exists consid-
erable number of case studies whose patients are
from ethnic minority backgrounds such as Black
(20 case studies, 241 questions), Hispanic (13 case
studies, 151 questions), Multiracial (4 case studies,
48 questions), Asian (4 case studies, 46 questions),
Native American (2 case studies, 24 questions). In
addition, there also exist several case studies in
CounselingBench where the patient was not born
in the United States where cultural competency is
essential to correctly answer associated questions.
CounselingBench also examines diverse mental
health condition, with 51 unique conditions found
among questions. Many such conditions have low
prevalence in the real world, such as cyclothymic
disorder (0.5-1% of adults, 13 questons) or reactive
attachment disorder of childhood (1% of children,
13 questions). Table A2 provides the full distribu-
tion of mental health conditions within Counseling-
Bench

A full example question, along with the case
study context, can be found in Appendix Table A3.
To comply with fair use law, we adapt the proce-
dure used in Jin et al. 2020 (Jin et al., 2021) and
shuffle the order of answer options (while keeping
track with the correct answer). Given that each of
the questions are designed to uniquely assess can-
didates’ abilities in one specific competency, we
manually annotate all 1612 questions to provide
a complete expert-derived question-competency
mapping for downstream analysis. Two annota-
tors, both of whom are collaborators on the paper
and are medical doctors specializing in psychia-
try, independently annotate all questions for one of
five competencies as specified in Table 1. For each
question, they were instructed to carefully read

through the case study details, question statement
and candidate answers in its entirety and then se-
lect the counseling competency that best described
the competency which the question aims to test
based on the NCMHCE Content Outline (NBCC,
2023). This yielded 845 questions where the 2 an-
notators were in agreement about the competency
annotation and 767 questions where they were in
disagreement. For questions where the 2 annota-
tors’ labels disagreed, we invited a third annotator
who is a experienced licensed mental health coun-
selor (LMHC) based in the U.S. to provide the
tiebreaking vote. The number of questions deter-
mined by experts annotators to reflect each of the
five core mental health-related competencies can
be found in Table 1

4 Methodology
4.1 Model Selection

Our study encompasses 13 open-source medical
models, selected for their outstanding performance
across various biomedical NLP tasks. These mod-
els represent seven distinct finetuning architec-
tures: BioMedGPT (Zhang et al., 2023), Ascle-
pius (Kweon et al., 2023), Meditron (Chen et al.,
2023a), MentalLlama (Yang et al., 2024), Clinical-
Camel (Toma et al., 2023), Med42 (Christophe
et al., 2024), and OpenBioLLM (Pal and Sankara-
subbu, 2024). To provide a comprehensive analy-
sis, we also include the corresponding un-finetuned
base models, henceforth referred to as generalist
models, of the aforementioned medical models,
adding 10 more models to our study. Both sets
of medical models and their generalist counterparts
were chosen to represent a wide range of model
sizes. Finally, for benchmarking against state-
of-the-art proprietary systems, we include gpt-4o-
2024-08-06 in our comparison (Bubeck et al., 2023;
Achiam et al., 2023) due to its top performance on
LLM leaderboards such as Chatbot Arena (Chiang
et al., 2024). Detailed information regarding model
parameters and training data sources can be found
in Appendix Table A4.

4.2 Inference

We formally define a question in the Counseling-
Bench dataset as Q = (C, Acand, Acorr), Where C
is the context (including question text and patient
demographics), A..nq are candidate answers, and
Avcorr is the correct answer. Q" is an abridged ver-
sion of @ without A.,,-. To elicit answers from
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a large language model M given Q, we use the
following prompting strategies:

e Zero-shot (ZS): M answers Q" without task-
specific training, using the prompt template in
Appendix Table AS.

o Few-shot (FS): M answers Q" after seeing
demonstrative questions Qj, ..., @, (Brown,
2020), using the prompt template in Appendix
Table A6. We use n = 3 random demonstra-
tive examples.

* Chain-of-thought (CoT): We augment each
few-shot example with a step-by-step explana-
tion R towards the correct answer. The input
includes (Qy, ..., Qn), (R1, ..., Ry) and Q,
using the prompt template in Appendix Table
A7. We use the intermediary reasoning chains
for comparison in RQ3.

We also test self-consistency (SC) decoding
(Wang et al., 2022) on all prompting strategies.
While originally applied to CoT prompting, we
extend SC to zero-shot and few-shot prompting
by performing 5 samplings each at temperature t
€ [0.2,0.4,0.6,0.8, 1] and taking the majority la-
bel across all 25 samplings.

5 RQ 1: Can LLMs pass the NCMHCE
5.1 Method

To assess LLMs’ performance on Counseling-
Bench, we calculate overall accuracy on all 1612
questions. Given varying real-world NCMHCE
passing scores, we use an average threshold of 63%
accuracy based on previous reported NCMHCE
passing scores. To compare medical and general-
ist models, we employ paired t-tests between each
medical model and its unfinetuned generalist coun-
terpart.

5.2 Results

Table 2 shows the overall performance on the Coun-
selingBench for all models tested across different
prompting and decoding settings.

5.3 Zero-shot LLMs can pass the NCMHCE

We found that frontier LLMs (in September 2024)
with zero-shot prompting are able to perform on
NCMHCE at a level which exceeds the pass thresh-
old of 63% accuracy as defined above. These pass-
ing models are primarily larger in size (5 out of 6
models have more than 70B parameters) and are all

7S + FS+ FS +
Model 7S SC FS SC COT
Generalist Models
Llama-2-7B 408 .357 .326 .37 .335
Llama-2-7B-in 432 444 451 461 412
Llama-3-8B-in .622 .646 .643 .654 .595
Llama-2-13B 45 437 423 464 .406
Llama-2-13B-in 526 .525 .529 .543 493
Llama-2-70B 596 575 59 .644 241
Llama-2-70B-in .616 .616 .631 .644 .431
Llama-3-70B-in 717 731 734 (739 .71
Medical Models
Meditron-7B 258 293 244 318 .066
Asclepius-7B 28 .307 .233 294 279

BioMedGPT-LM-7B .409 .381 .386 .432 .105
Asclepius-Llama3-8B .339 .359 .363 .386 .269
OpenBioLLM-8B .565 .585 .583 .607 .533
Llama3-Med42-8B  .639 .638 .643 .654 .572
Asclepius-13B 338 381 .32 .38 .257
MentalLLaMA-13B-in .452 461 .485 .488 .373
ClinicalCamel-70B  .619 .679 .657 .698 .398
Med42-70B .68 .679 .57 .687 .635
Meditron-70B .557 551 .587 .633 315
Llama3-Med42-70B .688 .696 .704 .705 .623
OpenBioLLM-70B  .698 .725 .716 .734 .686
Proprietary Models

gptdo 718 765 723 748 .767

Table 2: Accuracy of tested LLMs on CounselingBench
across different prompting and decoding settings

instruction-tuned (whether on a general instruction
fine-tuning dataset or one specific to the biomedical
domain). Not surprisingly, gpt4o is the best per-
forming model among all the tested models, achiev-
ing a zero-shot accuracy of 0.78. However, it is also
notable that the best open-source model (Llama3-
70B-it) only performed slightly worse (8.8% re-
duction in zero-shot accuracy) than gptdo, despite
being significantly smaller in parameter size. We
also note that while there is a large gap in perfor-
mance between the smallest and largest version of
instruction-tuned Llama?2 (0.432 vs 0.616, 42.6%
gain), that gap has substantially decreased between
Llama3-8B-it and Llama3-70B-it (0.622 vs 0.717,
15.3% gain). This suggests significant improve-
ments in Llama3’s model architecture and data
curation processes compared to Llama2, and that
current and future smaller-scale models are becom-
ing increasingly viable for mental health counsel-
ing tasks while maintaining a lower computational
footprint. On the flipside, performance trends on
the CounselingBench also imply that performance
gains from scaling up model sizes will diminish,
or even disappear despite future advancements in
model architecture, training data curation and pro-
cedure. This matches with observations from An-
war et al. (2024), McKenzie et al. (2023) and Zhou
et al. (2024a) on the potential limits of LLLM scal-
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ing laws. Finally, we note that while the perfor-
mance of frontier LLMs exceed that of the mini-
mum passing level, it remains substantially lower
than that expert-level human performance, which
we set at 90% based on expert-level human scores
on biomedical QA benchmarks such as MedMCQA
and MedQA (Liévin et al., 2024)

5.4 Medical models underperformed
generalist models across all settings
accuracy-wise

Most surprisingly, we notice that from Table 2 that
a supermajority of generalist models seem to con-
sistently outperform their medical fine-tuned coun-
terparts (10 out of 13 pairs) under zero-shot setting,
with an average difference of 4.2 percentage points
between generalist-medical model pairs in zero-
shot accuracy (maximum = 0.15pp, minimum =
-0.084pp). We deploy paired t-test to assess signif-
icant differences between generalist and medical
models’ zero-shot accuracy on CounselingBench,
and find a significant difference between these two
distributions (¢t = 2.939,p = 0.013). This sug-
gests a systematic underperformance of medical
LLMs on mental health counseling-related ques-
tions compared to their un-finetuned counterparts.
We perform a more fine-grained evaluation of this
underperformance in the next research question.

6 RQ 2: How do LLLMs perform across
different mental health competencies

6.1 Method

To achieve a more nuanced, competency-centric
assessment of model performance, we disaggre-
gate the accuracy metrics in Table 2 into five
competency-specific accuracies. This approach:
(1) evaluates model capabilities across key counsel-
ing domains, reflecting diverse patient needs, and
(2) elucidates factors contributing to performance
discrepancies between medical-specialist and gen-
eralist model pairs.

6.2 LLMs are better at treatment planning,
worse at counseling skills, interventions

Table 3 represents zero-shot accuracies of the 5
mental health counseling competencies across all
tested LLMs. There are small yet significant vari-
ations across different competencies. Across all
models, we found that their performance on dif-
ferent competencies (based on zero-shot accuracy)
can be sorted as Treatment Planning = Intake, As-
sessment & Diagnosis >* professional practice &

ethics = core counseling attributes = counseling
skills and interventions, where > indicates a sta-
tistically significant positive difference between
zero-shot accuracy across competencies, with the
number of stars in the superscript representing the
p-value of the paired t-test'. Such variations remain
even under other inference settings (such as few-
shot). The observed variations in accuracy across
mental health counseling competencies might be
attributed to the nature of the tasks and the inher-
ent strengths and limitations of LLMs. Competen-
cies like Treatment Planning and Intake, Assess-
ment & Diagnosis are more procedural and well-
represented in model training data, allowing LLMs
to perform better here. In contrast, questions on
competencies such as Counseling Skills and Inter-
ventions and Core Counseling Attributes require
more nuanced social, emotional intelligence and
cultural competency. These are areas where LLMs
have been shown to struggle in even with careful
prompting (Zhou et al., 2024b; Chiu et al., 2024).

6.3 Medical models significantly
underperform their generalist
counterparts across most competencies

Comparing the cross-competency performance
(measured with zero-shot accuracy) between gener-
alist models and medical models with paired ¢-test,
we find that generalist models significantly over-
perform their paired medical counterparts across
4 out of 5 key mental health-related competencies:
Intake, Asssessment & Diagnosis (t = 3.15,p =
0.027), Treatment Planning (t = 2.52, p = 0.035),
Counseling Skills & Interventions (f = 3.61,p =
0.024), and Professional Practice & Ethics (t =
2.5,p = 0.035). Among open-source models, no
one model has the highest performance across all
five competencies. OpenBioLLM-70B achieves
the highest performance in treatment planning,
whereas Llama3-70B-in achieves the highest per-
formance in the remaining four out of five com-
petencies (even outperforming gpt4do in the “core
counseling attribute” competency). These discrep-
ancies in model performance persist even when
alternative prompting techniques and decoding
settings (such as few-shot, few-shot with self-
consistency, etc.) are applied, as seen in Appendix
Tables A8 and A9. These observed differences
might stem from variations in the training data and
the patterns each LLM has learned. Medical LLMs

% p < 0.05, #* p < 0.01, *** p < 0,001
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are primarily fine-tuned on biomedical research
papers and medical question answering datasets,
which may give them increased performance on
the “treatment planning"” competency. However,
this seems to be at the expense of their retention of
knowledge patterns required for the 4 other mental
health competencies. In contrast, generalist models,
trained and instruction-tuned on a broader range
of data, possess and leverage more knowledge pat-
terns that are needed for non-clinical mental health
competencies such as counseling skills & interven-
tions in diverse settings. These variations highlight
the challenges of developing Al systems for diverse
mental health counseling skills, where the need for
both emotional intelligence and clinical precision
is paramount.

model IA&D TP CS&I PP&E CCA
Generalist Models

Llama2-7B 0.433 0.418 0.390 0.402 0.392
Llama-2-13B 0.465 0.469 0.452 0.446 0.575
Llama-2-70B 0.628 0.628 0.589 0.569 0.479
Llama-2-7B-in 0.449 0473 0419 0.427 0.217
Llama2-13B-in 0.531 0.553 0.504 0.539 0.474
Llama-2-70B-in 0.647 0.621 0.598 0.619 0.439
Llama3-8B-in 0.641 0.629 0.640 0.579 0.603
Llama-3-70B-in 0.730 0.689 0.741 0.699 0.650
Medical Models

BioMedGPT-7B 0.436 0.437 0.362 0.426 0.487
OpenBioLLM-8B 0.556 0.623 0.568 0.530 0.444
MentaLLaMA-13B  0.473 0.480 0.427 0.448 0.576
Llama3-Med42-8B 0.623 0.634 0.648 0.624 0.568
ClinicalCamel-70B 0.663 0.624 0.596 0.607 0.560
Asclepius-13B 0.290 0.380 0.351 0.347 0.437
Llama3-Asclepius-8B 0.341 0.371 0.372 0.299 0.300
Meditron-7B 0.267 0.262 0.242 0.282 0.168
Meditron-70B 0.576 0.593 0.564 0.515 0.396
Llama3-Med42-70B  0.707 0.704 0.676 0.668 0.576
Med42-70B 0.671 0.689 0.704 0.683 0.515
Asclepius-7B 0.244 0318 0.280 0.279 0.482
OpenBioLLM-70B 0.707 0.708 0.707 0.693 0.556
Proprietary Models

gptdo 0.808 0.750 0.774 0.749 0.608

Table 3: Zero-shot accuracy of tested LLMs on Counsel-
ingBench, segmented across different counseling com-
petencies and model types

7 RQ 3: How well do LLMs reason to
derive their answers across different
competencies?

7.1 Method

Beyond evaluating LLMs’ accuracy in mental
health counseling competencies, we assess their
ability to generate high-quality reasoning chains
based on the question and case context. This is cru-
cial for future applications, as clear and coherent
reasoning enhances LL.Ms’ reliability in guiding

Accuracy BertScore
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—gpt4o — Llama3-70B-in — OpenBioLLM-70B-in = Med42-70B-in

Figure 1: Radar Chart indicating average zero-shot ac-
curacy and BertScore of top-4 best performing models,
across key counseling competencies

therapeutic conversations, potentially improving
outcomes for individuals seeking mental health
support. Poor reasoning or misinterpretations in
therapeutic contexts can compromise treatment and
even worsen conditions such as anxiety, depression,
or psychosis (Obradovich et al., 2024; De Choud-
hury et al., 2023). We evaluate reasoning quality
using the intermediary chains produced during the
chain-of-thought prompting process (Section 4.2).
These reasoning chains, or candidate chains, are
assessed along key axes—alignment with expert
reasoning, coherence, and informativeness—using
both reference-free and reference-based metrics:

» Reference-free metrics assess candidate
chains without relying on reference answers,
considering factors like semantic alignment,
logical inference, and language coherence.
We use ROSCOE, a suite of unsupervised
evaluation metrics, due to its scalability
and strong correlation with human judg-
ments (Golovneva et al., 2022) with subset of
metrics as describe in Appendix Table A10.

Reference-based metrics directly compare
candidate chains to expert-generated refer-
ence chains, using metrics such as ROUGE-1,
ROUGE-L (Lin, 2004), BERTScore (Zhang
et al., 2019), and cosine similarity.

To better understand the reasoning errors made by
LLMs, we annotate errors in a subset of responses
from two top-performing models, OpenBioLLM-
70B and Llama3-70B-in. Three expert annota-
tors reviewed 100 questions where these models
had incorrect answers, categorizing errors as log-
ical, knowledge-based, or contextual, following
patterns identified in medical reasoning (Singhal
et al., 2023) (Appendix Table A11).
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model cosSim bert Ry, R faith  infosiyp tnfocnn mis. al rep. | gmr. cons.
Generalist Models

Llama3-8B-in 0.216 0.221 0.361 0.091
Llama2-70B 0.256 0.046 0.053 0.080 | 0.547 0.516 0.478 0.586 0.243
Llama2-70B-in 0.531 0.162 0.170 0.276  0.586 0.558 0.521 0.581
Llama3-70B-in - 0.282 0.255 0.402

Medical Models

Llama3-Med42-8B 0.235 0.220 0.352

OpenBioLLM-8B 0.269 0.242 0.379

meditron-70B 0.351 0.072 0.088 0.139  0.552 0.522 0.480 0.597
ClinicalCamel-70B | 0.491 0.130 0.118 0.187

med42-70B 0.250 0.235 0.368

Llama3-Med42-70B 0.170 0.177 0.322

OpenBioLLM-70B 0.273 0.245 0.388

Proprietary Models

gptdo - 0.154 0.160 0.262

Table 4: Heatmap representing average reasoning quality metrics of high-performing LLMs. Down arrow (/)
indicates lower scores equals better reasoning quality in that metric. Acronyms in columns correspond to metrics as

described in Appendix Table A10

7.2 Results

Table 4 presents both reference-free and reference-
based metrics derived from the reasoning chains of
models with a zero-shot multiple-choice accuracy
of at least 0.5. Consistent with trends in multiple-
choice accuracy as seen in Table 2, we observe
that larger and more current open-source models
show substantial improvements in generating rea-
soning chains that align with gold-standard reason-
ing and exhibit high-quality characteristics over
smaller and earlier models, with smaller gaps be-
tween different model sizes for the current “gener-
ation" of open-source LL.Ms. For instance, we no-
ticed that the average cosine similarity of Llama3-
70B-in is 3.3% and 80% higher than Llama3-8B-in
and Llama2-70B-in respectively. Unlike multiple-
choice accuracy trends, generalist models do not ex-
hibit significantly better reasoning compared to spe-
cialized medical models, or vice versa. However,
we do find that while no single model excels across
all reasoning metrics, medical models achieve the
highest score across a majority of reasoning met-
rics (7 /12 =~ 58%) and all but one reference-free
metrics. While propriety frontier models such as
gptdo excel in answering multiple-choice questions
over open-source models, they surprisingly pro-
duce lower-quality reasoning chains on average
compared to some smaller yet more-performant
medical open-source counterparts in all reasoning
metrics. Appendix Table A12 gives an example of
step-by-step reasoning chains on a sample Counsel-
ingBench question among top-performing LLMs
(with respective to both accuracy and reasoning
metrics). These findings highlight the capacity

of training high-quality domain-specific models
for producing justifications that is more aligned
with expert-level decision process, particularly in
specialized areas like mental healthcare, despite
their diminished ability to derive the correct answer
compared to their generalist counterparts. We also
note that frontier LLMs still underperform expert-
level humans when it comes to producing high-
quality reasoning chains to justify mental health
counseling-related decisions, highlighting another
shortcoming of existing frontier LLMs in the men-
tal health domain (Appendix Table A13)

7.2.1 Analysis of reasoning errors

We found that among 100 randomly sampled er-
roneous answers, Llama 3 70B made 33 logical
errors, 21 context errors, and 46 knowledge er-
rors in their reasoning, whereas OpenBioLLM-
70B made 35 logical errors, 36 context errors
and 29 knowledge errors. A statistical analy-
sis using x? test reveals a significant difference
in the distribution of errors made by these two
models representative of generalist and medical
LLMs, where generalist models are more likely
to make knowledge-related errors during their rea-
soning process whereas medical models are more
likely to make reading comprehension-related er-
rors (x2 = 17.12, p < 0.001). This suggests that
while generalist models may struggle with domain-
specific knowledge, specialized models face chal-
lenges in accurately interpreting context, underscor-
ing a potential trade-off in reasoning capabilities
during the fine-tuning process.
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8 Conclusion and Future Work

To effectively integrate LLMs into real-world men-
tal health counseling, rigorous assessments of their
alignment with core competencies are necessary.
In this study, CounselingBench, a benchmark for
evaluating LLMs in mental health counseling, was
introduced. Both un-finetuned and fine-tuned medi-
cal models demonstrated strong capabilities across
five key counseling competencies but showed vary-
ing performance levels. LLMs excelled in Intake,
Assessment & Diagnosis but underperformed in
Core Counseling Attributes and Professional Prac-
tice & Ethics, which require greater subjectivity
and sensitivity to individual patient contexts. Fine-
tuning on biomedical data did not consistently im-
prove performance, possibly due to limited repre-
sentation of mental health-specific competencies
in the training data. In some cases, these models
even underperformed compared to generalist mod-
els. This indicates improving LLMs for mental
health tasks may require more targeted fine-tuning
with diverse, real-world counseling data. Future
work should focus on developing specialized LLMs
for counseling and adopt more task-specific evalua-
tions to address the unique demands of each com-
petency.

9 Limitations

9.1 Multiple-choice Exams Cannot Fully
Capture Proficiency in Counseling
Competencies

Evaluating LLM competency via multiple-choice
exams may not fully capture the complexities
of real-world mental health counseling. While
multiple-choice formats offer a standardized way
to measure knowledge, they often fail to fully
assess critical aspects of mental health counsel-
ing such as empathy, adaptability, and nuanced
decision-making, which are essential in clinical
practice. Real-world counseling involves dynamic
and context-sensitive interactions that go beyond
selecting a correct answer from given options. As
a result, models that perform well on these exams
may not necessarily demonstrate the same level of
competency in genuine therapeutic settings, where
understanding the patient’s unique background and
responding to evolving emotional states are key fac-
tors (Obradovich et al., 2024). Thus, relying solely
on multiple-choice accuracy may oversimplify the
challenges of mental health counseling and provide
an incomplete picture of LLLM capabilities in this

domain.

9.2 Scale and Scope of CounselingBench

Second, the scale and scope of the Counseling-
Bench dataset present limitations. Given the size of
the dataset, it may not adequately represent the di-
versity of situations encountered by mental health
professionals. The current questions are based on
mock exams for the NCMHCE, which may not
encompass the full range of clinical presentations
and treatment scenarios, especially for culturally
specific or less common conditions (Hoge et al.,
2005; Zangeneh and Al-Krenawi, 2019). In addi-
tion, since the NCMHCE is a US-based licensing
exam, despite containing questions regarding pa-
tients from a wide range of background, it does not
fully cover mental health counseling scenarios and
best practices in other global regions such as the
Global South, which has significant differences in
cultural values, social norms, and access to mental
health resources (Sue et al., 2022). Such condi-
tions require tailored approaches to mental health
counseling and intervention that are not adequately
reflected by the exam’s current content. Expand-
ing the dataset to include a wider variety of case
studies, question formats, and counseling compe-
tencies would enhance its representativeness and
allow for a more comprehensive evaluation of LLM
performance. Additionally, integrating open-ended
and scenario-based questions could better assess
the models’ ability to engage in complex reason-
ing and provide contextually appropriate responses,
thereby improving the generalizability of findings.

10 Ethical Considerations

We note that CounselingBench may be used in fu-
ture research projects to make sweeping claims re-
garding LLMs outperforming human mental health
counselors and could potentially replace them in
real-world mental health counseling situations, sim-
ilar to claims made in the biomedical domain(Drogt
et al., 2024). Such claims. even with higher per-
formance of LLMs on CounselingBench, would be
premature and potentially harmful given the lack of
longitudinal assessment for LLMs, and incomplete
evaluation of its decision-making and execution
process. Overreliance on Al systems could com-
promise patient care and contribute to the erosion
of therapeutic alliance (Choudhury and Chaudhry,
2024; De Choudhury et al., 2023). We strongly
advise against using CounselingBench to argue for
replacing human professionals; instead, it should
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be viewed as a tool for enhancing Al assistants
in tasks supportive of human mental health pro-
fessionals (Van Heerden et al., 2023). To ensure
responsible development and application of Al in
mental health, we believe that interdisciplinary col-
laboration among Al researchers, mental health
professionals, ethicists, and policymakers is essen-
tial.
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Appendix
A Additional Details on Experiments

Benchmark Evaluation For all inference cases,
we use Nucleus Sampling (Holtzman et al., 2019)
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with a probability threshold of 0.9 and a temper-
ature of 0 to consistently generate the highest-
probability next token. We generate only 1 token
for non-CoT inference setups, and 500 tokens for
CoT inference setups. The temperature for infer-
ence setups with self-consistency are described in
Section 4.2 above. All experiments were conducted
on a server with 5 A100 80GB GPUs. All models
are implemented and initialized for inference with
vLLM (Kwon et al., 2023), parallelized across 4
GPUs with gpu_memory_utilization set to 0.5. We
use scikit-learn to calculate accuracy results from
LLM experiments (Pedregosa et al., 2011), and
scipy to perform all statistical procedures (Virtanen
et al., 2020). To calculate all ROSCOE metrics,
we utilize the official code implementation” as de-
scribed in (Golovneva et al., 2022). We use the
official BERTScore’ and the rouge-score packages
4 to calculate BERTScore and ROUGE scores re-
spectively.

B Additional Details on Dataset

B.1 Data Gathering Process

The dataset was initially gathered from publicly
available sources on NCMHCE case studies and
questions as described in Appendix Table Al. Us-
ing Python and BeautifulSoup, we automated the
extraction of structured information from a CSV
file containing exam questions. The data extrac-
tion process involved splitting and organizing the
raw content as seen in Appendix Table A3 into
meaningful sections.

B.2 Data Contamination Detection

To ensure the integrity of the collected data, we
adopted a data contamination detection methodol-
ogy based on the approach presented in (Hernandez
et al., 2023). This process was designed to iden-
tify any overlapping or low-quality data that could
impact the evaluation of the language model. The
core of the analysis involved generating the sec-
ond half of counseling questions based on the first
half and comparing the generated results with the
original human-written second half. The following
steps outline the process:

1. Input and Generation

For each data entry, the first half of a question
was provided as input, and the language model

Zhttps://github.com/facebookresearch/Parl Al/
*https://pypi.org/project/bert-score/
*https://pypi.org/project/rouge-score/
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was tasked with generating the second half.
This simulates real-world scenarios where a
partially completed question is given, and the
model must generate the rest in a coherent and
contextually appropriate manner.

. Comparison between the Second Half

Once the second half was generated, we com-
pared it with the original, human-written sec-
ond half. Two main techniques were used for
this comparison:

* Levenshtein Distance
A string-based similarity measure that
calculated the number of character-level
changes needed to transform the gener-
ated second half into the original version.
This helped identify cases of significant
textual overlap or differences.

* BERT-based Semantic Similarity
A model-based similarity measure that
evaluated how closely the generated text
matched the original in terms of meaning.
This ensured that even if the generated
text was not an exact match, its semantic
coherence could still be assessed.

. Contamination Check

We set contamination thresholds for the BERT-
based semantic similarity scores, following
the guidelines from (Hernandez et al., 2023).
A threshold of 0.9 was used to flag entries
that were too similar to the original human-
written content. Our analysis found that 0
entries exceeded this 0.9 threshold, meaning
no entries showed extreme similarity. How-
ever, 7 entries exceeded the 0.8 threshold,
which still indicated some level of overlap but
did not qualify as data contamination. These
entries were reviewed but ultimately deemed
acceptable for inclusion in the dataset. Af-
ter reviewing the flagged entries and ensuring
that they did not represent significant data con-
tamination, we concluded that the case studies
and questions constituting CounselingBench
are not likely to appear in the training data
of LLMs included in our experiments. There-
fore, the performance of LLMs on Counsel-
ingBench as shown above cannot be attributed
to memorization but rather its innate ability to
generalize based on its training data



C Supplementary Information

Data Source # Ques- # Case
tion Studies
Mometrix.com 564 43
Tests.com 509 51
CounselingExam.com 539 44

Table Al: Data Sources constituting CounselingBench,
number of questions and case studies per data source

7516



MH Condition

Prevalence
Bench

Reaction to severe stress, and adjustment disorders (F43)

144 questions (8.9%)

Other anxiety disorders (F41)

115 questions (7.1%)

Persistent mood [affective] disorders (F34)

96 questions (6.0%)

Conduct disorders (F91)

76 questions (4.7%)

Attention-deficit hyperactivity disorders (F90)

69 questions (4.3%)

Eating disorders (F50)

65 questions (4.0%)

Major depressive disorder, recurrent (F33)

59 questions (3.7%)

Specific personality disorders (F60)

53 questions (3.3%)

Alcohol related disorders (F10)

52 questions (3.2%)

Bipolar disorder (F31)

49 questions (3.0%)

Problems related to social environment (Z60)

48 questions (3.0%)

Gender identity disorders (F64)

47 questions (2.9%)

Pervasive developmental disorders (F84)

38 questions (2.4%)

Other problems related to primary support group, including family
circumstances (Z63)

36 questions (2.2%)

Phobic anxiety disorders (F40)

36 questions (2.2%)

Major depressive disorder, single episode (F32)

23 questions (1.4%)

Occupant of heavy transport vehicle injured in collision with two- or
three-wheeled motor vehicle (V62)

13 questions (0.8%)

Schizophrenia (F20)

13 questions (0.8%)

Somatoform disorders (F45)

13 questions (0.8%)

Opioid related disorders (F11)

13 questions (0.8%)

Disorders of social functioning with onset specific to childhood and
adolescence (F94)

13 questions (0.8%)

Problems related to other psychosocial circumstances (Z65)

13 questions (0.8%)

Other symptoms and signs involving cognitive functions and aware-
ness (R41)

13 questions (0.8%)

Inhalant related disorders (F18)

13 questions (0.8%)

Emotional disorders with onset specific to childhood (F93)

12 questions (0.7%)

Problems related to upbringing (Z262)

12 questions (0.7%)

Persons encountering health services for other counseling and medi-
cal advice, not elsewhere classified (Z71)

10 questions (0.6%)

Dementia in other diseases classified elsewhere (F02)

10 questions (0.6%)

Specific developmental disorders of scholastic skills (F81)

10 questions (0.6%)

Table A2: Prevalence of Mental Health Conditions in CounselingBench
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Patient Demographics

Age: 26

Sex: Male

Gender: Male

Sexuality: Heterosexual

Ethnicity: Caucasian

Relationship Status: Single

Counseling Setting: Community Mental Health Agency

Type of Counseling: Individual

Presenting Problem: Hallucinations and Delusions

Diagnosis: Schizophrenia 295.90 (F20.9)

Mental Status Examination

The client displays an angry affect, and his mood is irritable. His speech is disorganized
and pressured. He is oriented to person, place, time, and situation. He reports audiovisual
hallucinations, including seeing "the shadow man" and hearing voices others cannot hear. The
client exhibits tangential and disconnected thinking. He is firm in his conviction that he is
being poisoned and says he is exhausted from constantly trying to maintain vigilance. His
insight and judgment are poor. He denies suicidal ideation, homicidal ideation, and command
hallucinations. Symptoms began in his late teens but were misdiagnosed as bipolar disorder.
Presenting Problem

You are a counselor at an outpatient community mental health center serving clients with
severe psychiatric disorders. A 26-year-old male, accompanied by his caseworker, presents for
counseling due to symptoms of schizophrenia. The caseworker reports that the client was stable
until he stopped taking his medication. He resides in assisted living, placed there after being
discharged from the hospital last month. The client believes "the shadow man" is following
him and poisoning his food. He has become more agitated, engaging in verbal altercations with
other residents, and refuses medication due to side effects like restlessness and nervousness.
The client is adamant about staying off medication and becomes angry when his caseworker
mentions hospitalization.

Question

You administer the Scale for the Assessment of Positive Symptoms (SAPS) to determine the
severity of which of the following?

Answer Choices

(A): Avolition

(B): Diminished speech

(C): Agitation

(D): Social withdrawal

Correct Answer

(C): Agitation

Expert-generated Reasoning

The SAPS measures the severity of positive symptoms in schizophrenia, including hallucina-
tions, delusions, bizarre behavior, and thought disorders. Agitation is categorized under bizarre
behavior, making (C) the correct answer. Avolition, diminished speech, and social withdrawal
are negative symptoms. Avolition is a lack of goal-directed activity, diminished speech refers to
reduced fluency, and social withdrawal indicates limited social interaction.

Table A3: Example full question in CounselingBench regarding the Intake, Assessment & Diagnosis competency
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Model Name  Release Finetuning Data Finetuned Number License Reference
Date from of
Params
GENERALIST MODELS
Llama Feb 2023  Unknown N/A 7B, 13B Non- (Touvron
commercial et al.,
2023a)
Llama-2 Jul 2023 Unknown N/A 7B, 13B, Llama 2 (Touvron
70B Commu- et al.,
nity 2023b)
Llama-2-in Jul 2023 Unknown Llama-2 7B, 13B, Llama 2 (Touvron
70B Commu- et al.,
nity 2023b)
Llama-3-in Apr 2024  Unknown N/A 8B, 70B Llama 3  (Dubey
Commu- et al.,
nity 2024)
MEDICAL MODELS
BioMedGPT Aug 2023  Biomedical Papers Llama-2- 7B Apache (Zhang
in 2.0 et al.,
2023)
Asclepius Sep 2023 Synthetic Clinical Notes Llama-2 7B, 13B CC-BY- (Kweon
NC-SA et al.,
4.0 2023)
Asclepius Jun 2024 Synthetic Clinical Notes Llama-3- 8B CC-BY- (Kweon
in NC-SA et al.,
4.0 2023)
Med42-v2 Aug 2024  Medical Question-Answering Datasets Llama-3- 8B, 70B Med42 (Christophe
in Custom et al.,
2024)
OpenBioLLM  May 2024  Unknown Llama-3- 8B, 70B Llama 3 (Pal and
in Commu- Sankara-
nity subbu,
2024)
Medical Flashcards,
Medalpaca May 2023  Medical Question- Llama 7B, 13B CC-BY- (Han
Answering Datasets 4.0 et al.,
2023)
Biomedical Papers,
ClinicalCamel  Aug 2023 Medical Question- Llama-2 70B CC-BY- (Toma
Answering Datasets NC-4.0 et al.,
2023)
Med42 Aug 2023  Medical Question-Answering Datasets ~ Llama-2 70B Med42 (Christophe
Custom et al.,
2024)
Meditron Nov2023 Ginical Guidelines, Llama2  7B,70B  Llama 2 (Chen
Biomedical Papers
Commu- et al.,
nity 2023a)
MentaLLama  Sep 2023  Mental Health Classification Datasets ~ Llama-2-  13B MIT (Yang
in et al.,
2024)
PROPRIETARY MODELS
GPT4o Sep 2024  Unknown N/A Unknown, Proprietary (Achiam
reported et al.,
to be > 2023)
200B

Table A4: Comprehensive information on all LLMs tested against CounselingBench.
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You are a helpful, respectful, honest, and knowledgeable student studying to become a licensed
therapist. You must answer a series of multiple-choice questions provided by the user from
a US mental health counselor licensing exam. Based on the question text and the context

provided, you must answer with either "A", "B", "C", or "D".

### USER: **Question**:

The patient demographic is as follows: [PATIENT DEMOGRAPHICS]
[PRESENTING PROBLEM]

[MENTAL STATUS EXAMINATION]

[OTHER CONTEXTS]

Given the context above and your expert-level knowledge of mental health counseling, please

answer the following question: [QUESTION]
[CANDIDATE ANSWERS]
### ASSISTANT: Correct Answer is (

Table A5: Template for zero-shot prompting

You are a helpful, respectful, honest, and knowledgeable student who is studying to become
a licensed therapist. You must answer a series of multiple-choice questions given by the user
from a US mental health counselor licensing exam, based on the question text and the context
provided. You must answer with either "A", "B", "C", or "D".

### USER: Question:

The patient demographic is as follows: [PATIENT DEMOGRAPHICS]

[PRESENTING PROBLEM]

[MENTAL STATUS EXAMINATION]

[OTHER CONTEXTS]

Given your expert-level knowledge of mental health counseling, please answer the following
question:

[QUESTION]

[CANDIDATE ANSWERS]

### ASSISTANT: Correct Answer is ((CORRECT ANSWER])

[Template repeats 2 more times]

### USER: Question:\n

The patient demographic is as follows: [PATIENT DEMOGRAPHICS]

[PRESENTING PROBLEM]

[MENTAL STATUS EXAMINATION]

[OTHER CONTEXTS]

Given your expert-level knowledge of mental health counseling, please answer the following
question:

[QUESTION]

[CANDIDATE ANSWERS]

### ASSISTANT: Correct Answer is (

Table A6: Template for few-shot prompting
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You are a helpful, respectful, honest, and knowledgeable student who is studying to become
a licensed therapist. You must answer a series of multiple-choice questions given by the user
from a US mental health counselor licensing exam, based on the question text and the context
provided. You must answer with either "A", "B", "C", or "D".

### USER: Question:

The patient demographic is as follows: [PATIENT DEMOGRAPHICS]

[PRESENTING PROBLEM]

[MENTAL STATUS EXAMINATION]

[OTHER CONTEXTS]

Given your expert-level knowledge of mental health counseling, please answer the following
question by carefully and thoroughly reason step-by-step, leveraging relevant facts from the
question context and expert-level counseling knowledge, then clearly indicate your answer with
"Therefore, the correct answer is (A)", "Therefore, the correct answer is (B)", "Therefore, the
correct answer is (C)" or "Therefore, the correct answer is (D)" at the end of your answer:
[QUESTION]

[CANDIDATE ANSWERS]

#i## ASSISTANT: [EXPERT-WRITTEN REASONING CHAIN]. Therefore, the correct answer
is ((CORRECT ANSWERY])

[Template above repeats 2 more times]

### USER: Question:\n

The patient demographic is as follows: [PATIENT DEMOGRAPHICS]

[PRESENTING PROBLEM]

[MENTAL STATUS EXAMINATION]

[OTHER CONTEXTS]

Given your expert-level knowledge of mental health counseling, please answer the following
question by carefully and thoroughly reason step-by-step, leveraging relevant facts from the
question context and expert-level counseling knowledge, then clearly indicate your answer with
"Therefore, the correct answer is (A)", "Therefore, the correct answer is (B)", "Therefore, the
correct answer is (C)" or "Therefore, the correct answer is (D)" at the end of your answer:
[QUESTION]

[CANDIDATE ANSWERS]

### ASSISTANT:

Table A7: Template for few-shot, chain-of-thought prompting
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setting Overall IA&D TP CS&l PP&E CCA

med42-70b 0.558  0.642 0.516 0.531 0.573  0.386
meditron-70b 0.604  0.629 0.631 0.565 0.581 0.568
medalpaca-13b 0.103 0.148 0.051 0.079 0.167 0.110
Llama-2-70b-in 0.626  0.653 0.636 0.625 0.607 0.437
BioMedGPT-7B 0442 0501 0499 0.357 0.248 0.409
Llama-3-70B-in 0.733 0.742 0.732 0.739 0.703 0.700
Llama-2-13b-in 0.533 0.566 0.569 0.511 0.532 0.484
gptdo 0.731 0.742 0.737 0.729 0.713  0.609
Llama3-Med42-70B  0.706 ~ 0.724 0.706 0.698 0.683  0.608
Llama-3-8B-in 0.67 0.540 0.748 0.809 0.499 0.324
OpenBioLLM-8B 0.574  0.36 0.746 0.722 0370 0.554
Asclepius-13B 0.308 0.292 0.310 0.314 0.345 035

medalpaca-7b 0.154 0.224 0.053 0.169 0.215 0.163

Asclepius-Llama3-8B  0.425 0494 0.168 0.586 0.418 0.326
Llama3-Med42-8B 0.638 0.632 066 0.651 0.610 0.563

Llama-2-7b 0.327 0.336 0.308 0.333 0327 0474
Llama-2-7b-in 0.445 0.441 0.505 0.447 0440 0.341
Llama-2-13b 0.420 0420 0439 0415 0358 0.660

Table A8: Few-shot accuracy of tested LLMs on CounselingBench, segmented across different counseling compe-
tencies

setting Overall TA&D TP CS&l PP&E CCA
medalpaca-7b 0372 0375 0413 0347 0.380 0.303
Llama3-Med42-8B 0.654  0.647 0.657 0.653 0.614 0.611
med42-70b 0.687 0.684 0.701 0.691 0.663 0.654
ClinicalCamel-70B 0.702  0.730 0.687 0.689 0.693 0.559
Llama3-OpenBioLLM-8B  0.603 0.599 0.634 0.600 0.583 0.442
Llama-2-70b 0.642 0.659 0.645 0.643 0.628 0.604
Llama-2-7b 0370 0371 0367 0.373 0.351 0.306
medalpaca-13b 0260  0.264 0265 0.277 0.275 0.175
llama-2-7b-in 0456 0448 0.494 0.443 0460 0.256
meditron-70b 0.632  0.650 0.637 0.626 0.631 0.565
Llama-2-13b 0.475 0462 0.506 0451 0478 0.388
Llama-3-8B-in 0.654 0.664 0.614 0.671 0.645 0.614
Asclepius-Llama3-8B 0.385 0432 0.358 0.383 0.343 0.390
Llama-2-70b-in 0.635 0.650 0.628 0.631 0.634 0.485
MentalLLaMA-13B-in 0.488 0496 0.543 0482 0473 0.519
Asclepius-13B 0.380  0.357 0.3666 0.381 0.407 0.452
Llama3-Med42-70B 0.701 0.723 0.710 0.709 0.681 0.659
Asclepius-7B 0.303 0.283 0.289 0.295 0.328 0.385
Llama3-OpenBioLLM-70B  0.734  0.745 0.715  0.727 0.715 0.701
BioMedGPT-7B 0.431 0.448 0454 0427 0425 0479
meditron-7b 0307 0322 0299 0.307 0.326 0.221
Llama-2-13b-in 0.542 0551 0584 0518 0.537 0479
Llama-3-70B-in 0.733 0.732 0.718 0.751 0.693 0.742

Table A9: Few-shot with self-consistency accuracy of tested LLMs on CounselingBench, segmented across different
counseling competencies
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Metric

Definition

Faithfulness
(faith)

Measures if model misinterpreted
problem statement, or if reasoning
chain is vague, irrelevant or misuses
information. Step-level score based
on alignment from hypothesis steps
to source sentences; calculated as
mean reasoning alignment score over
steps.

Informativeness
- Step (infostp)

Measures how well source informa-
tion is used in reasoning steps. Gives
higher score to well-grounded reason-
ing steps. Identifies degree of source
information covered by generated hy-
pothesis. Lower score indicates steps
unrelated to source or missing con-
text information.

Informativeness
- Chain
(Z n f Ochn)

Quantifies agreement between hy-
pothesis chain and source. Embeds
reasoning chain and source context
as whole, rather than using step-wise
embeddings as in *-Step metrics.

Missing ~ Step
(mis.)

Identifies steps missing from hypoth-
esis but required for problem-solving.
Examines alignment between refer-
ence and hypothesis, checking each
reference step for similar hypothesis
step.

Evaluates hypothesis chain correct-

chains where step pairs likely con-

Probability of grammatical accept-

Reasoning
Alignment (al.) ness by comparing overlap between
hypothesis and reference through
measuring reasoning alignment.
Self- Measures logical entailment errors
Consistency within reasoning steps. Penalizes
(cons.)
tradict each other.
Repetition Identifies repeated or paraphrased
(rep.) steps using token alignment scores
between all steps in hypothesis chain.
Grammar
(gmr.) ability of each step, averaged over

all steps

Formula
X 2y [+ max_ cos(hi, 55)]/2

% 23:1 Talign(st — h) +
(1/N) Ezlil Talign(hz’ — 8)]/2

[1 4 cos(h,s)/2]

mini:l...K(ralign(hi — T)

(1/N) 32 Tatign(hi — 1)

1-— ma-fi:2...Nma$j<ipcontr(hia h])

1—mazi=g. nmazj=1.. i—1[cos(h;, hj)])/2

(1/N) X, pgram(hs)

Table A10: Detailed information and formula on selected subset of ROSCOE reasoning metrics, as defined in
(Golovneva et al., 2022)
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Error Category Definition

Knowledge Error The model’s reasoning cites domain knowledge that is either incorrect or irrelevant to
the current question

Context Error The model either fails to recall details from the context that is crucial to answer the
question, or it recalls the incorrect details from the context

Logical Error The model’s reasoning steps misaligns with the logic used in the corresponding expert-
written reasoning

Examples and Explanations

Knowledge Error Example:

Question: During the session, the client states, "I don’t see how things will improve because things have
been bad for so long." Which cognitive distortion is this?

Choices: (A) Catastrophizing, (B) Black-and-white thinking, (C) Minimizing, (D) Generalization

LLM Reasoning: The client’s statement reflects catastrophizing, which involves exaggerating negative
consequences. Therefore, (A) is correct.

Error Explanation: The LLM incorrectly defined catastrophizing as "exaggerating negative consequences"
when it actually means "thinking the worst-case scenario will happen"

Context Error Example:

Question: What can you do to build comfort with a client when talking about interests hasn’t worked?
Choices: (A) Explain therapy benefits, (B) Play a board game, (C) Use silence, (D) Use immediacy skill
LLM Reasoning: Using immediacy skill (D) to address the client’s feelings about the session can help
create trust.

Error Explanation: The LLM failed to recall that immediacy had already been tried in previous sessions,
making another comfort-building strategy necessary

Logical Error Example:

Question: Which planning objective would best support Taylor’s stated goal?

Choices:

(A) Identify three anxiety triggers

(B) Manage emotions during transitions

(C) Learn three coping methods in six months

(D) Apply one coping method successfully

LLM Reasoning: (B) is best as it’s SMART (specific, measurable, achievable, relevant, time-bound).
Error Explanation: The LLM asserts (B) is SMART without justification, when it actually lacks specificity
and timeline

Table A11: Definition of 3 main categories of reasoning errors, along with random examples for each category
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Question: When discussing treatment issues, you ask, "How does drinking align or not align with
your goal of improving relationships with your family?" What is the value of posing this question?

Llama3-70B-in

The question helps create a discrepancy between the client’s actions (drinking)
and her personal values (improving relationships with her family), which can
motivate her to make changes. By exploring this discrepancy, the counselor can
help the client see how her behavior is not aligning with her goals and values,
which can increase her motivation to address her alcohol use. Therefore, the
correct answer is (B)

OpenBioLLM70B

This question helps create a discrepancy between the client’s actions (drinking)
and personal values (improving relationships with her family). By highlighting
this inconsistency, the counselor can facilitate the client’s exploration of the
impact of her alcohol use on her relationships and overall well-being. This
approach aligns with the principles of motivational interviewing, which often
involves helping clients recognize and resolve ambivalence towards change.
Therefore, the correct answer is (B)

Llama3-Med42-70B

The question posed, "How does drinking align or not align with your goal
of improving relationships with your family?" is valuable because it helps
create a discrepancy between the client’s actions (heavy alcohol use) and
her personal values (improving relationships, especially during this period of
significant family upheaval). By highlighting this discrepancy, it can motivate
change, as the client begins to see that her alcohol consumption might be
counterproductive to achieving her relationship goals. Therefore, the correct
answer is (B).

GPT4o

The question posed to the client is designed to help her reflect on how her
drinking behavior aligns or conflicts with her personal values and goals, partic-
ularly regarding her relationships with her family. This approach is rooted in
motivational interviewing, which aims to enhance the client’s intrinsic motiva-
tion to change by creating a discrepancy between their current behaviors and
their broader goals and values. Let’s analyze the options: (A): While keeping
the focus on the client’s alcohol misuse is important, the question specifically
aims to explore the alignment between her drinking and her personal goals,
rather than just focusing on the misuse itself. (B): This option aligns with
the principles of motivational interviewing. By highlighting the discrepancy
between the client’s actions (drinking) and her personal values (improving rela-
tionships with her family), the therapist can help the client recognize the need
for change. (C): Providing baseline measures for treatment plan goals is impor-
tant, but this question is more about creating awareness and motivation rather
than establishing baseline measures. (D): Incentive-based interventions used
in contingency management involve providing tangible rewards for positive
behaviors. This question is more about internal motivation and self-reflection
rather than external incentives. Therefore, the correct answer is (B).

Meditron-70B

This question helps create a discrepancy between the client’s actions and
personal values. Therefore, the correct answer is (B)

Table A12: Reasoning chain of top-performing LLMs on an example question from CounselingBench
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Alig- Compre- Irrel- Omi-

Rationale Comparisons Recall Bias Harm

nment hension evance ssion
LLM vs Human
Llama3-OpenBioLLM-70B 490 762 485 116 370 561 313
Human 453 738 758 177 582 921 1257
Equal 666 105 368 1317 660 129 39
LIM vs LLM

Llama3-OpenBioLLM-70B 329 687 387 65 237 427 238
Meta-Llama-3-70B-Instruct 332 612 521 128 452 973 1311
Equal 951 309 704 1419 923 211 63

Table A13: Number of times a model’s rationale is dominant compared by LLM judge across different categories.
This was computed by using gpt4o to compare two rationales and decide which performs better in categories, such
as medical alignment, reading comprehension, knowledge recall, bias, harm, irrelevance, omission.
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