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Abstract

Retrieval-augmented generation (RAG) has
emerged as an approach to augment large lan-
guage models (LLMs) by reducing their re-
liance on static knowledge and improving an-
swer factuality. RAG retrieves relevant con-
text snippets and generates an answer based on
them. Despite its increasing industrial adoption,
systematic exploration of RAG components is
lacking, particularly regarding the ideal size
of provided context, and the choice of base
LLM and retrieval method. To help guide de-
velopment of robust RAG systems, we evalu-
ate various context sizes, BM25 and semantic
search as retrievers, and eight base LLMs. Mov-
ing away from the usual RAG evaluation with
short answers, we explore the more challenging
long-form question answering in two domains,
where a good answer has to utilize the entire
context. Our findings indicate that final QA
performance improves steadily with up to 15
snippets but stagnates or declines beyond that.
Finally, we show that different general-purpose
LLM:s excel in the biomedical domain than the
encyclopedic one, and that open-domain evi-
dence retrieval in large corpora is challenging.

1 Introduction

The field of Natural Language Processing (NLP)
has been vividly transformed with the advent of
large language models (LLMs), massive models
that excel on a wide range of complex tasks, in-
cluding text generation, question answering, and
summarization (Zhao et al., 2023). Despite their
impressive performance, LLMs have certain limita-
tions. The static nature of the knowledge encoded
within their weights can lead to providing outdated
content as new information emerges (Zhang et al.,
2023). Furthermore, LLMs can generate plausible
sounding but factually incorrect responses (hallu-
cinations), as they lack a reliable mechanism to
verify the accuracy of the information they produce
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Figure 1: The influence of the number of context snip-
pets passed to the RAG system on the final performance
(entailment score) on a biomedical task BioASQ-QA.
The performance improves steadily for all models, to a
differing extent, and then stagnates after saturation.

(Ji et al., 2023). Finally, they can lack specialized
knowledge related to advanced expert domains.

To address these shortcomings, the concept
of Retrieval-Augmented Generation (RAG) has
shown great potential (Lewis et al., 2020). RAG
systems enhance the capabilities of LLMs by inte-
grating a retrieval component that allows the model
to dynamically utilize external knowledge sources
during the generation process. By retrieving rele-
vant information from a curated corpus or the web
in real-time, RAG models can produce more accu-
rate, up-to-date, and contextually appropriate re-
sponses (Fan et al., 2024). RAG systems have also
seen wide adoption in various industry branches,
where companies leverage them to build tools for
accessing their internal documentation via ques-
tions posed in human language (Xu et al., 2024).

Despite their increasing popularity and use, there
here have been few studies that systematically ex-
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plore different settings of RAG systems, including
the size of the provided context, choice of base
LLM, and choice of retriever technique (sparse or
dense). While recent work has shown that essential
information in long context blocks can get "lost
in the middle" (Liu et al., 2024) or be affected by
noisy context (Cuconasu et al., 2024), most of these
studies work with short, factoid question answer-
ing (with questions like "Who won the 2024 Nobel
Peace Prize?") and assume there is one gold con-
text snippet relevant for the answer. There has been
less research on how do LLMs use the context for
long-form QA, where a holistic final answer has to
include multiple or even all context snippets.

To bridge this research gap, our study aims to ex-
plore and evaluate various configurations of RAG
systems. We systematically investigate how dif-
ferent context sizes, retrieval strategies, and base
LLMs impact the performance of RAG systems.
We evaluate these parameters through the prism
of the generative question-answering task in two
different domains: the biomedical BioASQ-QA
task (Krithara et al., 2023) and the encyclopedic
QuoteSum dataset (Schuster et al., 2024). Both
datasets provided the essential resources for our
study — inclusion of gold evidence snippets and
human-written answers utilizing these snippets to
answer the questions. By conducting a series of ex-
periments and analyses, we aimed to identify best
practices for the implementation of RAG systems.

Our contributions include:

* We examine the influence of the number of
context snippets in the prompt on the final task
performance of the RAG system. We observe
the performance to steadily improve from 1
to about 10-15 snippets, but then stagnate or
even decline by 20-30 snippets.

* We test the performance of different LLMs of
various sizes in their ability to utilize the con-
text snippets for generating accurate answers.
The results show Mistral and Qwen to perfrom
the best on the biomedical task, while GPT
and Llama excel on the encyclopedic task.

* We test the open-domain setting, where gold
evidence is not known and has to be retrieved
from large knowledge bases. We evaluate two
different retrievers and show the impact on
final performance. We show that this setting is
very challenging and performance is far from
the gold setting, with the BM25 optimizing

for precision, while semantic search gives a
wider coverage of retrieved information.

We make our code available in a public reposi-
tory on GitHub.!

2 Related Work

2.1 Retrieval-Augmented Generation

Early approaches to RAG involved simple retrieval
and were developed for the task of question answer-
ing (Chen et al., 2017). Recent advancements have
seen more sophisticated integration of retrieval and
generation processes, thereby significantly enhanc-
ing the quality and relevance of the generated text
(Lewis et al., 2020). These advancements have
been facilitated by improvements in both the re-
trieval mechanisms, which have become more effi-
cient and effective at finding relevant information,
and the generative models, which have become bet-
ter at integrating and contextualizing the retrieved
information (Cai et al., 2022).

A recent survey by Gao et al. (2024) separates
RAG approaches into naive RAG and advanced
RAG. The naive RAG approach follows a tradi-
tional process that includes indexing, retrieval,
and generation, also called a “Retrieve-then-Read”
framework (Zhu et al., 2021). On the other hand,
advanced RAG introduces specific improvements
to enhance the retrieval quality by employing pre-
retrieval and post-retrieval strategies. Pre-retrieval
strategies include query rewriting with an LLM
(Ma et al., 2023) or query expansion methods like
HyDE (Gao et al., 2023). Post-retrieval methods
focus on selecting essential information from re-
trieved documents. This includes reranking the re-
trieved documents with neural models (Glass et al.,
2022) or summarizing the retrieved documents be-
fore passing them as context (An et al., 2021).

2.2 Context and Noise in RAG Systems

A lot of recent work has explored how to improve
RAG and make it more accurate and robust to
imperfect context. This includes fact verification
(Li et al., 2024), self-reflection with critique (Asai
et al., 2024), learning to re-rank the context (Yu
et al., 2024), improved answer attribution (Vladika
et al., 2024a), adaptive search strategy (Jeong et al.,
2024), and relevance modeling (Wang et al., 2024).

There have also been studies exploring the size
of input context and its influence on the perfor-
mance of RAG systems. Liu et al. (2024) highlight

"https://github.com/jvladika/ContextRAG
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the effect of information being lost in the middle,
showing how RAG mostly focuses on the begin-
ning and the ending of the provided context. Simi-
larly, Cuconasu et al. (2024) examine the influence
of the position of the most relevant snippet in the
context and the influence of noisy snippets on the
performance. Both of these studies work with fac-
toid QA dataset where it is assumed one context
snippet is the most important for the answer.

Xiong et al. (2024) analyze the effect of number
of context snippets on five multiple-choice biomed-
ical QA tasks, while Vladika and Matthes (2024)
analyze the impact of the number of snippets as
well as context recency and popularity for biomedi-
cal QA. Chen et al. (2024a) evaluated the noise ro-
bustness and context integration of different LLMs
for RAG. Most similar to our work is the study by
Hsia et al. (2024), where the influence of different
RAG components is tested with eight LLMs and it
also includes BioASQ as a benchmark dataset.

While these studies have discovered important
principles in context inclusion for RAG systems,
they predominantly evaluate it on multiple-choice
or short-form QA tasks where there is one clear
answer and one most important context snippet.
Our work evaluates generative question answering
where potentially all snippets could be relevant for
inclusion in the answer, which is a more challeng-
ing setting. Additionally, we provide a comprehen-
sive evaluation of three main RAG components:
the influence of the context size, different retrieval
techniques, and choice of base LLMs.

3 Foundations

3.1 RAG System for Question Answering

Typically, a RAG system consists of a retriever
and a reader. Retriever has to search and collect
relevant evidence snippets that are passed as con-
text inside of a prompt to the reader. Our study
investigates the importance of those three aspects
(retriever, context, reader) on the final performance
of the whole system. We first focus on the influ-
ence of context size on the readers’ QA capability,
followed by the importance of choosing the reader
by comparing different base LLMs on the task, and
finally, we test the influence of two different re-
trievers on the final QA performance (BM25 and
semantic search). To formally define: Given a ques-
tion ¢ and context ¢ consisting of context snippets
c1,Ca, ..., Cn, the goal is to generate an answer a
with a model reader(q, c) = a. The context c is

provided in the first experiment, but in an open-
domain setting, given a document corpus D with
documents dq, d», ...dn, the idea is for a retriever
to retrieve(q, D) = dl, d2 best matching documents
and then from them extract context snippets.

3.2 Datasets

BioASQ-QA (Krithara et al., 2023) is a biomed-
ical question answering (QA) benchmark dataset
in English. It has been designed to reflect real
information needs of biomedical experts. The ques-
tions are written by biomedical experts and the
evidence corpus used to answer them is PubMed
(White, 2020), the large database of biomedical
research papers. The dataset is a part of the ongo-
ing shared challenge, and we use the 2023 version,
Task 10b. While the full dataset contains various
types of questions (yes/no, factoid, lists), we uti-
lize only the so-called summary questions — ques-
tions paired with human-selected evidence snippets
from PubMed abstracts and human-written "ideal
answers", which are essentially natural language
summaries of the provided snippets. In total, there
are 1130 summary questions.

QuoteSum (Schuster et al., 2024) is a dataset
of encyclopedic questions, relevant passages, and
human-written semi-extractive answers. The ques-
tions are human-written and are paired with up
to 8 passages (evidence snippets) from Wikipedia.
These passages are used as the main source by an-
notators to write the answers. QuoteSum contains
805 instances and covers various domains such as
geography, history, arts, and technology. An exam-
ple question is "Why was Stonehenge built in the
first place?".

These datasets contain the gold evidence snip-
pets and human-written answers based on the snip-
pets, making them a suitable testbed for our study.
While BioASQ might be difficult given its lan-
guage rich with complex biomedical terminology,
the main challenge is in successfully utilizing the
given context and summarizing it into a concise
but informative answer. We intentionally do not
benchmark on any biomedical LLM to not give any
model a possible advantage.

4 Experiment

4.1 Models

We conduct our experiments using a multitude of
different LLLMs that serve as readers, i.e., the mod-
els reading and comprehending the context and
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# docs GPT 3.5 GPT 40 LLaMa 3 (70B) Mixtral (8x7B)
R-L BSc Ent.% ] R-L BSc Ent.% ] R-L BSc Ent.% | R-L BSc Ent.%
BI0ASQ
0| 232 87.1 22.5 23.8 87.0 23.9 229 86.9 24.1 21.8 858 29.4
1| 28.0 879 29.3 28.2 879 29.3 28.3 878 30.5 29.6 879 36.5
3] 309 885 31.4 31.1 884 31.0 314 884 33.1 348 889 44.2
51319 886 32.0 31.9 88.6 31.5 32.0 88.5 34.8 36.4 89.0 48.7
10 | 32.7 88.8 32.6 328 88.8 32.5 322 88.6 34.5 377 89.2 50.7
QUOTESUM
0| 272 85.0 20.4 269 849 20.3 263 844 21.8 223 83.6 15.2
1| 364 87.1 41.7 36.6 87.1 41.7 343 86.5 36.5 33.8 86.1 32.0
3| 390 87.6 429 39.1 87.7 43.1 374 87.5 40.5 372 86.8 35.2
51399 877 44.0 39.7 877 44.2 384 875 41.9 374 869 36.1
10 | 39.7 87.7 44.2 39.6 87.7 434 394 87.5 41.8 37.7 86.9 35.9

Table 1: Results of final QA performance on BioASQ and QuoteSum for different number of gold snippets, using
the four big LLMs as readers: GPT 3.5, GPT 4o, Mixtral (8x7B), LLaMa 3 (70B). The results are measured with
ROUGE-L (R-L), BERTScore (BSc), and average entailment prediction of the NLI model (Ent.%).

then generating the answers from it. The exper-
iments were mainly conducted in June 2024 and
reflect the up-to-date LLLM landscape of that time.

We start with GPT as a commercial state-of-the-
art LLM in our comparison since it has demon-
strated remarkable zero-shot performance on var-
ious NLP tasks. Consequently, it is often used as
a benchmark for comparing LL.Ms. We use the
GPT-3.5 (Turbo-0125) as the standard ChatGPT
version, and also GPT-40 (Turbo-0513), the up-
dated "omni" version of GPT-4 (OpenAl, 2023),
which was shown to improve the performance. We
then also include two popular open-weights mod-
els that achieved impressive performance, namely
Mixtral (8x7B) (Jiang et al., 2024), based on a
sparse mixture-of-experts architecture (Fedus et al.,
2022); and LLaMa 3 (70B) (Al@Meta, 2024), a
powerful staple model from Meta. All models are
instruction-tuned ("chat") versions.

For the smaller language models, we choose
Mistral-7B (Instruct-v3) (Jiang et al., 2023), the
smaller counterpart to Mixtral; then the Gemma (1)
(Mesnard et al., 2024), a lightweight open model
from Google built from the research and technol-
ogy used to create Gemini models (Gemini, 2024);
and the smaller, 8B version of LLaMa 3. We addi-
tionally benchmark Qwen 1.5 (7B) (Chat), another
recently popular and powerful language model (Bai
et al., 2023). All of these models are open-source
models, and we use the instruction-tuned versions.

4.2 Setup

We use the same prompt and setup for all of the
benchmarked models:

Give a simple answer to the question
based on the context.

QUESTION:

<the current question>

CONTEXT:

[snippet;, snippets, ..., snippety,]
ANSWER:

For the internal-knowledge setting with no con-
text, the instruction was changed accordingly to
Give a simple answer to the question based on your
best knowledge. and the CONTEXT part removed.
While it would have been an interesting experiment
to also give the LLMs few-shot examples of QA
pairs, we intentionally opt for this zero-shot setting
so that the focus of the experiments lies solely on
the utilization of provided context for answering
and not on potential in-context learning abilities.

GPT models were prompted through the Ope-
nAl API, while all of the open-source models were
queried with API calls through the Together Al
service” platform, which hosts many popular open-
source models. We set the token limit to 512 and
the temperature parameter to 0, maximizing deter-
ministic generation by favoring high-probability
words and thus ensuring reproducibility of the re-
sults. One run through the whole dataset with five
settings took two computation hours. For embed-
ding models, we used one NVidia V100 GPU card
with 16 GB of VRAM.

4.3 Experiment Rounds

Context Size and Reader Performance. The
first round of experiments consisted of varying the
number of context snippets passed in the prompt
and observing how the QA performance changes.

*Together Al https://docs.together.ai/
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# docs Gemma (7B) LLaMa 3 (8B) Mistral (7B) Qwen (7B)
R-L BSc Ent.% | RRL BSc Ent.% | R-L BSc Ent.% | R-L BSc Ent.%
BIOASQ
0| 207 79.7 18.2 21.1 852 27.7 206 854 27.6 20.3 855 22.9
1| 259 857 23.0 28.5 878 28.8 287 879 35.0 28.5 87.7 335
3| 306 86.7 26.7 322 882 31.6 33.1 837 41.8 334 889 41.7
5| 322 87.0 29.7 36.7 88.5 33.7 347 839 44.7 352  89.0 45.3
10 | 335 87.2 305 | 373 884 33.8 364 89.2 46.0 36.8 89.1 48.0
QUOTESUM
0 8.7 67.4 9.8 24.0 83.6 18.5 25.2 83.9 13.6 25.2 84.3 17.3
1| 158 546 13.7 338 86.4 37.2 345 86.6 354 357 869 39.6
3| 252 1771 22.0 38.8 87.0 38.3 37.4 87.2 38.0 39.0 87.4 42.2
5| 248 764 224 394  87.1 37.7 386 873 39.3 39.3 875 43.0
10 | 247 76.1 224 39.7 87.1 38.0 39.0 872 39.5 393 875 42.9

Table 2: Results of final QA performance on BioASQ and QuoteSum for different number of gold snippets, using
the four small LLMs as readers: Gemma (7B), LLaMa 3 (8B), Mistral v3, and Qwen 1.5 (7B). The results are
measured with ROUGE-L (R-L), BERTScore (BSc), and average entailment prediction of the NLI model (Ent.%).

We pass the gold snippets in this experiment since
they are known to us and the focus is only on the
quantity (context size). While it seems intuitive that
adding more snippets will improve the final scores,
because an answer based on partial information
will be incomplete, we wanted to test: (1) to which
extent do different LLMs utilize the provided con-
text, and (2) when do the LLMs get saturated with
too much context, leading to stagnation or decline.

As a starting point, we first pose the question
to LLMs with no context (0 snippets), thus testing
their internal knowledge recall. While an inter-
esting research caveat on its own, we use it here
just as a baseline. Afterward, we vary the numbers
of context snippets in the array of 1, 3, 5, 10; to
give the idea of a general trend. In case a question
has fewer snippets than the given k, then all of the
snippets for that question were used. In BioASQ,
more than 80% of all questions have at least 3 snip-
pets, around 60% at least 5 snippets, and around
one third at least 10 snippets — using more than 10
wouldn’t make a lot of sense given that only 18%
of questions have more than 10 snippets. Similarly,
QuoteSum has around 75% questions with at least
3 snippets, 50% with at least 5, and 30% have the
maximum 8 snippets (labeled "10" in tables for
consistency).

Closed Retrieval Apart from the easier setting
where gold snippets are provided to the model, we
also explore the more challenging setup with evi-
dence retrieval "in the wild" (Chen et al., 2024b).
In this case, the RAG system first has to retrieve
the evidence from a knowledge base before produc-
ing an answer based on it. For the closed retrieval
setting in BioASQ, we only use the PubMed docu-
ments required to answer its 1130 questions. This

results in around 8000 documents as a knowledge
base. This mimics the common RAG use case in
the industry where one would be working with a
limited knowledge corpus containing internal com-
pany documents. The abstracts are saved in a vector
database and embedded with a sentence embedding
model (we use the biomedical S-PubMedBERT-MS-
MARCO? from Deka et al., 2022). Afterward, the
top 10 most similar documents to the question are
retrieved (using cosine similarity and the embed-
ding model), and the most similar sentence from
each document is selected as an evidence snippet.
The amount of selected sentences/documents is
also varied with amounts 1, 3, 5, 10; to align with
the first round of experiments. For QuoteSum, we
omit this experiment as the subset of Wikipedia
articles is not provided.

Open Retrieval. Finally, we test the QA perfor-
mance of both datasets in the most challenging
open setting — using a large knowledge base where
the retriever first has to sift through millions of
documents to discover the most relevant ones. For
BioASQ, we test two different retrievers — semantic
search with the same sentence embedding model as
in last round (S-PubMedBERT-MS-MARCO) and
the sparse retrieval technique BM25, which has a
long-established track record of good performance
for information retrieval (IR) tasks.

For BioASQ, we use MEDLINE, a snapshot of
currently available abstracts in PubMed that is up-
dated once a year. We used the 2022 version found
on the official website.* We filter it to a 10-year

3ht’cps: //huggingface.co/pritamdeka/
S-PubMedBert-MS-MARCO

4https: //www.nlm.nih.gov/databases/download/
pubmed_medline.html
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# docs GPT 3.5 GPT 40 LLaMa 3 (70B) Mixtral (8x7B)
R-L BSc Ent% | R-L BSc Ent.% | R-L BSc Ent.% | R-L BSc Ent.%
0| 232 87.1 22.5 23.8 87.0 23.9 229 869 24.1 21.8 85.8 29.4
1] 242 878 252 245 872 254 240 86.9 25.8 25.7 87.0 30.1
3| 327 88.0 274 345 879 272 28.1 877 27.7 303 878 36.1
5| 305 88.1 28.6 300 882 28.8 29.3  88.0 30.0 31.6 879 39.9
10 | 32.0 88.7 314 31.8 88.6 31.0 31.0 883 321 329 88.2 44.4

Table 3: Results of final QA performance on BioASQ for different number of retrieved context snippets in the
closed retrieval setting (with a corpus of 8 thousand PubMed documents), using the four big LLMs. The results are
measured with ROUGE-L (R-L), BERTScore (BSc), and average entailment prediction of the NLI model (Ent.%).

span from 2012 to 2022, following BioASQ’s time
range — this results with 10.6 million abstracts in
total. For QuoteSum, we use Wikipedia since the
dataset is based on it. We query the Wikipedia
search API directly through a link.> Wikipedia
search is based on BM25.% While a popular way
to benchmark retrievers is using common IR met-
rics like recall@k; we focus only on benchmarking
the final QA performance, as this both keeps it
consistent with the previous experiments and also
highlights the fact that the final answer is the most
important artefact of a QA system.

Unlike gold snippets where we often only had
up to 10 provided in the original dataset, the open
setting allows to keep increasing the number of
snippets indefinitely. Therefore, we additionally
evaluate with 15, 20, 30 snippets, to test the effect
of context saturation.

4.4 Evaluation

To evaluate the quality of the generated answers,
we use three main metrics. Given that the dataset
contains ideal answers, we can use reference-based
metrics. Evaluating LL.Ms for long-form QA is
a challenging, ongoing research problem, and no
metric is ideal (Xu et al., 2023). Still, we cover a
variety of metrics, to gain an overview.

The first metric is ROUGE (Lin, 2004),7 which
looks at the recall between the reference answer
and the generated answer. Specifically, we use
the ROUGE-L, which looks at the longest overlap-
ping sequence between the reference and generated
answer. Since this metric focuses solely on lexi-
cal overlaps, we use two additional semantic met-
rics. We also apply the BERTScore metric, which
captures semantic similarity by using the BERT
model’s embeddings (Zhang et al., 2020).

Shttps://en.wikipedia.org/w/api.php?action:
query&list=search&srsearch=\{text\}&format=json

Source: https://wikimedia-research.github.io/
Discovery-Search-Test-BM25/

7https://pypi.org/project/rouge/

The third metric utilizes the concept of natural
language inference (NLI), by using the reference
answer as the hypothesis and the generated answer
as the premise. The intuition behind this approach
is that a good answer should logically entail the
reference answer. Using NLI this way has been
done to evaluate the quality of summaries and text
generation (Laban et al., 2022). We use the model
DeBERTa-v3 (He et al., 2023), which was shown
to work well with NLI and reasoning tasks We use
the version Tasksource that was fine-tuned on a
wide array of NLI datasets and other classification
datasets (Sileo, 2023).8 This model predicts three
scores (entailment, neutral, contradiction) and we
report on the average entailment score as Ent%.

We additionally use for the first experiment ME-
TEOR (Lavie and Agarwal, 2007) (in nltk), a met-
ric that looks at word overlaps like ROUGE but
relaxes the matching criteria — it takes into account
word stems and synonyms. Finally, we also report
on the average cosine similarity (Cos) of text em-
beddings between generated and reference answers,
a metric that emphasizes the semantic similarity of
these two strings. For that we use the sentence
transformer all-mpnet-base-v2.° The results are in
Tables 7 and 8 in Appendix.

5 Results

5.1 Gold Snippets

The results of four large LLMs with gold snippets
are present in Table 1. All models observe a similar
pattern: after starting with a rather low zero-shot
performance, already utilizing just one context snip-
pet leads to a big jump in performance. After that,
most models slowly and steadily improve their an-
swers as measured by all three metrics. Looking at
different models, for BioASQ, GPT 40 and LLaMa

8https://huggingface.co/sileod/
deberta-v3-base-tasksource-nli

9https://huggingface.co/sentence—transformers/
all-mpnet-base-v2
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GPT 40 (semantic)
R-LL BSc Ent.% R-L BSc

Mixtral (semantic)
Ent.% | R-L BSc

GPT 4o (BM25) Mixtral (BM25)
Ent.% R-L BSc Ent.%

23.8 87.0 23.9 21.8 85.8 29.4

23.8 87.0 23.9 21.8 85.8 29.4

0

1209 865 18.9 22.1  86.0 234
3| 238 866 19.0 23.1  86.1 239
5| 229 86.7 19.5 233  86.0 25.8
10 | 23.0 86.8 19.9 232  86.0 27.6

20.7 86.5 18.9 222 86.0 23.5
224  86.7 20.1 22.8 86.0 24.1
232 86.9 20.9 23.0 86.1 26.1
234  86.9 21.5 233  86.0 28.9

15 | 25.1 87.1 26.9 2477  86.2
20 | 253 873 27.6 246 86.2 31.9
30 | 25.7 872 27.5 249 86.3

314

31.5

249 872 26.5 25.0 864 31.1
255 874 279 25.2 86.5 32.0
254 872 27.4 25.1 86.3 31.6

Table 4: Results of final QA performance on BioASQ for different number of retrieved context snippets in the
open retrieval setting, using PubMed (10 million doc.) with two big LLMs. Semantic refers to semantic search
using dense vector embeddings and BM25 is a sparse retrieval technique, which showed better performance here.
The results are measured with ROUGE-L (R-L), BERTScore (BSc), and average entailment prediction of the NLI

model (Ent.%).

£

GPT 40

R-L BSc E.% | R-L BSc
1| 230 837 129 | 254 847 16.7
3243 840 136 | 262 849 164
5| 248 841 144 | 264 849 172
10 | 254 842 154 | 272 850 173
20 | 258 844 163 | 27.8 852 189
30 | 261 842 162 | 280 851 188

Mixtral
E.%

Table 5: Results of final QA performance on Quote-
Sum for different number of retrieved context snip-
pets from retrieved documents from Wikipedia, using
Wikipedia’s built-in BM25-based search.

3 (70B) had a similar performance, with LLaMa
slightly outperforming GPT. Mixtral showed for
BioASQ by far the strongest performance among
the models across all three metrics. The biggest
jump is observed in the entailment metric, show-
ing how the answers generated by Mixtral had a
higher entailment score — meaning a higher logical
alignment with the reference answer. On the other
hand, for QuoteSum, the situation is the other way
around. GPT models performed the best, followed
by LLaMa, and Mixtral came in last place. The
zero-context performance was a lot lower than any
context-based setting, showing how questions from
this dataset are highly dependent on context.

The difference in performance for BioASQ
could be explained by the different levels of
biomedical knowledge that some models encode
compared to others. In related studies, Mixtral
and Mistral were found to encode more recent and
higher quality biomedical knowledge than GPT 4
(Vladika et al., 2024b), while Mistral was found
to perform better on biomedical QA tasks than the
domain-specific biomedical variation BioMistral
(Dada et al., 2024).

The results of four smaller LLMs with gold snip-
pets are shown in Table 2. A similar pattern is

observed — the top-1 snippet helps improve the per-
formance significantly, while further additions lead
to a more linear improvement. This holds true for
LLaMa 3 (8B) and Gemma (7B). Mistral, just like
its larger counterpart Mixtral, led to excellent per-
formance as measured by all three metrics. The
best performance for top-5 and top-10 was done
by Qwen (7B). For BioASQ, even compared to the
way bigger models LLaMa 3 (70B) and GPT 4o
in the previous table, Mistral and Qwen demon-
strated a lot stronger performance and context uti-
lization, showing that the model size is not always
the most important factor in RAG systems and com-
prehensive answering. For QuoteSum, Qwen out-
perfromed LLaMa 3 (70B), while Mistral outper-
formed its larger counterpart Mixtral.

Table 9 shows an example of a question from
BioASQ, its top 3 gold snippets, and the ideal an-
swer from our dataset. It then shows the responses
generated by different LLMs for the given question
and given three snippets, demonstrating the differ-
ences in addressing the question based on the given
context. Mixtral seems to have picked up the most
details while keeping it concise, Qwen gave the
longest answer, while GPT 40 and LLaMa 3 (70B)
left some crucial details out. Interestingly, LLaMa
3 (8B) gave a more informative answer than its
bigger counterpart.

5.2 Closed Retrieval

This setting used the small knowledge base of eight
thousand PubMed articles that were used as gold
evidence in BioASQ. The results of the experi-
ments are shown in Table 3. In this setting, it is
visible that the performance dropped when com-
pared to Table 1. Even in Mixtral, which was the
best performing model, the performance dropped
on average. Still, the performance kept improving
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Question Gold answer

Mixtral (w/ top 3 snippets)

Mixtral (internal knowledge)

Protein A from the bac-
terium Staphylococcus
aureus (SpA) is used
as an affinity ligand
for purification of im-
munoglobulin G (IgG).

For what is Protein
A from Staphylo-
coccus aureus used
in biochemistry?

Protein A from Staphylococcus
aureus is used in biochemistry
as a powerful diagnostic reagent,
and it also has applications in hu-
man disease therapy. It is iso-
lated from the bacterial pathogen
and is known to be produced ex-
clusively as an extracellular pro-
tein in certain strains.

Protein A from Staphylococcus au-
reus is often used in biochemistry
and molecular biology for the purifi-
cation of antibodies and the detec-
tion of antibody-antigen complexes.
It has a high affinity for the Fc re-
gion of IgG antibodies, making it
a useful tool in various laboratory
techniques such as immunoprecipi-
tation, immunoblotting, and ELISA.

What is the func-
tion of Taraxasterol
in rheumatoid
arthritis?

Taraxasterol suppresses
inflammation in
rheumatoid arthritis.

Based on the context provided,
there is no direct information
about the function of Taraxas-
terol in rheumatoid arthritis.

Taraxasterol is a plant-derived com-
pound that has been studied for its
potential anti-inflammatory effects,
which are beneficial in managing
symptoms of rheumatoid arthritis.

Table 6: Two examples where internal knowledge of LLMs gave a better answer than the RAG answer based on top

3 retrieved snippets

with each increase of fop k snippets selected, once
again demonstrating that with more context, the
performance was better. This was especially appar-
ent in the top-10 setting, since the more evidence
snippets selected, the higher the chances of select-
ing some of the gold evidence snippets used for the
generation of the ideal answer.

5.3 Open Retrieval

The final setting used around 10 million PubMed
articles as its knowledge base for retrieval. The
idea of this experiment is to see (1) how much the
performance in the open setting differs from the
closed setting with gold evidence and (2) what the
influence of different retrievers is on this perfor-
mance. Results for BioASQ are shown in Table 4,
while results for QuoteSum are shown in Table 5.
Since we stored an offline copy of PubMed doc-
uments, we could use both BM25 and semantic
search (with local vector embeddings), while for
Wikipedia, we used its search API based on BM25.

When compared to previous tables, it is evident
that open retrieval is the most challenging setting,
with lowest average scores overall. It is also in-
teresting to observe that retrieving the documents
with BM25 led to a slightly better final performance
compared to semantic search.

6 Discussion

6.1 Retrieval Techniques

Looking at Table 3, BM25 led to a better perfor-
mance overall. Given that it works with keyword
matches, this retrieval technique optimizes for pre-
cision in search results rather than recall, thus en-
suring that more documents will actually be dis-

cussing the same concepts (words) mentioned in
the question itself. This shows that optimizing for
precision and matching the keywords of the query
to the knowledge contained in the knowledge base
can lead to improved performance. Especially in
critical applications like the biomedical domain of
question answering, optimizing for precision and
robust answers can be more important than the re-
call provided by semantic search.

6.2 Internal vs. External Knowledge Conflict

An interesting remark from open retrieval in Table
4 is that both GPT and Mixtral have better scores
for their zero-shot answers (with O context snippets)
than the answers where up to 10 context snippets
were provided. After we analyzed many outputs,
a potential explanation of this phenomenon is that,
while snippets discovered in the corpus can be se-
mantically similar to the question, they do not al-
ways provide all the important information. On
the other hand, when using just the vanilla prompt,
LLM answers based on its "internal" knowledge —
these answers reflect the collected knowledge of
LLMs gained from the large pre-training corpora.
Therefore, the internal LLM answers can be more
informative than the RAG setting where an LLM is
instructed to answer only using the provided short
snippets. As more snippets are added, the informa-
tiveness of RAG answers starts surpassing LLM’s
internal knowledge. Recent studies have also ob-
served that for biomedical tasks, it can sometimes
be more beneficial to generate internal answers
than retrieve external context (Frisoni et al., 2024).

Consider the first example in Table 6 — the an-
swer from Mixtral’s internal knowledge mentions
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purification and IgG, the same as in the gold an-
swer, while the answer based on the top 3 snip-
pets produced an incomplete answer. In general,
the bottleneck is often tied to incorrect retrieval —
sometimes, the retrieved snippets did not address
the question at all, especially for complex biomed-
ical terms found in BioASQ. On the other hand,
LLMs in the vanilla setting will always provide the
answer based on their best knowledge, thus out-
performing cases of bad retrieval. This is apparent
in the second example in Table 6. This demon-
strates the well-known challenges of knowledge
conflict between the internal knowledge of LLMs
and the knowledge passed to them in the context
(Marjanovic et al., 2024) and is an interesting fu-
ture research direction following from our study.

6.3 Context Saturation

Another insight of the study visible in Table 4 is
that there is a certain upper limit to the performance
improvements. As we kept on adding more and
more context, increasing to 20, the performance
stalled and then slightly dropped for 30 retrieved
context snippets. As the saturation point is reached,
adding more context to the prompt just leads to
noise and confusion in answering. This confirms
the previous findings from literature that context
can get "lost in the middle" of long prompts and
ignored by the reader LLM when answering the
questions (Liu et al., 2024; Hsieh et al., 2024).

7 Conclusion

In this study, we explored the effectiveness
of Retrieval-Augmented Generation (RAG) sys-
tems for long-form question answering using two
datasets. We systematically evaluated the impact of
various settings of retrieval strategies, context sizes,
and base LLMs on RAG performance. Our findings
indicate that increasing context snippets enhances
performance up to around 15 snippets. For biomed-
ical QA, models like Mixtral and Qwen performed
the best, while they were outperformed by GPT-
40 and LLaMa 3 for encyclopedic QA. In open
retrieval setting, BM25 yielded better results for
biomedical QA, with open challenges remaining
for exploring knowledge conflict between internal
LLM knowledge and external context. We envision
future work to explore the effects of query expan-
sion methods and evidence re-ranking. We hope
our work provides valuable insights for optimizing
applied RAG systems in practice.

Limitations

Our study is limited to two datasets, thus making it
possible that some findings would not universally
generalize to different domains and tasks. Addi-
tionally, we only evaluate the models in a zero-shot
setting, whereas a few-shot setting with some ex-
amples of questions and answers would have led to
a more uniform performance across models.

The use of automated metrics for natural lan-
guage generation tasks is not ideal, and they have
certain drawbacks. ROUGE score focuses too
much on word overlaps with no semantic match-
ing, BERTScore often gives scores in a very tight
range, and NLI models can struggle with long text
as input. Ideally, a human evaluation would bring a
more rigorous result assessment, but hiring human
annotators, especially domain experts for the medi-
cal text, was outside of our scope and resources.

Finally, the LLMs, embedding models, and re-
triever models tested in this study represent only a
subset of the quickly evolving landscape of NLP
models and technologies. We selected some of
the most popular and trending ones, but there are
certainly other models that warrant discussion and
would have led to an improved performance. Since
most experiments were conducted in June 2024, the
choice of benchmarked models reflects that. In the
meantime, GPT 4o0-mini has superseded GPT 3.5,
LLaMa 3.3 is a continuation of LLaMa 3, Gemma
2 was released, as well as Qwen 2 after Qwen 1.5.
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A Appendix
A.1 Additional Metrics

The results of the experiments with gold snippets
were additionally evaluated using the METEOR
and cosine similarity metrics. The results are
shown in Tables 7 and 8. For BioASQ, the results
with these two metrics mostly follow the patterns
observed with the original metrics from the main
part, with a big jump in performance for the first
snippet and then continued to increase. It is a simi-
lar case for QuoteSum, but in this dataset, the two
metrics seem to peak at the top 5 snippets and then
slightly drop and deteriorate when including all top
10 snippets.

A.2 Example outputs

Example outputs of 6 models for a question from
BioASQ, together with top 3 gold snippets and
ideal answer, are shown in Table 9.
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# GPT 3.5 GPT 40 LLaMa 70B Mixtral Gemma 7B LLaMa 8B Mistral Qwen 7B
MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos

0| 196 745 | 213 751 | 219 750 | 258 753 | 206 663 | 253 729 | 246 73.0 | 229 70.7
1] 212 761 | 213 764 | 229 764 | 307 802 | 237 705 | 258 76.6 | 296 79.6 | 267 79.0
3| 245 793 | 246 792 | 267 794 | 379 829 | 285 740 | 272 788 | 352 821 | 325 818
5| 257 80.1 | 255 800 | 278 798 | 404 840 | 306 752 | 300 799 | 37.7 831 | 351 83.0
10 | 265 80.6 | 266 80.6 | 287 803 | 428 848 | 323 76.1 | 31.1 803 | 39.8 84.1 | 37.8 84.2

Table 7: Results of final QA performance on BioASQ for different number of gold context snippets using the four
big LLMs and four small LLMs. The results are measured with Meteor (MET) and average cosine similarity of text
embeddings using all-mpnet-base-v2.

# GPT 3.5 GPT 40 LLaMa 70B Mixtral Gemma 7B LLaMa 8B Mistral Qwen 7B
MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos | MET Cos
0| 236 730 | 234 730 | 232 723 | 260 726 6.3 293 | 21.8 70.1 | 254 722 | 246 729
1| 258 76.1 | 259 762 | 241 725 | 31.1 76.6 9.8 362 | 235 711 | 28,0 76.6 | 274 76.7
3| 304 781 | 306 782 | 330 776 | 363 787 | 171 569 | 29.1 749 | 346 79.0 | 32.1 78.6
51 319 785 | 315 785 | 346 775 | 368 788 | 173  56.1 303 753 | 348 789 | 327 79.0
10 | 315 783 | 315 784 | 345 775 | 368 79.0 | 172 559 | 305 755 | 348 789 | 328 79.0

Table 8: Results of final QA performance on QuoteSum for different number of gold context snippets using the
four big LLMs and four small LLMs. The results are measured with Meteor (MET) and average cosine similarity of
text embeddings using all-mpnet-base-v2.

Question What is the role of nimotuzumab in treatment of pontine glioma?

Top 3 snippets (1) We found that nimotuzumab with or without radiotherapy, chemotherapy in newly diagnosed or
recurrent HGG, such as glioblastoma multiforme (GBM), anaplastic astrocytomas (AA), and diffuse
intrinsic pontine glioma (DIPG), might improve the response rate or the survival time. (2) In conclusion,
nimotuzumab is a very well-tolerated drug with acceptable toxicity, and it may have promising value in
the combination treatment. (3) Combining craniospinal irradiation (CSI) with concurrent temozolomide
and nimotuzumab therapy may slightly improve tumor control and overall survival.

Ideal Answer Nimotuzumab (an anti-EGFR monoclonal antibody) is being used for treatment of pontine gliomas.
Nimotuzumab is a very well-tolerated drug with acceptable toxicity, and it may have promising value in
the combination treatment. Clinical trials evaluating efficacy of nimotuzumab are ongoing.

GPT-4 The role of nimotuzumab in the treatment of pontine glioma is to potentially improve the response rate
or survival time when used in combination with radiotherapy and chemotherapy.
Mixtral The context suggests that nimotuzumab, a well-tolerated drug with acceptable toxicity, could poten-

tially improve the response rate or survival time when used in combination with radiotherapy and/or
chemotherapy for treating pontine glioma (DIPG) and other high-grade gliomas like glioblastoma
multiforme (GBM) and anaplastic astrocytomas (AA).

LLaMa 3 (70B)  Nimotuzumab may improve the response rate or survival time in the treatment of pontine glioma.

LLaMa 3 (8B) According to the context, the role of nimotuzumab in the treatment of pontine glioma is to potentially
improve the response rate or survival time, either as a standalone treatment or in combination with
radiotherapy and chemotherapy.

Mistral Nimotuzumab may potentially improve the response rate or survival time when used in combination with
radiotherapy, chemotherapy for newly diagnosed or recurrent High-Grade Gliomas (HGG), including
Diffuse Intrinsic Pontine Glioma (DIPG).

Qwen (7B) The role of nimotuzumab in the treatment of pontine glioma, as mentioned in the context, is that it may
improve the response rate or survival time when used in combination with radiotherapy and chemother-
apy for newly diagnosed or recurrent glioblastoma multiforme (GBM), anaplastic astrocytomas (AA),
and diffuse intrinsic pontine glioma (DIPG). It is described as a well-tolerated drug with acceptable
toxicity, suggesting it may have potential as a part of a combination therapy.

Table 9: Example of a question from BioASQ with its top 3 gold snippets and ideal answer. Below are responses
generated by different LLMs, demonstrating the differences in addressing the question based on the given context.
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