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Abstract

Large Language Models (LLMs) have signif-
icantly advanced legal intelligence, but the
scarcity of scenario data impedes the progress
toward interactive legal scenarios. This pa-
per introduces a Multi-agent Legal Simula-
tion Driver (MASER) to scalably generate syn-
thetic data by simulating interactive legal sce-
narios. Leveraging real-legal case sources,
MASER ensures the consistency of legal at-
tributes between participants and introduces a
supervisory mechanism to align participants’
characters and behaviors as well as address-
ing distractions. A Multi-stage Interactive Le-
gal Evaluation (MILE) benchmark is further
constructed to evaluate LLMs’ performance
in dynamic legal scenarios. Extensive experi-
ments confirm the effectiveness of our frame-
work. The detailed resources are available at
https://github.com/FudanDISC/MASER.

1 Introduction

The emergence of Legal Artificial Intelligence (Le-
gal AI) (Atkinson et al., 2020; Ge et al., 2021)
induces significant transformations within the legal
field. Especially, recent advancements in Large
Language Models (LLMs) (Achiam et al., 2023;
Yao et al., 2024; Yue et al., 2024a), through contin-
uous training on legal knowledge and instructions,
have shown remarkable capabilities in various legal
tasks, such as legal information extraction (Shen
et al., 2024), judgment prediction (He et al., 2024)
and instrument drafting (Yue et al., 2023). How-
ever, previous endeavors (Fei et al., 2023) predom-
inately concentrated on non-intensive interactive
tasks, involving prediction with directly specified
elements, thereby restricting the wider real-world
application of Legal Al

The real-world judicial service scenario is highly
complex, presenting two major challenges: (1)
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Hi, | have a case to consult. Could you help
me draft a complaint?

Sure no problem. First, could you please

IeII me a bit about yourself?

T’m Nathen, bom on April 17, 1994, Han
Chinese. Ugh, I'm so annoyed right now!

Hi, I have a case to consult. Could you
c help me drafta complaint? :
Sure, no problem. I just need to ask a few :
queslions, First, please tell me your ]
name,..., and address. :

I"'m Nathen, bom on April 17, 1994, Han
Chinese. Ugh, I'm so annoyed right now!
and everything is just such a mess!
[Missing Address]
Thank you for the information. Could you
please describe in detail what happened?
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I insured my heavy-duty vehicle,...In late
November, my truck had an accident at a
material yard. [Vagueness] Ma was driving
and made a small mistake.... I'm not sure if

driving and made a small mistake. .. I'm it possitle? [EAREERA]

not sure if it's possible? [Concern] ...

Do you have any proof, like the insurance
policy, claim records, or repair receipts?

suggestions ... You can also request the

Based on your case, here are my
insurance company cover court fees.

@ Given above dialog hlswry and indictment Given above dialog hlsmry and indicment ) (7] !
template, please generate the corresponding template, please generate the corresponding iJ '

indictment ## Indictment Template: indictment ## Indictment Template:

1
l Complaint !
H Plaintiff:....... !
' Claims: Order the defendant to pay H
\ overdue interest of RMB XXX. ...... |
1

(b) LawLLM as Legal Professional

Complaint

@ Plaintiff: Nathen, born on March 29,
E 1967, Han Nationality, Address:

Chaoyang City, Yinxing Road.......

(a) GPT-40 as Legal Professional

Figure 1: Examples of general LLM (i.e., GPT-40) and
legal LLM (i.e., LawLLM) as legal professionals in
drafting legal documents. LLMs struggle to maintain
flexible interaction patterns under legal agendas.

High professionalism. The rationality of content
and the legality of procedures are crucial for legal
information services, requiring practitioners to fol-
low a procedural agenda while offering services.
(2) Intensive interactivity. Since users often lack
basic legal knowledge, legal consultations typically
require multiple rounds of interaction, with prac-
titioners guiding users step by step through the
process. As shown in Figure 1, drafting a legal
complaint is a complex task that demands fulfill-
ing all the listed requirements. However, when the
user exhibits incomplete information, vagueness or
concerns, both GPT-40 (Achiam et al., 2023) and
LawLLM (Yue et al., 2024a) struggle with adaptive
handling while simultaneously following agendas.
This results in misunderstanding of the user’s de-
mands and omission of necessary facts, ultimately
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inadequately drafting complaints. Current LLMs
face challenges in this dynamic legal scenario. A
fundamental fact lies in the proprietary nature and
scarcity of such data in real legal scenarios, which
creates substantial barriers to equipping LLMs with
such advanced capabilities.

Therefore, we explore a role-driven scenario sim-
ulation framework to construct high-quality data
in scale for enhancing legal LLMs. Compared
existing role-driven approaches for general con-
texts (Shao et al., 2023; Yu et al., 2024a,b), two
key aspects require consideration to better model
real-world legal scenarios. (1) Character Authen-
ticity. The legal simulation involves various roles,
including legal characters with expert knowledge,
solutions and agendas, as well as non-legal char-
acters, who may exhibit diverse behavior styles
and backgrounds. Due to LLM’s susceptibility to
legal illusions, legal configurations of roles (non-
legal roles’ needs and legal roles’ solutions) require
consistency with real-word scenarios, ensuring the
authenticity and reliability of legal services. (2)
Character-behavior Consistency. The response be-
havior of each role should consistently align with
their characteristic throughout the interaction. For
example, non-legal roles should respond according
to their profiles while legal roles should always
follow legal knowledge and agendas. Addition-
ally, non-legal roles may present distracting behav-
iors (forgetfulness or misunderstanding), leading
to vague responses, while legal roles must respond
and direct professionally.

We present a framework to address these aspects,
forming the Multi-agent Legal Simulation Driver
(MASER), where the legal agent (Lawyer) guides
and questions the non-legal agent (Client) to com-
plete specific legal tasks in accordance with legal
agendas. MASER incorporates two strategies: (1)
Role Agent Presetting: we map multi-level traits
based on a sociological personality theory to ensure
diversity in non-legal roles. To ensure legal corre-
spondence, we extracted different elements from
judicial documents (which establish a complete log-
ical chain of legal events) to develop the legal traits
of the roles. This enables the legal role to have
prior knowledge of addressing user demands. (2)
Multi-Agent Legal Simulation: Beyond the legal
agent (Lawyer) and non-legal agent (Client), we
introduce a supervisor for character-behavior and
distractor alignment at the sentence level, assisting
participants in revising their behaviors in each turn.
MASER leverages this multi-agent simulator as

a synthetic data engine, to drive arbitrary offline
LLMs for dynamic legal interaction.

Moreover, we propose a Multi-Stage Interac-
tive Legal Evaluation (MILE) benchmark, to as-
sess LLM variants’ ability to navigate interactive le-
gal tasks. This benchmark is derived from a meticu-
lous collection of high-quality Chinese legal cases,
providing real-world and consistent legal configu-
rations. Leveraging GPT-40 to simulate non-legal
characters (client), we conduct a thorough evalua-
tion of the performance of LLMs-driven Lawyer
within this dynamic and realistic legal interaction
environment. A supervisor oversees the client to
ensure the consistency of its behavior. The MILE
benchmark evaluates the Lawyer along two stages
of intensive interaction and goal achievement.

Extensive experiments demonstrate that MASER
significantly enhances the performance of arbitrary
LLMs on interactive legal tasks. In our frame-
work, trained models surpassed proprietary ad-
vanced LLM, e.g., GPT-40 (Achiam et al., 2023),
and specialized legal LLM, e.g., LawLLM (Yue
et al., 2024a). We envision our framework as a
general paradigm that extends more complex and
private verticals, bridging the gap between inten-
sive interaction and achieving special goals.

2 Multi-agent Legal Simulation Driver

As shown in Figure 2, MASER achieves legal ob-
jectives (i.e., complaint drafting) through intensive
interactions, which consist of three agents: a client,
a lawyer, and a supervisor. Each character assumes
specific roles and responsibilities within the frame-
work. The MASER consists of Role Agent Pre-
setting (§2.1) and Multi-Agent Legal Simulation
(§2.2), ultimately producing synthetic scene data
to train arbitrary LLMs (§2.3).

2.1 Role Agent Presetting.

Due to limited expertise, vanilla LLM-driven sim-
ulators tend to produce substantial legal illusions,
compromising reliability of synthetic data. Hence,
the authenticity setting of role agent presents two
challenges: the client’s diversity and legal consis-
tency among roles. To this end, we develop the
individual’s features across different dimensions
based on the Big-5 Personality Traits. Additionally,
we configure various legal elements in real legal
events with the same logic chain to different agents.

Setup with Real-world Legal Source. To estab-
lish legal correspondence, the intuition is to assign
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Figure 2: Overview of Multi-agent Legal Simulation Driver (MASER), which consists of role agent presetting and
multi-agent legal simulation. Leveraging the MASER, synthesized sentence-level data can drive arbitrary LLMs for

legal intensive interaction.

different legal elements of the same legal event to
various roles. Chinese judgment documents en-
compass all the essential components of the entire
proceedings of the case, e.g., parties’ personal de-
tails, legal disputes, facts, evidence, rulings, and
applicable laws, which align perfectly with our
requirements. We delicately capture these legal
elements from documents as legal initialization at-
tributes for lawyers and clients. Specifically, we
collect 4,532 civil cases from pre-2021 judgment
documents, covering more than 230 civil case types.
Then, we prompt GPT-40 to extract six initializa-
tion elements from Chinese judgment documents:
plaintiff information, defendant information, claim,
case details, evidence, case study, and legal provi-
sions. Details are provided in the Appendix A.1.

Setup with Big-5 Personality Traits. Behavioral
diversity facilitates the model’s ability to compre-
hend and represent the complexity of characters,
further improving simulation reliability and gener-
alization. Guided by social personality theory (Sun
et al., 2024), Big-5 personality traits are mapped
to two dimensions of behavioral attributes: speak-
ing style and interactivity, where speaking style
consists of logic, clarity and tone. In our imple-
mentation, three levels (high, medium, or low) are
assigned to each of the big-5 personality traits, then
we prompt GPT-4 to generate personality descrip-
tions and further develop speaking style and inter-
activity. Details are shown in the Appendix A.3.

Roles Profile Configuration. As shown in Fig-
ure 2, these categories of elements from the above
steps are assigned to the corresponding agents.
Specifically, (1) Client is equipped with personal
and case information from real-world legal sources,
along with personality, speech styles, and interac-
tivity from Big-5 personality traits. Additionally,
five levels of legal sense are manually designed by
legal experts, aiming to model the level of legal
knowledge. (2) Lawyer is configured with case
analysis and applicable laws from the same legal
source, which is the prior knowledge of addressing
the client’s demands. In addition, legal agendas are
manually designed by legal experts. (3) Supervisor
owns all the information and mounts it on demand,
e.g., case information and personality features are
configured when supervising Client’s behavior.

2.2 Multi-Agent Legal Simulation.

As shown in Figure 2, the lawyer guides the client
to collect legal needs, ultimately completing the
user’s legal task goal (i.e., complaint drafting). The
Supervisor oversees interactions between Client
and Lawyer at the sentence level, guaranteeing
profiles-behavior alignment and distractor consis-
tency. The simulation consists of intensive inter-
action and goal achievement stages. We leverage
powerful LLM (e.g., GPT-40) to power each agent,
enabling them to embody their roles authentically.

Client Agent Behavior. The Client aims to ex-
hibit a set of realistic behavior patterns to enhance
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the authenticity of the legal simulation: 1) Coop-
eration. The agent should respond to the lawyer’s
inquiries, and have subjective biases in describing
their condition according to setting legal sense; 2)
Communication. The agent possesses an individu-
alized speaking style, combining logic, clarity, and
emotional response; 3) Curiosity. The agent should
express concerns based on their level of understand-
ing and interactivity, seeking clear explanations
from the lawyer to address their doubts; 4) Dis-
traction behavior. The agent’s response exhibits
two types of distractors, missing some important
details or vagueness, requiring further confirmation
to clarify. The prompt is shown in Figure 12.

Lawyer Agent Behavior. The Lawyer agent
aims to emulate a skilled and patient legal service
provider in real-world practice: 1) Agenda compli-
ance. Throughout the interaction, the agent must
adhere to the given legal rule and agenda to guide
Client, ensuring the acquisition of all elements nec-
essary to achieve the legal objectives. 2) Flexi-
ble reaction. The agent uses the configured prior
knowledge of the case to address the user’s confu-
sion expertly, and when the user exhibits distracting
behavior, further inquiry is required to ascertain the
facts. The Lawyer’s prompt is shown in Figure 14.

Supervisor Agent Behavior. The Supervisor
agent oversees multi-turn conversations between
the Client and the Lawyer at the sentence level,
improving their consistency and interactivity: 1)
Profile-behavior alignment. The agent assesses
the consistency between each participant’s profile
and their speech, in conjunction with providing ad-
vice based on diverse styles of the Client and legal
agendas of the Lawyer. 2) Distractors alignment.
Relying solely on profiles to prompt the Client’s
distracted behavior and lawyers’ flexible reaction
is difficult. Thus, the agents use preset distractor
configurations to guide participants’ interactions
under distraction, e.g., the Client missing details
and the Lawyer queries again. The Supervisor first
determines the current agenda stage by identify-
ing conversations, and subsequently implementing
appropriate supervisory measures according to the
stage. The supervisor provides feedback and mod-
ification suggestions for the Client or Lawyer to
adjust their responses with natural language. The
prompts are shown in Figure 15, 16 and 18.

Legal Simulation Flow. As shown in Figure
2, our framework simulates a realistic complaint

Algorithm 1 Simulation Process

Require: Lawyer £, Supervisor S, Client C, Max-
turn m, Dialogue history h, Client’s response 7,
Lawyer’s response 7', Supervisor’s response 7°,
Complaint template ysemyp

Input: Client’s profile F., Lawyer’s profile P
Output: History h., complaint y

1: foreach¢in0,1,...,m do

2. C generates 1y, ¢,

3 S generates r° given Pc’ht_l’rgefore
4 if »® = "correct" then

5: C memorizes rgefore in hy_q

6 else

7 C generates r¢ Fter given r°, 1y, Fore
8 C memorizes ¢ Frer in hy_q

9 end if

10: L generates ré e fore EIVEN hy—1

11: &S generates r° given P., P}, h, réefore
12:  if r® = "correct" then

13: L memorizes réefore in hy_q

14:  else

15: L generates réfter given 7%, réefore
16: L memorizes Téfter in hy_q

17:  end if

18:  if "Inquiry ends" in 7! then

19: break

20:  end if

21: end for

22: L predicts y given Ny, Yiemp
23: h. = L memorizes y in h,,

drafting process through a structured multi-turn
interaction flow. The Client initiates the conversa-
tion based on the configured real-case cause. The
lawyer agent acts as the dialogue facilitator, en-
gaging in interactions with the Client directed by
agendas. Across interactions, the Supervisor inter-
acts only with the current speaker in each turn. As
shown in Algorithm 1, in ¢-th round, after Client
C (or Lawyer £) generates a response 7, r,,.., the
Supervisor S provides suggestions 7° based on the
previous dialogue h;—; and Client’s profile P,. If
r® is deemed "correct," 7}, Fore is added to mem-
ory; Otherwise, the Client (or the Lawyer) revises
their response 7§ fter according to the Supervisor’s
suggestions r° before adding it to memory. The
interaction ends when L reaches the inquiry end
or the predefined maximum turn m. Ultimately, £
generates the complaint y based on the complete
history h,,, and template ¥cymp, sSimultaneously up-
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dating it into h,, to form scenario data h.. Figure
7 shows an example simulation flow.

2.3 Training

Synthetic Data Generation. MASER is utilized
to construct a high-quality synthetic legal scene
dataset, SynthLaw, consisting of 4,532 samples.
Note two keys in the synthetic process: 1) real-legal
source configurations and supervision mechanisms
in each interaction ensure that the generated data
is aligned at the sentence level, closely approxi-
mating real-world scenarios. 2) the diverse client
behavioral styles and legal demands ensure the data
generalization. This approach greatly remedies the
dilemma of scene data construction under legal re-
sources. In addition, we collect 4k high-quality
multi-round legal counseling data to enhance the
legal routine Q&A capability.

Supervised Finetuning. We initialize a general
LLM and train it on SynthLaw dataset D). For each
example (X}, X!,..., X7, X]') C D,, where c
and [ denote Client and Lawyer, a standard condi-
tional language modeling objective, maximizing
likelihood:

L
L=-> logp(@i | Xecir Xi1.<i) , i € X,
=1

where L is the token length of sequence X, x;
is the current predicted the Lawyer’s response to-
kens, X, «; and X; ; are the Client’s response and
Lawyer’s response tokens before x;.

3 MILE Benchmark

Unlike existing legal benchmarks (Fei et al., 2023;
Yue et al., 2023) that employ static assessment,
Multi-Stage Interactive Legal Evaluation (MILE)
introduces an approach for assessing the model’s
ability to complete designated legal tasks in a dy-
namic environment. This benchmark offers the key
advantage that it better aligns with real-world con-
ditions and thus more reliably reflects the model’s
performance. Leveraging powerful LLM to sim-
ulate the non-legal characters (i.e., Client), MILE
thoroughly evaluates the performance of LLMs-
driven lawyer within this dynamic legal interaction
environment. MILE is divided into two phases:
interaction evaluation and goal evaluation.

Dataset Construction. We collect civil judgment
documents from the China Judgments Online of

Intellectual Property

Rights Infringement,

Contracts Dispute

/
Maritime I){spute
8.8%

Figure 3: Distribution of legal attributes for our MILE
benchmark, including 9 primary attributes.

the year 2024, and further performed privacy re-
moval and data cleaning. The legal elements and
behavioral styles processed by GPT-40 serve as
the client’s profiles. In total, the MILE benchmark
sets out 693 distinct complaint drafting scenarios,
where the complaint documents are generated from
judgment documents through the heuristic method.
Figure 3 illustrates the legal attributes of our MILE.

Interaction Evaluation. This phase aims to eval-
uate the model’s interactive performance as a
lawyer, focusing on the following three aspects:
1) Interactivity. The model should actively engage
in the dialogue, answering and asking questions to
advance the discussion while clarifying any vague
responses. 2) Professionality. The model should
use precise legal terms, cite laws and precedents,
and offer professional strategies. 3) Logicality. The
model should maintain logical dialogue. Powerful
judge model (i.e., GPT-40) measures scores on a
scale of 1 to 10. Note that we use two turns as
a window for fine-grained evaluation rather than
directly evaluating the entire conversation.

Goal Evaluation. This phase evaluates the per-
formance of the final task (i.e., complaint quality)
from two perspectives: 1) Local evaluates the ac-
curacy of each part of the generated complaint,
including client information, defendant informa-
tion, facts, reason, claims, and evidence. 2) Global
assesses the overall standardability (whether the
document follows a given template) and profes-
sionalism (whether correct legal language is used)
of the complaint. The accuracy of client and de-
fendant information is measured through matching,
while other elements are measured by GPT-40. For
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Local Global
Model CLI DEF F&R CLA EVID | stTA PrOF | VE
Multilingual LLMs
GPT-40 94.26 98.25 40.39 66.00 52.57 84.63 6395 | 71.44
GPT-3.5-turbo 85.23 9231 36.33 55.31 4506 39.44 4823 | 51.77
Gemini-1.5-pro 5595 5845 31.60 41.57 20.09 44.81 38.34 | 39.96
" Baichuan2-chat 135 | 78.64 74.69 40.35 4833 2922 62.02 43.82 | 53.87
LLaMa-3.1-instruct gg 85.33 93.11 4193 5781 2772 56.64 4647 | 52.14
Baichuan2-chat 7 79.37 78.44 3421 4794 2939 5573 44.46 | 46.20
InternLM2.5-chat 75 62.77 6428 3574 44.62 31.03 50.97 4421 | 43.51
Mistral-instruct-v0.3 75 | 14.48 12.82 21.36 30.00 27.60 23.85 23.12 | 26.56
Legal LLMs
LawLLM 138 4991 38.49 3049 32.61 2724 50.13 27.58 | 30.09
Interrogatory 7 1297 18.12 29.64 32.09 28.41 4045 28.05 | 30.07
Fuzi.mingcha g 53.34 5091 19.86 25.82 2746 2429 23.64 | 2473
Qwen2.5-instruct 7 86.90 92.05 37.81 55.66 3423 41.50 56.09 | 57.75
“SynthLaw -5 | 90.20 96.15 5420 70.00 54.60 91.74 59.05 | 73.71

Table 1: Comparative results among LLMs on goal evaluation, where CLI, DEF, F&R, CLA, and EVID denote
client information, defendant information, fact reason, claims, and evidence, respectively. STA and PROF denote

Standardability and Professionality, respectively.

each complaint, a ground truth is provided to re-
duce potential biases during the assessment. De-
tails are provided in the Appendix B.2.

4 Experimental Setup

Implementation Detail. We use Qwen2.5-
instruct-7B (Yang et al., 2024) as our initial model.
Due to page limitations, details of the training and
evaluation processes are provided in Appendix C.

Baselines. We compare our model with a wide
range of baseline methods in two categories. (1)
General multilingual LLMs: Qwen2.5-instruct 7B
(Yang et al., 2024), Baichuan2-chat 7B/13B (Yang
et al., 2023), InternLM2.5-chat 7B (Cai et al.,
2024), LLaMa-3.1-instruct 8B (Dubey et al., 2024),
Mistral-instruct-v0.3 7B (Jiang et al., 2023), GPT-
40 (Achiam et al., 2023), GPT-3.5-turbo (Achiam
etal., 2023), Gemini-1.5-pro (Reid et al., 2024). (2)
Legal-domain LLMs: LawLLM (Yue et al., 2023),
Interrogatory', Fuzi.mingcha®.

5 Experiment Results

5.1 Main Results

Comparison on goal evaluation. We conduct
the goal evaluation from global and local perspec-
tives, with the former perspective evaluating the
generated complaint as a whole by scoring its for-
mat and professionalism, and the latter focusing

"https://github.com/zhihailLM/Interrogatory
2https://github.com/irlab-sdu/fuzi.mingcha

on specific parts within the generated complaint.
From the table 1, we observe that: 1) Comparison
with the Baseline. our SynthLaw surpasses baseline
(i.e., Qwen2.5-instruct-7B) by a large margin on
all metrics, STA in particular, which demonstrates
that our framework has significantly improved the
model’s ability of the baseline model to achieve
all legal objectives, including following the spe-
cific legal format. 2) Comparison with multilingual
LLMs. Our model surpasses multilingual models
of the same size on all metrics. Even compared to
closed-source LLLMs trained on private data, our
model outperforms them in most metrics. Particu-
larly, our model exceeds GPT-40 in terms of overall
average scores. 3) Comparison with legal LLMs.
Although these domain-specific LLMs perform bet-
ter than general LL.Ms on legal tasks (Yue et al.,
2023, 2024a), they lack interactive skills to iden-
tify elements such as relevant facts and evidence,
resulting in low scores in local evaluation.

Comparison on interaction evaluation. We
take two rounds as a window to assess the interac-
tion process turn-by-turn and ultimately calculate
the average score for each metric. As shown in Ta-
ble 2, our SynthLaw improved by 14.17%, 8.79%
and 8.92% in average scores of INT, PROF and
LOGI, compared to the vanilla LLM. Note that the
performance of legal LLMs is weaker than that of
general-purpose LLMs, further demonstrating their
limitations in the interactive capabilities. While
our model significantly outperforms current legal
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Model INT PROF LOGI | AVE
Multilingual LLMs
GPT-40 8221 74.70 79.69 | 78.86
GPT-3.5-turbo 78.01 71.62 76.83 | 75.49
Gemini-1.5-pro 83.46 75.05 79.82 | 7945
“ Baichuan2-chat 135 | 72.58 6533 7037 | 69.42
LLaMa-3.1-inst. gg | 79.29 71.94 76.98 | 76.07
Baichuan2-chat 7 71.62 6421 69.62 | 68.43
InternLM2.5-chat 75 | 64.35 60.18 63.81 | 62.78
Mistral-inst.-v0.3 y5 | 21.64 24.84 23.82 | 2343
Legal LLMs
LawLLM 13 57.25 53.17 56.42 | 55.61
Interrogatory 7 5295 49.56 52.82 | 51.78
Fuzi.mingcha gp 51.52 46.53 50.34 | 49.47
Qwen2.5inst. 7p 7290 68.46 72.73 | 71.36
“SynthLaw 73 | 83.23 7448 79.22 | 71897

Table 2: Comparative results among LLMs on interac-
tion evaluation, where INT, PROF, LOGI denote Inter-
activity, Professionality, and Logicality. Darker (best)
to lighter green marks the best of the top three results.

LLMs, its performance is slightly lacking when
compared to the proprietary Gemini-1.5-pro which
has undergone extensive alignment and fine-tuning.
Given the size of our model and the volume of
the training data, this limitation appears to be rea-
sonable. Nevertheless, their performance on the
final tasks is inferior to ours, which can further
prove the effectiveness of our model. The experi-
ments demonstrate that our approach can enhance
the dense interaction capabilities of existing offline
models, bridging the gap between intensive inter-
action and achieving legal goals.

Comparison on total performance. Total Per-
formance aims to assess the average performance
of the interaction and goal stages. As shown in Fig-
ure 4, we can observe that our SynthLLaw achieves
the best performance in both the goal and total per-
formance, even though it performs less effectively
than existing closed-source LLLMs in the interaction
performance. Essentially, both stages are crucial
for goal-oriented legal tasks: the former involves
the complete collection of elements, while the lat-
ter focuses on transforming those elements into the
final task output. This new intensive interaction
scene is a necessary step toward achieving true le-
gal intelligence. The experiment shows that our
model effectively bridges these two stages.

5.2 More Analysis

Analysis of client behavioral consistency. To
demonstrate the effectiveness of MILE Benchmark,
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Figure 4: Comparative results of total performances,
where G-AVE and I-AVE stand for goal evaluation and
interaction evaluation average scores respectively.

GPT-40 LawLLM Qwen2.5 SynthLaw
GPT-40 | 87.88 86.55 85.82 87.95
Human 87 81 84 87

Table 3: Client behavior consistency with various LLM-
driven Lawyers under Human and GPT-40 evaluation.

we first analyze the client’s consistent behavior
across interactions with four LLM-driven lawyers.
Both GPT-40 and humans rate the behavior on a
scale of 1 to 10. Table 3 shows all the scores are
high and stable across interactions with different
lawyers, indicating that the client’s behavior is reli-
able and consistent. This experiment validates the
reliability and effectiveness of our multi-agent sys-
tem, laying a solid foundation for assessing LLMs’
performance in interactive legal scenarios.

Analysis of interaction with different clients.
To further validate the robustness of our frame-
work, we explore the performance of the lawyer
models ( Initial LLM and SynthLaw) with differ-
ent LLM-driven evaluation frameworks, where we
set Qwen2.5-instruct 72B or GPT-40 as Client and
Supervisor. As shown in Table 4, the performance
of the initial LLM shows little variation across dif-
ferent clients, indicating that our framework main-
tains relative stability under different LLMs. When
both the client and supervisor are driven by a more
powerful GPT-40, the performance of the trained
lawyer agent is gained even more. This is because
improved interactivity of the Client can enhance
Lawyer’s interactions. More importantly, Synth-
Law achieves performance improvements under
different clients, demonstrating that our method
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Model | INT PROF LOGI | AVE
Client (GPT-40)

Initial LLM | 72.90 6846 72.73 | 71.36

SynthLaw 75 | 83.23 74.48 79.22 | 78.97

Client (Qwen2.5-instruct 7o)
Initial LLM | 7246 67.59 71.67 | 70.58
SynthLaw 7g | 78.26 70.83  74.64 | 74.58

Table 4: Interaction with different Client Models, where
INT, PROF, and LOGI are abbreviations of Interactivity,
Professionalism, and Logicality respectively.

can effectively improve the model’s ability for in-
tensive interactions. In summary, the results not
only validate the compatibility of the framework
with different Clients and Supervisors, but also fur-
ther validate our framework’s effectiveness.

Analysis of different LLMs driven by MASER.
We use the SynthLaw dataset generated by
MASER to train three different initial models
(Baichuan2-chat-7B, InternLM2.5-chat-7B and
Qwen2.5-instruct-7B), resulting in three distinct
SynthLaw models. The performances on interac-
tion evaluation are shown in the table 5, we can ob-
serve that across the three base models, SynthLaw
improves significantly in all the metrics, particu-
larly bringing a 28.1% average performance boost
to Internlm?2.5-chat. This shows that our MASER
can drive arbitrary LLLMs, enabling them to perform
intensive interactions in dynamic legal scenarios.
The goal evaluation is provided in Appendix D.3.

6 Related Work

Legal LLM. Legal-domain LLMs have achieved
astounding performance on legal tasks, such as le-
gal information extraction (Bommarito et al., 2018),
case retrieval (Ma et al., 2021), judgment predic-
tion (Huang et al., 2021), which offer broad appli-
cations that benefit different groups of the popula-
tion. Initial progress (Huang et al., 2023; Yue et al.,
2024a; Deng et al., 2023) has been made by fine-
tuning general LLMs to utilize legal knowledge for
different legal tasks. Specifically, Lawyer-LLaMa
(Huang et al., 2023) and Interrogatory inject do-
main knowledge during continuous training. Fuz-
imingcha trained on a vast corpus of unsupervised
Chinese legal texts and supervised judicial fine-
tuning data. LawLLM (Yue et al., 2023, 2024a)
introduces legal retrieval capability to enhance fac-
tuality. Previous approaches focused on static tasks,
ignoring the dynamic properties of real-world legal
tasks. To fill this gap, this study places emphasis

Model INT PROF  LOGI AVE
Baichuan2-chat | 72.58 65.33 70.37 69.42
SynthLaw g 83.77 75.26 78.96 79.33

A | (15.4%1)  (152%1)  (12.2%1) | (14.3%7)
© Internlm2.5 | 6435  60.18 6381 | 6278
SynthLaw s 84.93 76.19 80.07 80.40
ntern | (35 0%7)  (26.6%1)  (25.5%%) | (28.1%1)
" Qwen2.5-inst. | 7290 6846 7273 | 7136
SunthLaw 83.23 74.48 79.22 78.97
Y Qwen | (14291 (8.8%1)  (8.92%7) | (10.7%1)

Table 5: Performances of initial LLMs and their corre-
sponding trained versions in the Interaction evaluation.

on intensive legal interactions.

Role-playing Agent. The advancement of LLM-
powered agents has greatly improved complex task
resolution through anthropomorphic actions (Park
et al., 2023; Fan et al., 2024; Yue et al., 2024b).
By mimicking human sense and vivid performance,
role-playing agents present great potential in vari-
ous fields (Mou et al., 2024; Gao et al., 2024; Lyu
et al., 2024; Liu et al., 2024). However, in the le-
gal field, the limited expertise of LLMs makes it
challenging for existing role-playing methods (Xie
et al., 2024; Jiang et al., 2024) to simulate legal
attributes in multi-agent scenarios (e.g., clients and
legal providers). This requires not only establishing
legal attribute correspondences between different
agents but also ensuring consistency in their profile
and behavior under intensive interactions. To this
end, we propose the MASER framework.

7 Conclusion

In this paper, we introduce the Multi-agent Legal
Simulation Driver (MASER), a legal-specific sim-
ulator that serves as data-generation engine, em-
powering arbitrary LLMs with intensive interaction
capabilities. In MASER, we establish consistency
in the legal attributes among roles using real legal
case sources, and introduce a supervisory mech-
anism to align the characters and behaviors dur-
ing interactions, which enables high-quality and
sentence-level aligned legal interaction data. In ad-
dition, an interactive legal benchmark, Multi-Stage
Interactive Legal Evaluation (MILE), is proposed
to evaluate the capacity of LLMs as lawyers in
performing legal tasks (i.e., complaint drafting )
within dynamic scenarios. The experimental re-
sults demonstrate the effectiveness of our MASER.
Our framework can extend more complex domain
scenarios, bridging the gap between intensive inter-
action and achieving special objectives.
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Limitations

In this paper, we take a first step forward from static
to a dynamic, interactive, legal task. In our multi-
agent simulation framework, the ultimate legal task
is defined as the generation of indictments. Al-
though we have established indictment generation
across various scenarios, dynamic legal contexts
extend beyond this scope. In the future, we aim to
expand our framework to encompass diverse legal
scenarios, such as courtroom proceedings and legal
consultations.
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Legal Agenda for Complaint Drafting.

[Agenda 2]: Defendant’s Basic Information.

contention.

costs.

recordings, expert reports, videos, etc

[Agenda 1]: Clint’s Basic Information: Name, gender, date of birth, ethnicity, and address.
[Agenda 3]: Basic Case Information: The time, place, full details of the event, and key points of
[Agenda 4]: Clint’s Claims: What outcome is desired from this lawsuit, such as compensation
amount or specific actions requested from the other party.

[Agenda 5]: Litigation Costs: Whether the plaintiff seeks to have the defendant cover the litigation

[Agenda 6]: Contracts, agreements, receipts, physical evidence, witness information or testimony,

[Agenda 7]: Any adverse evidence from the defendant or other relevant information.

Table 6: Legal Agenda setting by expert.

A Role Presetting Details

A.1 Judgement Document Extraction

Judicial Document is the record of the court’s pro-
ceedings and outcomes. It serves as the carrier of
the results of litigation activities and is the sole
evidence by which the court determines and allo-
cates the substantive rights and obligations of the
parties involved. It is characterized by its complete
structure, comprehensive elements, and rigorous
logic. Due to the lack of legal dynamic data, we
skillfully utilize such legal documents to develop
interactive scenarios. We extract the desired legal
elements from the documents and then configure
them into agents to drive their knowledge and be-
havior. Since the documents contain the complete
evolution of events, this way ensures logical and re-
alistic interactions between agents. Specifically, we
extracted the following seven elements by utilizing
an extraction model (GPT-40):

¢ Plaintiff information includes name, gender,
nationality, birthdate, and address.

* Defendant information has two categories:
individuals include name, gender, nationality,
birthdate, and address; Companies include the
company’s name, address, and the name of
the responsible person or legal representative.

¢ Claim is the demand or requests made by the
plaintiff to the court, including litigation fees.

¢ Case detail details the events between the
plaintiff and the defendant.

* Evidence is material submitted by the plain-
tiffs in support of their claims.

* Case analysis is a detailed and authoritative
analysis of a case by the court using facts,
evidence and applicable law.

* Legal provisions are the exact legal rules
given by the court that apply to the case.

These categories of elements are assigned to the ap-
propriate agents within our framework. Extraction
prompt refers to Figure 10.

A.2 Legal Agenda

The legal agenda provides legal service providers
with a standardized operational framework, re-
ducing unnecessary disputes and uncertainties.
Through systematic legal rules, legal service
providers are able to address legal issues more ef-
ficiently, thereby improving the quality of their
services. Understanding and adhering to legal rules
is at the core of their professional responsibilities.
In complaint drafting services, legal agenda guide
lawyers to understand the user’s claims and gather
accurate information. As shown in Figure 6, it
involves the following key process: client informa-
tion, defendant information, case fact, controversy,
appeal and applicable evidence.

A.3 Personality Modeling

Big Five Personality Traits. The client’s diver-
sity facilitates enhancing the diversity and general-
ization of the data. We construct multi-level user
characteristics based on the Big Five Personality
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Traits theory, which has five dimensions: encom-
passes five dimensions: extraversion, emotional
stability, openness, agreeableness, and conscien-
tiousness. Exiting studies (Sun et al., 2024; Tseng
et al., 2024) have demonstrated that this theory can
assist LLMs to understand better the roles played.
In our implementation, we frist divide each dimen-
sion of the theory into three levels (high, medium,
low) and randomly combine them to form five traits.
To enhance the distinctiveness of the character por-
trayals, the distribution ratio of high, medium, and
low levels is set to 2:1:2. Additionally, consider-
ing that the individuals involved in the case are
typically inclined to anxiety, we increase the prob-
ability of emotional stability being at high levels.
Based on these traits, we prompt the GPT-40 to
generate a brief character’s personality, and further
generate the character’s speaking style and inter-
action behavior, where speaking style consists of
logic, clarity and tone. The prompt is shown in
Figure 25.

Legal Sense. Five levels of legal sense are manu-
ally generated by legal experts to more realistically
simulate the parties in the interaction scenarios.
The definitions from low to high are as follows:

* Level 1. Completely lacks legal knowledge
and is unable to use any legal-related termi-
nology, such as "rights" or "obligations." Re-
sponses focus primarily on the straightforward
description of events.

* Level 2. Has basic legal awareness and knows
simple legal terms such as "litigation" or
"breach of contract," but does not fully un-
derstand their specific meanings. Responses
attempt to engage with legal aspects, though
there may be inappropriate usage of terms,
with an emphasis still on narrating the con-
crete situation.

* Level 3. Possesses foundational legal knowl-
edge and can correctly use everyday le-
gal terms and expressions such as "contract
terms" or "litigation." Responses incorporate
legal terminology in describing the situation.

* Level 4. Familiar with basic legal terminology
and able to accurately use more complex legal
terms and concepts, such as "right to litigate"
or "enforcement of judgment."

* Level 5. Highly proficient in legal knowledge,
familiar with fundamental legal provisions,

and able to describe legal issues in detail. Ad-
ditionally, can propose legal strategies or de-
fense points that may be beneficial to the case.

B MILE Benchmark Detail

B.1 Interaction Evaluation

Unlike a direct assessment of the entire interaction
history, we use a fine-grained interaction assess-
ment. In our interactive scenarios, the information
and the logic of the previous turn are typically as-
sociated with next turn. For example, when asked
personal information, the client may miss some
of the details, and the lawyer should ask follow-
up questions to clarify those missing details in the
next turn. Therefore, we adopt a two-turn window
as our fine-grained evaluations, which can keep a
trade-off between evaluation accuracy and evalua-
tion costs.

In our evaluation, GPT4-o serves as a referee and
performs the evaluation by providing a rating score
from 1 to 10 for each of the following three criteria:
interactivity, professionality, and logicality.

* Interactivity: the model should proactively
participate in the dialogue, answering and ask-
ing questions that would advance the discus-
sion and clarify any vagueness.

* Professionality: the model should correctly
use legal terms, cite relevant laws and prece-
dents, as well as offer professional strategies
to the client.

* Logicality: the model should sustain logical
conversations without repeating any of the
previously discussed topics.

The prompt for GPT-40 is provider as Figure
20. Scores for each metric are then obtained by
calculating the average score for each window.

B.2 Goal Evaluation

The goal evaluates the quality of complaints quality
from local and global perspectives. For each goal
evaluation sample, a ground truth is provided to
reduce potential biases during the assessment phase.

Local Evaluation. Since the complaint presents
a high degree of structure, we evaluate each part
of the complaint: client information (CLI), defen-
dant information (DEF), facts & reasons (F & R),
claims (CLA) and evidence (EVID). We follow two
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Figure 5: The scores (Interactivity and Logicality) over different turn numbers on interaction evaluation, where the

baseline is Qwen2.5-instruct-7B.

Legal Attributes PROF LOGI INT AVE

Contracts Dispute 73.96 78.14 81.58 | 77.89
Economic Dispute 7126  75.58 79.60 7548
Property Dispute 73.24 7636 79.49 76.36
Marital & Inheritance = 73.82 76.91  82.86 77.86
Labor Dispute

Personality Rights 71.01 74.89 7852 74.85
Maritime Dispute 73.50 76.83 | 81.58 77.30
Rights Infringement ~ 73.64 7545 8127 76.79
Intellectual Property ~ 73.02  76.59 79.30 76.30

Table 7: Performances on different legal attributes of
interaction evaluation, where INT, PROF, and LOGI are
abbreviations of Interactivity, Professionalism, and Log-
icality respectively. Darker (best) to lighter green marks
the best of the top two results, while darker (worst) to
lighter red marks the worst of the top two results.

guidelines, for short-form generation (e.g., CLI) we
calculate the accuracy directly by matching. For
long-form generation (e.g., CLA), we use GPT-40
to calculate the score based on the semantic simi-
larity with ground truth. The details are as follows:

* CLIl and DEF . we examine if they are identical
to the ground truth and calculate an accuracy
as the final score.

* FF & R, CLA and EVID. We prompt GPT-40
to rate from 1 (lowest) to 10 (highest). The
prompt is shown as Figure 23.

Global Evaluation. Besides the accuracy assess-
ment described above, Global Evaluation assesses
the overall Standardability (whether the document
follows a given template) and Professionalism
(whether correct legal language is used) of the com-
plaint. We also prompt GPT-40 to rate from 1 (low-
est) to 10 (highest).

 Standardability: follows a given document

template and focus on format, not specific
content. The prompt is shown as Figure 22.

* Professionalism: refers to the use of correct
and professional legal terminology in the gen-
erated document, avoiding overly colloquial
or vague expressions, and maintaining a clear
and logical structure. The prompt is shown as
Figure 21.

C Implementation Details

Training Detail. We use Qwen2.5-instruct-7B
(Yang et al., 2024) as our initial model. We use
8*RTX 4090 GPUs with 24GB memory to conduct
the LoRA method (Hu et al., 2021). Our mod-
els are trained for 8 epochs with a batch size of
32, and a peak learning rate of 2e-4. We set the
maximum token length to be 2,048. Multi-GPU
distributed training is performed using DeepSpeed
Stage 2 (Rasley et al., 2020), with training preci-
sion Bfloat16 enabled.

Evaluation Details. In implementation, we use
GPT-40°(Achiam et al., 2023) to drive client and
supervisor in MILE Benchmark. For adapted base-
lines, we speed up inference using vllm (Kwon
et al., 2023). Greedy decoding was used across the
evaluations. We run evaluations using 1-2 V100
GPUs with 32GB memory.

D Additional Experiments

D.1 Performances on different legal
Attributes of MILE

We explore SynthLaw’s performance in completing
complaints with different legal attributes, including
intellectual property, tort liability, maritime dispute,

? gpt-40-2024-08-06
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Local Global
Model CLI DEF F&R CLA EVID STA PROF AVE
Baichuan2-chat | 79.37 78.44 3421 4797 29.39 55.73 44.46 46.20
SonthLaw 79.48 85.02 47.97 64.43 31.70 87.27 58.59 60.85
y Baic | (0.14%1)  (8.39%1) (40.22%1) (34.31%1) (7.86%1)  (56.59%1) (31.78%%) | (31.71%1)
“Internlm2.5 | 6277 6428 3574 . 4462  31.03 : 5097 421 | 4351
SynthLaw g |0 96.72 48.15 69.80 31.80 87.81 64.44 65.82
(53.88%1) (50.47%1) (34.72%1) (56.43%1) (2.48%1)  (12.28%1)  (45.76%1) | (51.28%1)
" Qwen2.5-inst. | 8690 9205 3781 55.66 3423 4150 5609 | 5775
SynthLaw quen 90.20 96.15 54.20 70.00 54.60 91.74 59.05 7371
(3.80%1)  (445%1) (43.35%1) (25.76%1) (59.51%1) (121.06%1) (5.28%1) | (27.64%%)

Table 8: Performances of initial LLMs and their corresponding trained versions in the goal evaluation. The bold

numbers represent the best results.

Model Ave Max Min stability, further demonstrating that our framework
Baichuan?-chat 9.04 10 ) effectively enhances the model’s ability to adapt
SynthLaw py; 9' 16 15 3 flexibly to the specified legal agenda.
alc .
Internlm2.5 429 10 1
S“;E:ELTZW? g 22 12 3 D.3 Performances on different LL.Ms driven
ntern .
Qwen2.5-inst. 624 10 1 by MASER
SynthLaw Qwen 8.45 15 3 We utilize the SynthLaw dataset generated by

Table 9: Ave, max and min number of interaction turns
for our SynthLaw and baseline models

personality rights, labor dispute, marital & inheri-
tance, economic dispute, and contracts dispute. As
shown in table 7, among all legal attributes, most
of legal attributes share similar scores, with the
topic of labor disputes scoring lower than other top-
ics, even with topic-related knowledge provided.
This may due to insufficient pre-training of the
base model on the topic of labor disputes. The
experiment highlights these discrepancies, offer-
ing valuable insights to guide future works in a
more nuanced manner, particularly in addressing
the specific types of disputes.

D.2 Interaction score over different turns

To figure out the interaction performance, we show
the Interactivity and Logicality of models on the
previous 8 rounds. In our implementation, the
initial LLM is Qwen2.5-instruct 7B. As shown
in Figure 5, we observed that our model outper-
formed the baseline model across all metrics in
every round. Additionally, we note that the scores
in the first six rounds were comparatively lower,
as these rounds involved the collection of personal
information. This process poses greater challenges
to the model’s interaction capabilities due to the
user’s distracting behaviors (e.g., missing details).
Nevertheless, the trained model exhibits significant
performance improvement and maintained relative

our framework to train three different mod-
els(i.e., Baichuan2-chat-7B, InternLM2.5-chat-7B,
and Qwen2.5-instruct-7B) into three different
SynthLaw models(i.e., SynthLaw-Baic, SynthLaw-
Intern, and SynthLaw-Qwen). We then conduct ex-
periments to see these models’ performance in Goal
stage. As shown in table 8, for all three of the base
models, their performance has greatly improved
after being trained under our MASER framework.
This has demonstrated that our framework’s effect
could generalize to different base models, improv-
ing their ability to extract correct information from
the interaction and follow a given format.

D.4 Interaction turn numbers on different
LLMs

We count the average, maximum, and minimum
number of interactions for different baseline mod-
els and their trained versions in evaluation. From
Table 9, we observe that the trained models have
longer interaction numbers than their correspond-
ing initial models, especially for InternLM2.5-chat-
7B and Qwen2.5-instruct-7B. A higher number
of interactions indicates that the model actively
seeks detailed information from the user to com-
prehensively address their needs. In contrast, fewer
turns may result in the omission of critical details,
thereby limiting the model’s ability to compre-
hend the user’s intent. Notably, the average num-
ber of SynthLaw pajchuan 1S slightly lower than
Baichuan2-Chat, yet it achieves higher scores on
the Goal and Interaction evaluation. Baichuan2-
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Client: Hi, I‘m having some trouble. Could you help me draft a complaint ?
GPT-4o0: First, could you please provide your basic information: name, gender, date
of birth, ethnicity, and address?

Client: Sure, thank you so much! My name is Lin Shuxin, | was born on September 3,
1988, I'm Han Chinese, and I live in Dongguang County. Hey, does this information
help with the case?

GPT-40: Absolutely, it’s helpful. Thank you for your cooperation. Next, I'll need
some details about the defendant....

1

1

1

1

1

1

1

1

1

1

1

:

: Client: It’s Dongguang County Zhenyi Packaging Machinery Co., Ltd., located in
1 Xihong City. .......

: GPT-40: Now, could you describe the basic details of the case? This includes when
1 and where it happened, what transpired, and the key points of the dispute.
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Client: | remember itwas in ...
yuan instead of the 15,000 yuan | was expecting. . .
What evidence should | prepare?

GPT-40: | completely understand your concerns. First, we can file a lawsuit to
demand payment of the outstanding amount. You’ll need to prepare the following
evidence: Contract or Agreement: If you have any written agreements that prove you
provided the assembly service.... Regarding liability, since Shi Zhenyi is the
company’s executive director, both the company and he as an individual may be held
jointly responsible. We can include a request for joint liability in the complaint.

Interaction

However, the 10U states that they owe me 14,000
. What do you think | should do?

<END>: 4 Turns

Complaint

I
1
I Plaintiff: Lin Shuxin, born on September 3, 1988, Han Chinese, address: Dongguang

, County.

, Defendant: Dongguang County Zhenyi Packaging Machinery Co., Ltd., address: Xihong
1 City, Grape District, legal representative: Shi Zhenyi.

I Defendant: Shi Zhenyi, male, born on April 10, 1995, Han Chinese, address: Zhuwang

: Village, Lianzheng Town, Dongguang County.

1 Claims:

I 1.The Defendant to pay the Plaintiff a service fee of RMB 15,000.

: Facts and Reasons:

 In May 2020, the Plaintiff assembled a fully automated carton sealing machine for the
1

1

1

1

1

1

1

1

1

1

1

1

1

1

Goal

Defendant. After the assembly was completed, the Defendant failed to pay any fees.
Despite multiple requests for payment, the Defendant issued an 10U on August 30, 2020,
but the amount stated in the IOU was RMB 14,000, instead of the agreed amount of RMB
15,000. The Plaintiff believes that the Defendant should bear the joint payment
responsibility and, therefore, has filed this lawsuit, seeking the payment of the service fee
of RMB 15,000..

Evidence and Evidence Sources, Witnesses' Names and Addresses:

1.Acopy of the IOU, confirming the defendant's acknowledgment of the debt.

2.Written agreements or contracts, confirming the provision of assembly services.
3.Communication records between the parties, evidencing the debt collection efforts.
4.Witness testimony (if available), confirming the provision of services by the plaintiff.

(a) GPT-40

T3

T4

T

-
rT]_ 1 Client: Hi, I‘m having some trouble. Could you help me draft a complaint ?
|

1 SynthLaw: First, could you please provide your basic information: name, gender, date of
: birth, ethnicity, and address?

I Client: Ah, great! My name is Lin Shuxin, I was born on September 3, 1988, I'm Han

w

1 ethnicity, and | live in Dongguang County.
1 SynthLaw: Thank you for your cooperation, Mr. Lin. Your information is already very
: detailed, so please don’t worry. Just to be thorough, I also need to know your gender.

1

1

1

1

1

1

1

1

1

1

1
:CIient: Oh, of course, I'm male. I
1SynthLaw : Next, could you provide the basic information for the defendant? If the :
! , defendant is a company. . 1
........ 1

'SynthLaw Thank you for the detailed information, Mr. Lin. Now, | need to understand the !
1 basic details of the case. Could you tell me when and where the incident happened, what :
: exactly occurred, and what the main points of dispute are? 1
1

1

1

1

1

1

1

1

1

1

1

1

:Client: | remember it. . . they wrote me an 10U, saying they owed me 14,000 yuan. Or
1maybe it was 15,000 yuan? I’'m not sure. . . . I'm really worried. I hope the court will rule
'that they pay me the labor fee I deserve. What kind of materials do I need to prepare? . . .
.SynthLaw Thank you for the detailed explanation, Mr. Lin. Based on the information you

! prowded it looks like there is a legitimate labor relationship between you and the defendants,
.and you have an 10U as evidence. According to Article 109 of the Contract Law of the

| People’s Republic of China, you are entitled to claim your labor fee from the defendants.

o

I
:<END>: 9 Turns

Complaint

1
1
Plaintiff: Lin Shuxin, male, born on September 3, 1988, Han Chinese, address: Dongguang :
County. |
Defendant 1: Dongguang County Zhenyi Packaging Machinery Co., Ltd., address: Xihong City, 1
Grape District, legal representative: Shi Zhenyi. !
Defendant 2: Shi Zhenyi, male, born on April 10, 1995, Han Chinese, address: Zhuwang :
Village, Lianzheng Town, Dongguang County. 1
Claim: !
1.The Defendant to pay the Plaintiff a service fee of RMB 15,000. :
2.Tthe defendant to bear the litigation costs of this case. 1
Facts and Reasons: 1
In May 2020, the Plaintiff assembled a fully automatic carton pasting machine for the :
Defendant. Upon completion of the assembly, the Defendant failed to pay the labor fees. After |
repeated requests for payment by the Plaintiff, the Defendant issued an 10U to the Plaintiff on 1
September 30, 2020, acknowledging a debt of 15,000 yuan for labor fees. The Defendant, Shi !
Zhenyi, is the executive director of the Defendant company and should bear joint responsibility :
1

1

1

1

1

1

1

with the Defendant company for the payment of the labor fees to the Plaintiff. If the

aforementioned two Defendants fail to fulfill the payment obligation, Defendant Shi Zhenyi
shall bear the responsibility for the payment. t.

Evidence and Evidence Sources, Witness Names and Addresses:

1. Acopy of the IOU

(b) SynthLaw

Figure 6: Qualitative result of our SynthLaw 7B against GPT-40 on MILE benchmark. Tz denotes the ¢-th interaction
turn. Green underlines highlight responses, while red underlines denote incomplete or incorrect responses.

chat tends to generate repeated greetings rather
than ending the conversation in time. Experimental
results show that our method significantly enhances
the model’s ability to engage in dense interactions,
further proving the effectiveness of our approach.

D.5 Case Study

To present the performance generated by the pro-
posed framework, we conduct a qualitative study
in MLIK with SynthLaw 7B and GPT-40 acting
as lawyers, where SynthLaw 7B is initialized from
Qwen2.5-instruct 7B. As illustrated in Figure 6,
during the interaction phase, when the Client omits
to provide gender information, GPT-40 ignores
this and proceeds with the agenda (T2). In con-
trast, SynthLaw successfully followed up to inquire
about the missing gender information (T4). when
users include vague expressions involving a mone-
tary amount of 1500 in the case description, GPT-
40 neither confirms nor seeks clarification, whereas
SynthLaw actively addresses this. Moreover, our
model demonstrates the ability to appropriately in-

corporate legal provisions in its responses, further
enhancing legal reasoning and logic. GPT-40 com-
pletes the interaction in 4 rounds, whereas Synth-
Law requires 9 rounds. In the final goal stage,
due to shortcomings in the preceding phase, GPT-
40 erroneously generated the content of the com-
plaint, as well as adhering to the template. While
our model bridges the gap between the interac-
tion and goal process. This example illustrates the
greater flexibility of our model in dynamically exe-
cuting the legal agenda, better understanding user
demands, clarifying the facts of the case, collecting
the necessary evidence, and ultimately generating
well-structured complaints. The qualitative exper-
iments affirm the effectiveness and advantages of
our framework.
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<Lawyer> First, please provide your basic information,
including your name, gender, date of birth, ethnicity,
and address.

<The Client> Well, my name is Du Qingyun, male,
Han ethnicity, and | live in Xihong City. Speaking of
this, | actually have some thoughts on this case, and we
can discuss it in depth.

<Lawyer> Okay, Mr. Du. Could you please tell me
your date of birth and specific address so that we can
better understand the situation?

<The Client> Oh, sorry, | didn't say everything just
now. | was born on January 10, 1972, and my specific
address is Xihong City. If you need me to add anything,
feel free to ask.

< Lawyer > Thank you for your detailed description.
To assist you better, | need to confirm some details: 1.
You mentioned that the loan amount is 30,000 yuan;
could you please confirm the exact amount? 2.
Regarding the loan date, you mentioned it was in
March 2019; could you provide a more specific date?

< The Client >Okay, let me confirm. 1. The loan
amount is indeed 35,000 yuan. 2. The specific date is
March 5, 2019. If there’s anything else you need to
know, feel free to ask me. | think this information is
detailed enough, right?

< Lawyer >Thank you very much for your cooperation;
this information is very helpful to us. Next, | would
like to understand your demands. What outcomes do
you hope to achieve through this lawsuit? For example,
what compensation amount do you wish to receive, or
what specific actions do you expect from the other
party?

Before Modification

< The Client> Well, my name is Du Qingyun, male, Han
ethnicity, and | live in Xihong City. Speaking of this, |
actually have some thoughts on this case, and we can
discuss it in depth.

Modification Suggestions

<Dialogue Supervisor>: Please do not mention the date
of birth. Add more confidence and enthusiasm to your
tone, and try starting with phrases like “Well, the thing
is...” or “Look, the facts are...” Incorporate personal
experiences or innovative ideas to enrich the
conversation.

Before Modification

<The Client > Oh, sorry, I didn’t mention everything earlier. I was
born on January 10, 1972, and my specific address is Xihong City.
If you need me to add anything, feel free to ask.

Modification Suggestions
<Dialogue Supervisor> According to the conversation record, the

lawyer has already asked for the "date of birth." Therefore, the
plaintiff needs to respond with the date of birth. The response is

correct. Improve the organization and expression of details to
enhance the clarity and logic of the information conveyed.

Before Modification

<The Client > Okay, the loan amount is 30,000 yuan. The specific
date is March 2019. If there’s anything else you need to know,
feel free to ask me.

Modification Suggestions

<Dialogue Supervisor> To align with the plaintiff, it is
recommended that the statements be clear and complete, with
added variation in tone and proactivity, perhaps sounding a bit
more enthusiastic and expressing personal opinions.”

Figure 7: Dialogue example(English Version)
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Figure 8: Dialogue example(Chinese Version)
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Prompt for Information Extraction (Chinese Version )

Instruction

Bl e — R BHEFICAS, IREESS R PR IUE R, R R jsont K.

PRt BRI D L3

1305, R BB AR RS .

2. AR WRR SR BN, AR BRI R M4 . M R, A H AL, SRR
F, RTGESREUGE A R, Hidk, ST ABEEARE N

3R BT REA A A, AR ERICE A RO ME R . WORBE R E AN, R RN
HrgkAn . PR RO W AL . WURBE R A E], R EHRIUR AR AR, Hulk, ST ABIEEARA .
4, JGUEYRVAT R BSOS PRI St vk e 48 Y A AR SR B SR o BRI 555 T AT IR TA T 3K
FEVFIRIS AR, R EURAIT R 2 R AEARL, RGN I F B K

5, L 90 5 phy o IR SCAS o SIS A S ) PR R S SR B Y Y R RSB I A A A
PR BT x>, R L A RS A 2

6. **JF AR, AEHCI) RSB 7 B WA Mg B COARBEIA” PRI SR R,
ARERCHISCAS A IR R B BIEDE 7 5 (H5 R SRAOIESE — B S e . EE AR AR P
Wl SRR . IEANRBOREIE S, SR MR REBZKIMEL.

/A

FEARILLLE B 7, 175 B0
L. ARHOFE 25 R BRSO PR BE, R oT DLf 4 SRR, AT BB, IR BLTE 1 %

2 ISR A58, B EInull,

3. Wi L5 B, AR,

4. — A T EE A, VPR RS SR, ISR EAETIERE, M EInull,
5. 2 AL~ SRR I, TR DI VUSRS ML T BN A SR (VR R AT K
6. i UL 5E 6 e json s A

ZnR
BRI N

#IEH A -

{
"ET T (2018) XXXX!,
"SR
"R
"REALM XX,
PG x,
AR H T <xxxxEExx H xx ™,
"R “xx",
UHBRET xx T 0
h
" fE R {
"R {
UL,
PG X
" AR AT cxxxxEEXXH xx H ",
"Ezéé": “XX",
UHEAE": “xx T 0

)
AERIR": {
IIJE_H:':II:{
n@gu: "*ZJXX",

i\, o« "
YRUATER": “......

j23
" HHH {
"R {
"REAZM X,
TS L,
R AR {
"R {
"REALM XX,
"HRAZ EE" [

133
#HJHCH: {doc}

Figure 9: Prompt for Information Extraction(Chinese Version)
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Prompt for Information Extraction (English Version )

Instruction

Given a civil judgment document, your task is to extract information and organize it in JSON format.

You need to extract the following information:

1. Case Number: Extract the case number from the judgment document.

2. Plaintiff Information: If the plaintiff is an individual, extract their name, gender, ethnicity, date of birth, and address. If
the plaintiff is a company, extract the company’s name, address, and the name of the responsible person or legal
representative.

3. Defendant Information: There may be more than one defendant, so you need to extract information for all defendants. If
the defendant is an individual, extract their name, gender, ethnicity, date of birth, and address. If the defendant is a
company, extract the company’s name, address, and the name of the responsible person or legal representative.

4. Plaintiff’s Claims: Extract all the specific requests or demands made by the plaintiff to the court from the judgment
document. The plaintiff’s claims may change during the litigation process, so you need to identify and extract these
changes.

5. Facts and Reasons: Extract all content related to "Facts and Reasons" or similar terms such as "Facts and Basis" or
"Reasons for the Case". Do not extract content labeled as "Court Findings" or similar terms.

6. Plaintiff’s Evidence: Extract the plaintiff’s evidence from sections such as “Facts and Reasons” or “Court’s Findings” or
“Court’s Opinion.” The document may not explicitly identify the "plaintiff’s evidence", but generally, evidence related to
the case is from the plaintiff. This evidence may include contracts, agreements, receipts, physical evidence, witness
statements, recordings, expert reports, videos, etc.

When extracting the information, please pay attention to the following:

1. Your task is to extract relevant paragraphs from the judgment document. You may not summarize, delete, modify, or add
to the content.

2. If information is not available, return null.

3. Ensure that you extract all the relevant information without omission.

4. Generally, Plaintiff’s Evidence is not null. Carefully identify what constitutes the plaintiff’s evidence, and if none exists,
return null.

5. When dealing with Plaintiff’s Claims, the claims may be updated, so you need to treat the updated claims as the new
claims.

6. Output the extracted information in JSON format as shown in the example.

Example:
# Judgment Document: " ...... «“
# Correct Output:
{ "Case Number": " (2018) XXXX",
"Plaintiff Information™: {
"Plaintiff":{
"Name": "Yang XX",
"Gender": "Male",
"Birthdate": "XXXX-XX-XX",
"Nationality": “xx",
"Address": “xxxx" }},
"Defendant Information™: {
"Defendant1": {
"Name": "Li XX",
"Gender": "X",
"Birthdate": "XXXX-XX-XX",
"Nationality™: "XX",
"Address": "XX City...... "1},
"Plaintiff’s Claims": {
"Plaintiff": {
"Name": "Yang XX",
"Claims": "...... "1},
"Facts and Reasons": {
"Plaintiff": {
"Name": "Yang XX",
"Facts and Reasons": "...... "1},
"Plaintiff’s Evidence": {
"Plaintiff": {
"Name": "Yang XX",
"Submitted Evidence": [ "...... L "

b3

# Judgment Document: {Judgment_Document}

Figure 10: Prompt for Information Extraction(English Version)
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Prompt of Client (Chinese Version )

System Prompt
PRI R PR A LA T B SR 5 AN E

#AWBEH:

<FHEAAE B> {Person_Info}

<[EVEFERE> {Legal_Sense}

<PEA% 4% 25> {Personality}

<Pt IE SRR £1> {Speaking_Tone}

<{i3% P9 284 15 > {Speaking_Logic} ; {Speaking_Clarity}
<HF47 A5 £1> {Interactivity}

HRAE Bt

<fRIYFR> {Claim}
<Vf¥A 7 F> {Litigation_Cost}
<5z 53 fh> {Case_Detail}
<M #5455 > {Defendant_Info}
<PRIIIESE> {Evidence}

AR B HTAC BN 5 2 SR R AR IS ., ARG 22

(1) 1152 I 5 B2 DASE — NBRBRANGS i < TE 1B SRF A0> <ULTR NS > <EBNT AR s> FI<ERE >, A
AE ELEE SRS 52 BB A DA ZEAF(E

(2) PRAERIBVRIAT RIS, ATEEE “Yrindeil” .

(3) 1k FEAR I 0f 4 M > (BB SO B IR WA S, i A2 15 S B+

(4) WRBE R AR, Rl ERENRMEA T A, ik, HotABIEEREN . RS R~ NRTE
PR gtk An . PEH). AR, R, dbhk.

(5) M) [ 52 i A R Bk T ARF < I S5 TR>, SRR T X R 40 ) 4

Prompt of Client (English version )

System Prompt
You are the plaintiff in this case, and you need to follow the plaintiff character profile.

#Character Profile#:

<Basic Information> {Person_Info}

<Legal Knowledge Level> {Legal_Sense}

<Personality Traits> {Personality}

<Tone of Speech> {Speaking_Tone}

<Content Characteristics of Speech> {Speaking_Logic} ; {Speaking_Clarity}
<Interaction Behavior> {Interactivity}

#Case Information#:

<Your Claims> {Claim}

<Litigation Costs> {L.itigation_Cost}
<Facts and Reasons> {Case_Detail}
<Defendant Information> {Defendant_Info}
<Your Evidence> {Evidence}

Your lawyer needs to gather case-related information from you, and you are required to:

1.Respond in the first person, simulating the given <Tone of Speech>, < Content Characteristics of Speech >,
<Interaction Behavior>, and <Legal Knowledge Level>. You must not directly repeat the provided basic information or
case information.

2.When responding about the litigation claims, you do not need to mention “litigation costs.”

3.You need to modify responses to be revised based on suggestions from the Dialogue Supervisor and provide revised
responses.

4.1f the defendant is a company, you must provide the full company name, address, and the person in charge or legal
representative. If the defendant is an individual, you need to provide their full name, gender, date of birth, ethnicity, and
address.

5.When the lawyer’s response includes the special characters <End of Inquiry>, it indicates that the lawyer has finished
questioning you.

Figure 11: Prompt of the personal Client
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Prompt of Client (Chinese Version )

System Prompt
AT RNEENRRN, RRELF SHITAME. 7RFZEEIECL T IERE .

# AN BESEH:

<HEAAZ B> {Person_Info}

<[EVEFERE> {Legal_Sense}

<PERE 4 0> {Personality}

<V IE SRR > {Speaking_Tone}

<it 1 N 294% > {Speaking_Logic} ; {Speaking_Clarity}
<H.FAT RFF ri> {Interactivity}

HRMME B

<fRA9YFR> {Claim}
<UfFiA %% F> {Litigation_Cost}
<352 53 fy> {Case_Detail}
<M #5155 B> {Defendant_Info}
<RIFIESE> {Evidence}

AR B HTAC BN 75 2 RS R AR SR S ., ARG 22

(1) R0 52 I 5 2 DA SR — NBRBRANGS i (<P 1B RE 1> <ULTR NS > <EBNT AR m>FI<IiEfE >, A
AE ELE SRS 58 B SEAE DA ZEAF(E

(2) REEMRIBVRIATRIS, ATEEE “Yrindei” .

(3) 1k EEAR I 00f 4 M > (O A SO B IR WA S, i A2 T S i B2+

(@) R AT, REEERMIRMEAR LR Mk, S ABUEENRRA . RS R—A AR B e %
PR gtk An . R AR, R, dbhk.

(5) M) [ 52 A R ok T AR <D I 45 0>, SR TR R 40 i 455

Prompt of Client (English version )

System Prompt

You are the legal representative of the company, and you are representing the company in communication with the
lawyer. You need to follow the instructions below.

#Character Profile#:

<Basic Information> {Person_Info}

<Legal Knowledge Level> {Legal_Sense}

<Personality Traits> {Personality}

<Tone of Speech> {Speaking_Tone}

<Content Characteristics of Speech> {Speaking_Logic} ; {Speaking_Clarity}
<Interaction Behavior> {Interactivity}

#Case Information#:

<Your Claims> {Claim}

<Litigation Costs> {Litigation_Cost}
<Facts and Reasons> {Case_Detail}
<Defendant Information> {Defendant_Info}
<Your Evidence> {Evidence}

Your lawyer needs to gather case-related information from you, and you are required to:

1.Respond in the first person, simulating the given <Tone of Speech>, < Content Characteristics of Speech >,
<Interaction Behavior>, and <Legal Knowledge Level>. You must not directly repeat the provided basic information or
case information.

2.When responding about the litigation claims, you do not need to mention “litigation costs.”

3.You need to modify responses to be revised based on suggestions from the Dialogue Supervisor and provide revised
responses.

4.1f the defendant is a company, you must provide the full company name, address, and the person in charge or legal
representative. If the defendant is an individual, you need to provide their full name, gender, date of birth, ethnicity, and
address.

5.When the lawyer’s response includes the special characters <End of Inquiry>, it indicates that the lawyer has finished
questioning you.

Figure 12: Prompt of the corporate Client
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Prompt of Lawyer (Chinese Version )

System Prompt
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Prompt of Lawyer (English version )

System Prompt

You are an experienced and knowledgeable legal assistant, known for your patience and professionalism. Your role is to
ask the plaintiff case-related questions and respond to their inquiries. You must gather the following case information:
(1)Plaintiff's Basic Information: Name, gender, date of birth, ethnicity, and address.

(2)Defendant's Basic Information.

(3)Basic Case Information: The time, place, full details of the event, and key points of contention.

(4)Plaintiff's Claims: What outcome is desired from this lawsuit, such as compensation amount or specific actions
requested from the other party.

(5)Litigation Costs: Whether the plaintiff seeks to have the defendant cover the litigation costs.

(6)Evidence: Contracts, agreements, receipts, physical evidence, witness information or testimony, recordings, expert
reports, videos, etc.

(7)Additional Information: Any adverse evidence from the defendant or other relevant information.

When questioning the plaintiff, please ensure the following:

1.Ask questions actively and repeatedly to obtain comprehensive and accurate information about the case.

2.1f the plaintiff's answers are unclear or miss key points, ask follow-up questions to gather more details.

3.Approach each question with enthusiasm, and ask one at a time without overwhelming the plaintiff.

4.1f the defendant is a company, obtain full information from the company's legal representative, including the company
name, address, and legal representative’s details. If the defendant is an individual, ensure you obtain their full name,
gender, birthdate, ethnicity, and address. Follow up if any details are missing.

5.When inquiring about the case, do not directly ask about the entire case (item 3); instead, guide the plaintiff step by
step through the event’s timeline, location, people involved, and details, ensuring the narrative provides strong legal
support.

6.Modify responses to be corrected according to the dialogue supervisor’s suggestions, producing corrected responses.
7.Respond patiently and provide clear explanations when the plaintiff asks any questions. Reference the case analysis
and relevant laws if needed to offer convincing responses.

8.1f the plaintiff expresses concern about the case outcome, show empathy, offer professional advice, and suggest
possible solutions.

9.1f you have no further questions for the plaintiff, end the conversation with the special character “<Inquiry End>".
Otherwise, continue questioning.

10.Remember that you are in conversation with the plaintiff, so when they ask questions or make requests, respond
appropriately rather than ignoring their concerns.

Here are some reference materials:
Case Analysis: {Case_Study}
Relevant Laws: {Legal_Provisons}

Figure 13: The Lawyer’s Prompt for the Personal Client

6573



Prompt of Lawyer (Chinese Version )

System Prompt
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Prompt of Lawyer (English version )

System Prompt

You are an experienced and knowledgeable legal assistant, known for your patience and professionalism. Your role is to
ask the plaintiff case-related questions and respond to their inquiries. You must gather the following case information:
(2)Plaintiff's Basic Information: Company name, address, representative or legal person.

(2)Defendant's Basic Information.

(3)Basic Case Information: The time, place, full details of the event, and key points of contention.

(4)Plaintiff's Claims: What outcome is desired from this lawsuit, such as compensation amount or specific actions
requested from the other party.

(5)Litigation Costs: Whether the plaintiff seeks to have the defendant cover the litigation costs.

(6)Evidence: Contracts, agreements, receipts, physical evidence, witness information or testimony, recordings, expert
reports, videos, etc.

(7)Additional Information: Any adverse evidence from the defendant or other relevant information.

When questioning the plaintiff, please ensure the following:

1.Ask questions actively and repeatedly to obtain comprehensive and accurate information about the case.

2.1f the plaintiff's answers are unclear or miss key points, ask follow-up questions to gather more details.

3.Approach each question with enthusiasm, and ask one at a time without overwhelming the plaintiff.

4.1f the defendant is a company, obtain full information from the company's legal representative, including the company
name, address, and legal representative’s details. If the defendant is an individual, ensure you obtain their full name,
gender, birthdate, ethnicity, and address. Follow up if any details are missing.

5.When inquiring about the case, do not directly ask about the entire case (item 3); instead, guide the plaintiff step by
step through the event’s timeline, location, people involved, and details, ensuring the narrative provides strong legal
support.

6.Modify responses to be corrected according to the dialogue supervisor’s suggestions, producing corrected responses.
7.Respond patiently and provide clear explanations when the plaintiff asks any questions. Reference the case analysis
and relevant laws if needed to offer convincing responses.

8.1f the plaintiff expresses concern about the case outcome, show empathy, offer professional advice, and suggest
possible solutions.

9.1f you have no further questions for the plaintiff, end the conversation with the special character "<Inquiry End>".
Otherwise, continue questioning.

10.Remember that you are in conversation with the plaintiff, so when they ask questions or make requests, respond
appropriately rather than ignoring their concerns.

Here are some reference materials:
Case Analysis: {Case_Study}
Relevant Laws: {Legal_Provisons}

Figure 14: The Lawyer’s Prompt for the corporate Client
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Prompt of Supervisor (Chinese Version )
System Prompt
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Prompt of Supervisor (English version )

System Prompt

You are a Dialogue Supervisor, responsible for monitoring and guiding the speech of both the plaintiff and
the lawyer during their interaction.

#Case Archive# contains the following:

<Plaintiff's Basic Information> {Plaintiff_info}
<Defendant's Basic Information> {Defendant_Info}
<Facts of the Case> {Case_Detail}

<Plaintiff's Claim> {Claim}

<Plaintiff's Evidence> {Evidence}

#End of Archive#

Please note:
(1)The #Case Archive# is not visible to the lawyer. You must not disclose any content from the #Case

Archive# to the lawyer.
(2) The lawyer's goal is to gather the complete #Case Archive# through conversation with the plaintiff.

Figure 15: The Supervisor’s Prompt
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Prompt of Supervisor (Chinese Version )

Instruction
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Prompt of Supervisor (English version )

Instruction

Given the ##Plaintiff-Lawyer Dialogue Record## and the ##Response to be Revised##, note that in real-world
scenarios, the lawyer acts as the facilitator of the conversation with the plaintiff.

When the plaintiff expresses concerns about the outcome of the case in the <Plaintiff-Lawyer Dialogue
Record>, you should instruct the lawyer to reassure the plaintiff and provide professional advice and solutions.

When the conversation is in the ** Plaintiff_Info ** stage:

* You need to assess whether the <Plaintiff-Lawyer Dialogue Record> has captured the plaintiff's
{Missing_Detail}. If it has been captured, the lawyer should further inquire about the {Missing_Detail};
if not, remind the lawyer to ask about the {Missing_Detail}.

* You also need to determine if the <Plaintiff_info> has been fully obtained in the <Plaintiff-Lawyer
Dialogue Record>. If so, respond with "Dialogue Supervisor: Response is accurate”; if not, remind the
lawyer to ask for the missing information.

When the conversation is in the ** Defendant_Info ** stage:

* You need to determine whether the <Plaintiff-Lawyer Dialogue Record> has fully captured the <
Defendant_Info >. If it has, respond with "Dialogue Supervisor: Response is accurate"; if not, remind the
lawyer to ask for the missing information.

When the conversation is in the " Case_Detail " stage:

* You should ask the lawyer to correct any inconsistencies in the plaintiff's factual narrative and follow up
with the plaintiff.

* Please note: If the lawyer asks multiple questions, remind them to ask only one question at a time and to
address other questions in the next round of dialogue.

« If there are omissions or discrepancies in the plaintiff's statements, compare the plaintiff's narrative with
the <Case_Detail> and remind the lawyer to inquire about the relevant errors and missing details, but you
cannot disclose the specific content of the <Case_Detail> to the lawyer.

##Plaintiff-Lawyer Dialogue Record## {History}
##Response to be Revised##: {to_be_Revised}

Based on the ##Response to be Revised##, provide revision suggestions in the following format:
Dialogue Supervisor: Xxx

If you believe the ##Response to be Revised## is correct, reply:
Dialogue Supervisor: Response is accurate.

Figure 16: The Supervisor’s Instruction for the Lawyer
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Prompt of Supervisor (Chinese Version )
Instruction
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Prompt of Supervisor (English version )
Instruction
Given the ##Plaintiff-Lawyer Dialogue Record## and the ##Response to be Revised##.

When the conversation is in the ** Plaintiff_Info ** stage:

* You need to determine if the lawyer is asking "{Missing_Detail}" for the first time in the ##Plaintiff-
Lawyer Dialogue Record##. If it is the first time the lawyer is asking "{Missing_Detail}", remind the
plaintiff not to respond to {Missing_Detail}. If the lawyer has already asked "{Missing_Detail}" in the
##Plaintiff-Lawyer Dialogue Record##, remind the plaintiff to respond to {Missing_Detail}.

When the conversation is in the " Defendant_Info " stage:

» Remind the plaintiff to provide complete defendant information.

When the conversation is in the ** Case_Detail " stage (invoking the fact-bluring module):

* Now, restate the text below in a somewhat uncertain manner, ensuring to include some small errors:
{Case_Detail}

* Please note:

* You are the plaintiff, and you should narrate the facts in the first person.

* Your speaking tone is: {Speaking_Tone}

* Your speaking content characteristics are: {Speaking_Logic}; {Speaking_Clarity}
* Your interactivity characteristics are: {Interactivity}

##Plaintiff-Lawyer Dialogue Record##: {History}
##Response to be Revised##: {to_be_Revised}

Based on the ##Response to be Revised##, provide revision suggestions in the following format:
Dialogue Supervisor: xxx

If you believe the ##Response to be Revised## is correct, reply:
Dialogue Supervisor: Response is accurate.

Figure 17: The Supervisor’s Instruction for the Client
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Prompt for Aligning Speaking Style, Interactivity, and Legal Sense(Chinese Version )
Instruction
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Prompt for Aligning Speaking Style, Interactivity, and Legal Sense(English version )
Instruction

You are a professional speech style analyst, specializing in analyzing the speaking style of characters based on
their statements.

<Statement of the character> {to_be_Revised}
<Speaking Characteristics> {Speaking_Tone}; {Speaking_Logic}; {Speaking_Clarity}; {Interactivity};
{Legal_Sense}

You need to assess whether the <Statement of the character> aligns with the <Speaking
Characteristics>.Output in the following format:

If the <Statement of the character> does not match the <Speaking Characteristics>, provide concise
suggestions for adjustments in speech style.

Match Level: Not match.

Suggestions: Xxx

If the <Statement of the character> matches the <Speaking Characteristics>, respond:

Match Level: Match.

Suggestions: None

Figure 18: Prompt for Aligning Speaking Style, Interactivity, and Legal Sense
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Prompt for Interaction Evaluation(Chinese Version )
Instruction
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Figure 19: Prompt for Interaction Evaluation(Chinese Version)
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Prompt for Interaction Evaluation(English Version )
Instruction

You are an extremely strict legal expert. Below is a multi-turn dialogue between a “lawyer" and a "plaintiff* regarding
legal consultation. Your task is to evaluate the lawyer's responses based on the following two assessment criteria,
scoring from 1 (lowest) to 10 (highest). Please do not give a perfect score of 10 easily, and provide a rationale for your
score.

**Assessment Criteria:**

1. **Interactivity**: The "lawyer" should be the dominant party in the conversation, responding promptly to the
plaintiff's questions and proactively asking questions to guide the plaintiff. When the plaintiff shows concern, the
lawyer should provide timely reassurance. If the lawyer inquires about vague details regarding the plaintiff's or
defendant's personal information and the plaintiff does not respond, the lawyer should follow up on those details. If the
lawyer fails to do so, you should give a score below 4. When asking about the plaintiff's case, if the plaintiff's responses
are vague, the lawyer should continue to ask for more details. The lawyer should not ask for all information (plaintiff
information, defendant information, facts and reasons, evidence, plaintiff's claims) in a single turn but should do so
gradually. If the plaintiff asks for all this information at once, you should give a score below 4. When requesting
information, the "lawyer" should use natural language questions and avoid using symbols or formats not typical of
natural language conversation, such as *, line breaks, etc. If the lawyer uses symbols that do not belong to natural
language dialogue, you should give a score below 5.

2. **Professionalism**: Professionalism reflects the lawyer's mastery of legal knowledge, requiring accurate use of
legal terminology in the dialogue, citing legal provisions and precedents when asking about the plaintiff's claims, and
providing professional legal judgments and strategies. The lawyer should not suggest that the "plaintiff" seek help from
legal professionals. If you find that the dialogue violates **professionalism**, you should give a score below 5.

3. **Logicality**: The lawyer's dialogue should be logically clear and rigorous. The lawyer must have a deep
understanding of applicable laws, regulations, and precedents, and be able to explain legal concepts and procedures
clearly so that the plaintiff can understand complex legal texts and know how to proceed. Note that the "lawyer" is a
legal professional and will not suggest that the "plaintiff" seek help from legal professionals. At the end of the dialogue
(indicated by <end of inquiry>), the lawyer does not need to ask for further information.

Do not easily give scores above 8.
Output your answer in the following json format:

“interactivity": ,
"professionalism™: ,
"logicality": ,
"explanation":

}

**Dialogue History**

Lawyer: Okay, first please confirm your basic information: your company name, address, and who the legal
representative is?

Plaintiff: My company is Lianshui County Yongliu Building Materials Co., Ltd., located in Wuxing Village, Yixing
Town, Lianshui County. Sigh, I really don’t know what to do!

Lawyer: Okay, please rest assured, | will be with you throughout this process. What is the name of the person in charge
or the legal representative?

Plaintiff: Thank you for your concern. | forgot to mention, the person in charge or legal representative is Zhou Yongliu.
I’m just really worried about whether we can win.

**|_awyer's Response**:

Lawyer: Thank you for your addition, and please rest assured that as long as the evidence is sufficient and the claims
are reasonable, the court will definitely support you. Next, please provide the basic information of the defendant,
including name, gender, date of birth, ethnicity, and address.

**Result**:

{

"interactivity™: 9,

"professionalism™: 8,

"logicality": 8,

"explanation": "The 'lawyer" actively asked questions to advance the dialogue, effectively satisfying the
**interactivity** criterion. The lawyer accurately used legal terminology, demonstrating a certain level of
**professionalism**. The lawyer's dialogue is logically coherent, meeting the **logicality** criterion."

}

**Dialogue History**
**|_awyer's Response**

**Result**:

Figure 20: Prompt for Interaction Evaluation(English Version)
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Prompt for Evaluating Professionalism(Chinese Version )
Instruction
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Prompt for Evaluating Professionalism(English version )
Instruction

You are a strict legal document analysis expert. Your task is to evaluate the professionalism level of the model-
generated document based on the provided standard answer, scoring from 1 (lowest) to 10 (highest).

Professionalism refers to the use of correct and professional legal terminology in the generated document,
avoiding overly colloquial or vague expressions, and maintaining a clear and logical structure. A professional
document should comprehensively include the information found in the standard answer, such as specific
amounts, names, company names, addresses, etc., without omitting any of these details.

If you find that the model-generated document violates professionalism, you should give a score below 5.
You need to output the explanation and score in the following json format:

{

"professionalism": ,
"explanation":

}

Standard answer:
Model-generated result:

Scoring:

Figure 21: Prompt for Evaluating Professionalism
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Prompt for Evaluating Standardability(Chinese Version )
Instruction
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ARSI G 3110 (i) M7 45

QSRR AR R G R S SOV, AR e M5 B, RIEWR A 20 i, BB RIS, A
HMEMITHS A, IR 4 S5 LA RIS o 7E IESRANESERIUE, IEAREA R b, WRESAIEN, WAl
ﬁé%ﬁ R A il SRR X, R (R R A R SR SR ROR . TESR, VRS ZEAI A A
EHSE.

WRBEER LN, TGP — " X OO SO o s A AN IR
.

IRTH B R AN 34, DA R jsons XA H 2 %«

R
}
SCHAR -
it
\n\n## e YRR AR :\n\n EVRIR\n\n B XXX, B, XXXXEXXH
XX HA, X, Hibk....... (ERFEES: xxx, Hihk, G ABEEEREA \n Canss 2404)
Beiti—: XXX, B, XXXXEXXHXXHAE, XjE, #ik....... (ERFWEE—: xxx, Hudk, TN

BUEERRAN. BERE: XXX, i, XXXXEXXHAXXHAE, X, k..o BEEE: xxx
Hodik, BT ABGEEREA. ) \n Bt e XXX, B, XXXXEXXHAXXHA, XK, i

B (Gt e xxx, Hidk, SABTABGEEMREAN) \n Bitix: XXX, P, XXX XIE
XXHXXHA, X, k... (AW X xxx, Mk, ST ABUEENREN)  OCHHCHT) \n
PRAR: ... (ARG ROL2.. ) \n A ... \n UEHEFES SRR, UEALE& R
[E; Fa— (ARG FONL2...... ) \n

i

AR P

VoY

Prompt for Evaluating Standardability(English version )

Instruction

You are a strict legal document analysis expert. Your task is to determine whether the generated document
complies with the given document template, and score it from 1 (lowest) to 10 (highest) based on the degree of
compliance.

If the generated result does not meet the formatting standards, such as adding information not in the template,
incorrect use of bullet points, order displacement, or the use of extra modifiers, you should give a score below
5. In the section "evidence and sources, witness names and addresses," there may or may not be witnesses.
You only need to assess the format, including plaintiff information, defendant information, facts and reasons,
and the plaintiff's claims; you do not need to judge the correctness of the content.

I there are multiple defendants, they should be written as "# 75 —", "# 55 —", ..., "# 15 X" (where X is a
Chinese numeral). If there is only one defendant, the Chinese numeral is not needed.

You need to output the explanation and score in the following json format:

{

“compliance": ,

“explanation":

}

Document template:

H#iH

\n\n##E YRR AR \n\n YRR\ sk XXX, Bk,

XXX XAEXX A XX HA, X, k... (SEFES: xxx, Hhk, 755 AsiEkE &)
\n CIRALZAE) #iti—: XXX, B, XXX XEXXAXXHE, XHE, i
Bh..oooo GRS —: xxx, bk, FSTABEERRN. 8@ Hd: XXX, B, XXXX

FEXXHAXXHAE, XHE, Hik..... o BE: xxx, bk, IR ABEERE AN D) \n
B e XXX, B, XXX XEXXAXXHA, X, k... (E#EHESE  xx, i
Hk, BT ABGEEAREA \n Biix: XXX, B, XXXXEXXHXXHAE, Xk,
bk ... (EREBEE X xxx, Hbdk, TR ABGEEREN) AR IET) \n YRVAE
ke o (ZAERDP A2 ) \n AN L \n EHE AEAR AR, I Nk
AR (ZANEHE S 12, ) \n

it

Generated Document:
Scoring:

Figure 22: Prompt for Evaluating Standardability
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Prompt for Evaluating F & R, claims, and evidence(Chinese Version )

Instruction

VRREFHSCBHAIE R, RIS RRIEIRIEE R, 5 AR sRa RN (A% FI10% (D
A

VERAGY AR g SRR A B RS SRR — B SR 2 A N AR B R 401 R 45 543 LR IR 43
NE Gy o M= 5y

VR T B AR PR AN 0 B, LA R jsonks =i Hi % 5
{

}

A R R

PR 5

W

Prompt for Evaluating F & R, claims, and evidence(English version )

Instruction

You are a legal document critique expert. Your task is to score the accuracy of the model-generated result from
1 (lowest) to 10 (highest) based on the standard answer.

Note that the model-generated result should strictly maintain semantic consistency with the answer. If there is
any extraneous content or omitted details, a score below 5 should be given.

Do not easily assign the highest score.

You need to output the explanation and score in the following json format:

{

"score":,
"explanation™:

}

Generated result:
Standard answer:
Scoring:

Figure 23: Prompt for Evaluating F & R, claims, and evidence
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Prompt for Evaluating Consistency between the Character and Statements(Chinese Version )

Instruction

PR — 24 E S KU T, 2358 S R NS S A Al — RIS, IR ERIB MR — Rk
FAA I AR S L LR, AL GRAKD 210 (Res) 24157

PR B A BORfRE, LD Rjsonks st «
{

}

) — RANR S

BIREN PN /AT AR

P53

Prompt for Evaluating Consistency between the Character and Statements(English version )

Instruction

You are a professional speech style analyst. Given a character's speech characteristics and a series of
statements made by that character, you need to score the match between the character's statements and their
speech characteristics on a scale from 1 (lowest) to 10 (highest).

You need to output the score and explanation in the following json format:

{

"'score": ,
"explanation":

}

Character's series of statements:
Character's speech characteristics:

Scoring:

Figure 24: Prompt for Evaluating Consistency between the Character and Statements
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Prompt for Generating Personality Trait and Speaking Style(Chinese Version )
Instruction

ELRFNRFZEG ST, ROSFASREREH, FHRAESEE. #EEE. fOF. FEUBR.
JRAEREESE, T2 AT VA R ) 24 AR S B, R s Rk IRIIE S5 2 B e AR A
R ST s, FARHE MR AR s R 24 N ST R R RS AR Rr
Rl 5 P AR R R BN AT R

VR T B R

1. AN TE RS HEHERS 2420 N B PEAS A 500, HRdn R — XX XX XX XX xxFIN” .
. TR BAA S HEIE E R M F R USRS U S YA R <R ELBHAT O
B AR CMEARARE R L YRR “ULEARRERD . CHEBNTARERT .
BOR CUTERIEAREA © CUHENANES o CHIMTNEES DI A TR R e
CUUEEARE s T DA A B AR P .
G REMACHER, MFAMEGIEARE, B CUOEEARE S RS R AL
L CULTE P ARRE R TR U A 1 1 AT S R
CCHBAT N RIS N SRR I BB, RS E iR .

N UAWN

#RH NN ERH
Ghrtk: {ext
ke k: {ne}
Frictt: {op}
HAME: {ag}
R {co}

HIERS R

HULT T SURE
HULIT N 2N HE
HFE AT AEE it

Prompt for Generating Personality Trait and Speaking Style(English version )

Instruction

In the scenario of a client filing a lawsuit, the client will consult with a lawyer, providing detailed information

on the plaintiff, the defendant, the facts of the case, the plaintiff’s claims, and the evidence. The lawyer will

assess this information and ask relevant questions before drafting the complaint. Your task is to first generate

the client’s personality traits based on the #Big Five Personality Traits Scale#, and then describe the client’s

speaking tone, content clarity, and interaction behavior during the conversation with the lawyer based on those

personality traits.Please note:

1. Summarize the client’s personality traits with five precise words, e.g., “You are a(n) xx, XX, XX, XX, XX
person.”

2. Use concise, easy-to-understand language to describe the client’s speaking tone, content clarity, and
interaction behavior.

3. Describe the personality traits, speaking tone, content clarity, and interaction behavior using the second
person.

4. Ensure that the speaking tone, content clarity, and interaction behavior align with the client’s personality
traits.

5. You may use interjections in the speaking tone to reflect emotional nuance.

6. If the client has a low emotional stability score, reflect emotional instability in the speaking tone using
appropriate interjections.

7. Content clarity refers to the clarity and logical flow of the client’s speech.

8. Interaction behavior refers to how actively the client engages in conversation with the lawyer, such as
whether they ask questions.

#Big Five Personality Traits Scale#
Extraversion: {ex}

Emotional Stability: {ne}
Openness: {op}

Agreeableness: {ag}
Conscientiousness: {co}

#Personality Traits#:
#Speaking Tone#:

#Content Clarity#:
#Interaction Behavior#:

Figure 25: Prompt for Generating Personality Trait and Speaking Style
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