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Abstract

Instruction following is a core capability of
modern Large language models (LLMs), mak-
ing evaluating this capability essential to under-
standing these models. The Instruction Follow-
ing Evaluation (IFEval) benchmark from the
literature does this using objective criteria, of-
fering a measure of LLM performance without
subjective AI or human judgement. However,
it only includes English instructions, limiting
its ability to assess LLMs in other languages.

We propose the Multilingual Instruction Fol-
lowing Evaluation (M-IFEval) benchmark, ex-
panding the evaluation to French, Japanese,
and Spanish, with both general and language-
specific instructions. Applying this benchmark
to 8 state-of-the-art LLMs, we find that bench-
mark performance across languages and in-
struction types can vary widely, underscoring
the importance of a multilingual benchmark for
evaluating LLMs in a diverse cultural context.

1 Introduction

Large language models (LLMs) have demon-
strated amazing accuracy in many fields including
medicine (Tian et al., 2024; Frisoni et al., 2024),
law (Jiang et al., 2024), and education (Luo et al.,
2024). However, their accuracy has also shown to
be low for some tasks such as reasoning (Tong
et al., 2024) and cultural understanding (Wang
et al., 2024).

One type of task of particular importance for
LLMs is that of instruction following, where an
LLM must carry out the instructions of the user
in a “zero-shot” setting (i.e. without necessarily
being trained specifically to perform that instruc-
tion) (Zhong et al., 2021; Mishra et al., 2022; Wei
et al.; Sanh et al., 2022).

Benchmarks such as Instruction-Following Eval-
uation (IFEval) (Zhou et al., 2023) have proposed
ways of evaluating LLMs on instruction following

*Work done at Lightblue KK.

without the need for using an external LLM-as-
a-judge (Zheng et al., 2023), which may exhibit
self-enhancement bias (Xu et al., 2024).

However, this benchmark is a purely English-
based benchmark, raising questions as to the ap-
plicability of its results to other languages. While
some efforts have been made to make a multilin-
gual version of this benchmark, at present this only
extends as far as translating the original prompts
into other languages (Qwen, 2024). This approach
fails to evaluate aspects of instruction following
that are specific to different languages. Specifically
developed code is required to understand whether
an LLM can, for example, uses the correct punctua-
tion or script for a given language when prompted.

We present Multilingual Instruction Following
Evaluation (M-IFEval), a benchmark for evaluating
LLM instruction following beyond English. Our
benchmark consists of three popular natural lan-
guages, French, Japanese, and Spanish, and con-
tains both instructions previously assessed in En-
glish as well as novel instructions that are specific
to our evaluation languages. We assess 8 state-of-
the-art LLMs using M-IFEval and compare their
evaluation results to the original English IFEval
scores.

Our evaluation results show that, among
the models tested on the English instruction-
following benchmark, widely-used LLMs like
GPT4o achieve the highest relative performance.
However, for benchmarks in other languages, mod-
els such as o1 and Sonnet perform better in instruc-
tion following. We also highlight that state-of-the-
art LLMs achieve surprisingly low scores on some
language-specific instructions such as using or not
using special characters or scripts.

Our work demonstrates the value of a multilin-
gual benchmark when selecting LLMs for a non-
English based task and identifies key areas for im-
provement, such as character- and script-level in-
structions, in modern LLMs. We make the evalu-
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ation code and data for this benchmark available
online1.

2 Related work

Benchmarks like GLUE (Wang et al., 2018),
ARC (Clark et al., 2018), SuperGLUE (Wang et al.,
2019), Winogrande (Sakaguchi et al., 2019), Hel-
laSwag (Zellers et al., 2019), MMLU (Hendrycks
et al., 2021), and others, that contain objective tasks
such as natural language inference and semantic
similarity have been widely used within the litera-
ture to evaluate LLMs (Anil et al., 2023; Le Scao
et al., 2023; Dettmers et al., 2023). However, these
tasks do not fully represent the realistic usage of
LLMs in practical scenarios, for example as con-
versational agents or decision-making systems.

Other benchmarks such as MT-Bench (Zheng
et al., 2023), AlpacaEval (Dubois et al., 2024),
Arena-Hard (Li et al., 2024) and InFoBench (Qin
et al., 2024) provide a framework for evaluat-
ing LLMs in a more practical conversational or
instruction-based setting. However, their reliance
on subjective AI scoring raises self-enhancement
bias concerns (Xu et al., 2024), making them less
suitable for model evaluation.

Chatbot Arena (Zheng et al., 2023) involves eval-
uating LLMs using human users, thus removing
the potential for self-enhancement bias. However,
Chatbot Arena requires large-scale deployment,
making it difficult to replicate this evaluation for
local models.

IFEval (Zhou et al., 2023) was designed to eval-
uate the ability of LLMs to follow instructions in
more practical scenarios, making it an effective
measure of models intended for real-world usage.
Unlike MT-Bench, IFEval uses objective criteria
for evaluation, removing the subjectivity inherent
in AI-judged systems. However, its primary limita-
tion is that it is currently available only in English,
which restricts its applicability for evaluating mul-
tilingual models.

The model evaluation of the instruction-tuned
Qwen 2.5 (Qwen, 2024) extended IFEval to sup-
port multilingual settings by translating 100 exam-
ples per language and removing instructions that
were not applicable to a given language. While
this approach allows for deterministic evaluation
of LLMs on multilingual data, it may neglect
language-specific aspects of instruction-following.

1https://github.com/lightblue-tech/M-IFEval

To overcome the limitations of existing bench-
marks, we propose a new, multilingual version of
IFEval that is not simply a translation of previous
datasets but contains language-specific instructions
for novel evaluation.

3 Method

This section details how we constructed the M-
IFEval benchmark and how we used it to evaluate
various state-of-the-art LLMs.

We first chose the languages that would be
included in our benchmark. We chose French,
Japanese, and Spanish as our research team in-
cluded one native speaker in each language, with
each acting as language lead for their respective
language.

Our team consulted the list of instructions in-
cluded in the original English language IFEval
benchmark and considered any that were not ap-
plicable to their language. Following this, we re-
moved the word number length constraint instruc-
tion and the case change instructions (all uppercase,
all lowercase, and frequency of all capital words)
for Japanese, as its writing system does not account
for letter case.

Next, each language lead created a list of instruc-
tions that could be evaluated using objective crite-
ria, including those specific to their language. The
design of these verifiable instructions was guided
by two key considerations. First, the instructions
needed to evaluate language-specific linguistic and
textual control, addressing elements such as diacrit-
ics, script-level constraints, and cultural nuances.
Secondly, they were designed to maintain a rea-
sonable difficulty level, ensuring that the tasks re-
mained easily achievable for native speakers, thus
promoting fairness across the three evaluation lan-
guages. These instructions encompassed grammat-
ical, stylistic, and script-based elements tailored to
each language.

The Spanish-specific instructions consisted of
three special character-based instructions (ñ fre-
quency, accent frequency, and ü frequency) and
two punctuation-based instructions (using gram-
matically correct question marks and exclamation
marks).

The French-specific instructions consisted of
three special character-based instructions (forbid-
ding use of œ/ç, forbidding accents, and adding the
correct accents to a given text), and two content
based instructions (not using Arabic numerals in
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the response and using the informal direct way of
addressing someone).

The Japanese-specific instructions consisted
of seven script based instructions (only/do not
use katakana, only/do not use hiragana, use at
least/most N kanji, include furigana, write all num-
bers as kanji), two format based instructions (re-
sponses must be a numbered list of N items, re-
sponses must include at least N taigen-dome2), and
one instruction each of a length based instruction
(use at least/most N characters), a start/end based
instruction (end all sentences withです/ます), and
a punctuation based instruction (do not use。 - a
Japanese period).

The list of all language-specific instructions can
be found in table 3 in the appendix.

This resulted in a list of instructions for each
language which were a mix of instructions from
the original IFEval benchmark and instructions that
were specific to their language.

Each language lead then developed a function for
each instruction that evaluates whether a response
did or did not correctly follow the given instruction.
These functions were then added to the evaluation
codebase of the original IFEval benchmark.

Prompts that instruct the LLM to follow at least
one instruction were then developed by the lan-
guage leads in a similar way to the original IFEval
work. Prompts were developed by generating mul-
tiple example prompts using a state-of-the-art LLM
before selecting and editing prompts manually to
obtain a list of multiple prompts per instruction. As
with the original IFEval, we constructed prompts
with one, two, and three instructions contained
within the same prompt. The correct evaluation
arguments (e.g. specifying 2 if the prompt specifies
2 sentences in the sentence counting instruction)
were then manually added to each instruction.

This process resulted in 115, 172, and 235
prompts for Spanish, Japanese, and French, re-
spectively, with at least 4 unique prompts per in-
struction for Spanish and Japanese, and 7 prompts
per instruction for French. For Spanish, Japanese,
and French, our benchmark contains 8, 34, and
68 prompts respectively that contains 2 instruc-
tions, and 7, 10, and 21 prompts that contain 3
instructions. For a clearer understanding of the
dataset’s structure, we provide additional details in
appendix A.2, including basic statistics, the num-

2A Japanese grammatical structure where a sentence ends
with a noun or noun phrase (Hayashi and Matsubara, 2007)

Model name EN ES FR JA Mean
o1† 86.7 92.7 91.3 75.7 86.6

Opus‡ 87.3 90.5 87.0 75.7 84.4
Sonnet‡ 88.1 87.6 88.1 77.0 84.2
o1 Mini† 83.9 92.0 88.4 69.5 83.3
GPT4o† 88.6 89.8 87.8 70.4 82.7

GPT4o Mini† 86.0 85.4 85.5 65.9 78.9
Qwen 2.5 32B I.⋆ 86.0 82.5 81.7 65.9 76.7

Haiku‡ 77.3 78.8 78.3 61.9 73.0

Table 1: Average strict scores of M-IFEval for each
language for each model evaluated, sorted by the mean
combined Spanish, French, and Japanese scores.

Model name ES FR JA Mean
o1† 75.0 96.1 61.4 77.5

Sonnet‡ 66.7 90.2 70.5 75.8
Opus‡ 62.5 90.2 64.8 72.5

GPT4o† 58.3 80.4 55.7 64.8
o1 Mini† 66.7 72.5 50.0 63.1

Qwen 2.5 32B I.⋆ 54.2 78.4 54.5 62.4
Haiku‡ 54.2 80.4 52.3 62.3

GPT4o Mini† 58.3 68.6 47.7 58.2

Table 2: Average strict scores of M-IFEval for each
language only on the instructions that are specific to
that language, sorted by the mean combined Spanish,
French, and Japanese scores.
†OpenAI, ‡Anthropic,⋆Qwen

ber of prompts per instruction, and the distribution
of prompts across instruction groups by language.

Responses to these prompts were then generated
using all the state-of-the-art LLMs that we had ac-
cess to, consisting of 4 versions of OpenAI’s GPT
(GPT4o, GPT4o Mini, o1, o1 Mini), 3 versions of
Anthropic’s Claude 3.5 (Opus, Sonnet, and Haiku),
and the largest multilingual open source LLM that
we could run in 4 bits on a single 40GB A100
GPU (Qwen 2.5 32B Instruct GPTQ Int4 (Qwen,
2024)). Whenever possible, responses were gener-
ated using greedy decoding (temperature set to 0)
to ensure reproducibility.

These responses were then evaluated using our
evaluation code and we report the average score in
each language for each model. We separately report
the scores only of the average language-specific
instructions for each language and model. As with
the original IFEval work, we calculate both the
strict and loose scores for each instruction. We
report the strict scores in the main document and
report the loose scores in the appendix.
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4 Results

Table 1 shows the average evaluation score for each
model evaluated in each language in the M-IFEval
benchmark, along with with the English scores in
the original IFEval benchmark.

We observe that while GPT4o and Sonnet are
the top two models for English M-IFEval, o1 and
Opus have the highest score on average for the three
languages in our benchmark. We also observe a
greater spread in scores between the best and worse
performing models in our evaluation compared to
the English IFEval, with the best and worst scores
on the original English benchmark having a differ-
ence of 11.3 percentage points, while we observe
differences of 13.9, 13.0, and 15.1 for Spanish,
French, and Japanese respectively.

Table 2 shows the average scores only on in-
structions that are unique to each language. We
observe that while the o1 model attains the greatest
scores on Spanish and French benchmarks, Sonnet
achieves markedly higher scores on the Japanese
benchmark. When we analysed the scores only of
instructions that had been included in the original
IFEval benchmark (i.e. instructions not unique to
the language), we found that o1 achieves a score
on the Japanese benchmark of 84.8 while Sonnet
achieves a score of 81.2.

When we analysed specific instructions with the
lowest average evaluation scores across all mod-
els that we tested, we found that the 10 instruc-
tions with the lowest scores all were language-
specific instructions such as forbidding “œ/ç”, for-
bidding katakana, or specifying the frequency of
the “ñ” character. The average scores for these
three instruction types across all models was 60.2%,
14.3%, and 0.0%, respectively. Conversely, we
observe that LLMs attain high scores in follow-
ing instructions such as adding accents to French
text, adding Spanish question marks/exclamantion
marks, and making both French and Spanish text
uppercase/lowercase. This suggests that while
many LLMs perform well in following formatting
instructions, such as structuring outputs and arrang-
ing punctuation, they struggle with script-based
instructions. This is apparent from the drop in ac-
curacy in the ‘Special character’ instruction group
for Spanish and French, as well as the ‘Script’ in-
struction group for Japanese, both of which mostly
comprise character-level instructions, as shown in
figures 2–4 in appendix B.

The full scores averaged across all models for

each instruction can be found in table 8.

5 Discussion & Future work

Overall, our results show that modern LLMs are
generally proficient at instruction following out-
side of English. However, our evaluation scores
still vary between both languages and task types, in-
dicating the need for future improvement of LLMs
in a wide range of linguistically and culturally im-
portant tasks.

Our results show that Sonnet is more profi-
cient at Japanese-specific instructions compared
to o1, whereas o1 is more proficient at Spanish
and French specific instructions. This could indi-
cate that o1 has been trained on more Spanish and
French data, or linguistically similar languages that
confer cross lingual generalisation (Snæbjarnarson
et al., 2023; Muennighoff et al., 2023), while Son-
net may have been trained on more Japanese data.

Moreover, we find that the highest performing
model in our English evaluation was neither o1
nor Sonnet, but GPT4o. This highlights the need
for multilingual LLM evaluations to select the best
model for a target language, as no single LLM
excels in all languages.

Our results also show that LLMs generally
achieve poor performance on seemingly simple
language-specific tasks such as restricting usage
of a given script (e.g. “write your answer without
using any katakana”) or controlling for the amount
of times a certain special character is used (e.g.
“use the ‘ñ’ character exactly 5 times in your re-
sponse”). Examples of such failures are provided
in appendix C. This contrasts with high English
scores for similar tasks (e.g. “use the letter c at
least 60 times in your response”). This may re-
flect a gap between LLM performance in English
to that of other languages which has been observed
in other tasks (Ahuja et al., 2024; Jin et al., 2024).

Future work could consider exactly why the per-
formance of LLMs varies for different languages.
Previous work has investigated the effect of differ-
ent language mixtures on downstream tasks (Üstün
et al., 2024; Wei et al., 2023), so experiments in-
volving different mixes of multilingual pre-training
data and fine-tuning data could possibly show the
effect of training data on instruction following per-
formance.

Experiments using a byte-level tokenizer (Xue
et al., 2022) could possibly answer the question of
why script or character based instructions are so
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hard to follow for modern token-level LLMs.

6 Conclusion

In this paper, we have presented M-IFEval, a multi-
lingual benchmark which evaluates the instruction
following abilities of LLMs in three non-English
languages: French, Japanese, and Spanish.

Our results show that while GPT4o achieves the
greatest instruction following performance on the
English IFEval benchmark, we find that other mod-
els, o1 and Sonnet, achieve higher scores on M-
IFEval.

This finding highlights the importance of multi-
lingual evaluation in assessing a model’s instruc-
tion following abilities.

We also identify several types of instructions for
which the average LLM performance was surpris-
ingly low. This includes specifying the usage/non
usage of a certain script and specifying the fre-
quency of a certain amount of non-English charac-
ters.

This work contributes a new benchmark to the
field of multilingual evaluation of LLMs and pro-
vides observations for what these models can and
cannot do in the context of multilingual instruction
following.

7 Limitations

One of the limitations of this work is that our bench-
mark only considers instructions that can be ob-
jectively evaluated using simple string checking
code. This means that our evaluation does not in-
clude any of the large group of possible instructions
which would require more intricate analysis to eval-
uate upon (e.g. translation quality, fact checking,
question answering). We acknowledge this and
leave more detailed evaluation of LLMs on specific
tasks to other benchmarks such as XNLI (Conneau
et al., 2018), XQuad (Artetxe et al., 2020), and Flo-
res (Costa-jussà et al., 2022). And, although certain
instructions that can be evaluated programmatically
might seem unnatural (e.g., "Write a paragraph us-
ing the letter ’j’ exactly 9 times"), our goal was to
investigate the types of instructions that LLMs still
tend to struggle with the most. This therefore pro-
vides insight into the types of realistic tasks these
LLMs may also find challenging. Future work
could explore instruction following in more realis-
tic, user-driven scenarios by incorporating organic,
diverse, and contextually grounded prompts that
better reflect real-world usage. This would provide

a more nuanced understanding of how well models
perform in genuinely practical settings.

Another limitation of this work is that we only
consider three non-English languages in our eval-
uation. Moreover, these three languages were all
relatively high-resource languages, and since we
observe a gap between English and our evaluation
languages, we may observe an even greater gap
for low resource languages. Future work could in-
clude adding more languages to our benchmark,
particularly low resource languages. This could
entail adding more language-specific instructions
(e.g. converting “Boko”, or Latin, script in Hausa
to “Ajami”, or Arabic, script (Abdulmumin, 2014))
to further identify if there are any other tasks in
which LLMs perform particularly poorly.

A final limitation of this work is that we only
evaluate over 8 state-of-the-art LLMs in our evalua-
tion when other LLMs such as Gemini (Reid et al.,
2024) are also available. This was done due to a
combination of technical, financial, and document-
space limitations, and so the main contributions
of our paper are that we demonstrate that relative
instruction following performance is not uniform
across all languages for a given LLM, and that
some of the top performing LLMs available still
cannot perform basic tasks such as controlling spe-
cial character usage. We leave it for future work to
use this benchmark to compare their models against
others.
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A Dataset

A.1 M-IFEval Language Specific Instructions

Instruction Group Instruction Description

Spanish
Special Characters Letter Frequency (ñ) "ñ" should appear {N} times
Special Characters Accented Word Frequency include at least/most {N} words with accents
Special Characters Letter Frequency (ü) "ü" should appear {N} times
Punctuation Interrogation Marks Include at least one question
Punctuation Exclamation Marks Include at least one exclamation

French
Special Characters Forbidden œ and ç Do not use {char} characters
Special Characters No Accents Do not use accents
Special Characters Add Accents Add the correct accents to the given text
Detectable Content Informal Address Speak directly and informally to the user
Detectable Content No Digits Do not use Arabic numerals

Japanese
Length Constraints Number Letters Use at least/most {N} characters
Detectable Format Numbered Lists Include a numbered list of exactly {N} items
Detectable Format Taigen-dome Include exactly {N} taigen-dome
Start with / End with Unified Sentence Endings All sentences must end in {ending}
Punctuation No Periods Do not use Japanese periods
Script Furigana Furigana must follow all kanji
Script Kanji Include at least/most {N} kanji characters
Script Kansuuji All numbers must be written with Kanji
Script No Katakana Do not include any katakana characters
Script No Hiragana Do not include any hiragana characters
Script Katakana Only Only use katakana characters
Script Hiragana Only Only use hiragana characters

Table 3: Full list of added instructions in Spanish, French, and Japanese.

A.2 Dataset Statistics

Language EN ES FR JA
Unique Instruction Types 25 30 30 33
Total Number of Prompts 541 115 235 172
Number of Prompts with only 1 Instructions 305 100 146 128
Number of Prompts with 2 Instructions 179 8 68 34
Number of Prompts with 3 Instructions 57 7 21 10
Average Prompt Length* 211 171 232 79
Standard Deviation of Prompt Length* 117 62 85 32

Table 4: Basic dataset statistics. The values reported for English (EN) represent the original IFEval dataset.
*Measured in total character count, including spaces and punctuation.
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Instruction Group Instruction EN ES FR JA

Shared
Keywords Include Keywords 39 4 14 7
Keywords Keyword Frequency 42 4 13 7
Keywords Forbidden Words 49 4 14 7
Keywords Letter Frequency 33 4 14 5
Language Response Language 31 4 9 4
Length Constraints Number Paragraphs 27 4 14 7
Length Constraints Number Sentences 52 9 13 7
Length Constraints Number Words 52 8 16 -
Length Constraints Nth Paragraph + First Word 12 4 11 7
Detectable Content Postscript 26 4 13 7
Detectable Content Number Placeholders 27 4 11 7
Detectable Format Number Bullets 31 4 11 7
Detectable Format Title 37 4 14 7
Detectable Format Choose From 10 4 8 4
Detectable Format Minimum Number Highlighted Sections 48 4 11 7
Detectable Format Multiple Sections 14 4 11 7
Detectable Format Json Format 17 4 8 6
Combination Repeat Prompt 41 4 7 7
Combination Two Responses 24 4 12 7
Change Case All Uppercase 25 4 8 -
Change Case All Lowercase 39 4 15 -
Change Case Frequency of All-capital Words 25 8 11 -
Start with / End with End Checker 26 4 15 7
Start with / End with Quotation 41 4 9 7
Punctuation No Commas 66 4 12 7

Spanish
Special Character Letter Frequency (ñ) - 4 - -
Special Character Accented Word Frequency - 8 - -
Special Character Letter Frequency (ü) - 4 - -
Punctuation Interrogation Marks - 4 - -
Punctuation Exclamation Marks - 4 - -

French
Special Character Forbidden œ and ç - - 11 -
Special Character Add Accents - - 7 -
Special Character No Accents - - 10 -
Detectable Content Informal Address - - 11 -
Detectable Content No Digits - - 12 -

Japanese
Length Constraints Number Letters - - - 7
Detectable Format Numbered Lists - - - 7
Detectable Format Taigen-dome - - - 7
Start with / End with Unified Sentence Endings - - - 7
Punctuation No Periods - - - 7
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Script Furigana - - - 12
Script Kanji - - - 7
Script Kansuuji - - - 7
Script No Katakana - - - 7
Script No Hiragana - - - 7
Script Katakana Only - - - 6
Script Hiragana Only - - - 7

Table 5: Number of prompts for each instruction. The values reported for English (EN) represent the original
IFEval dataset.
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Figure 1: Task Diversity Analysis: Percentage distribution of prompts among instruction groups by language.

6185



B Detailed Results

Model name ES FR JA Mean
Sonnet 75.0 96.1 76.1 82.4

o1 79.2 100.0 63.6 80.9
Opus 62.5 96.1 65.9 74.8
Haiku 58.3 88.2 59.1 68.6
GPT4o 58.3 82.4 63.6 68.1
o1 Mini 66.7 72.5 55.7 65.0

Qwen 2.5 32B I. 54.2 78.4 58.0 63.5
GPT4o Mini 58.3 70.6 58.0 62.3

Table 6: Average loose scores of M-IFEval for each language only on the instructions that are specific to that
language, sorted by the mean combined Spanish, French, and Japanese scores.

Model name EN ES FR JA Mean
Sonnet 93.0 94.9 94.8 85.0 91.5

o1 89.1 94.9 93.6 77.4 88.6
Opus 92.6 91.2 92.8 77.9 87.3

GPT4o 91.2 92.0 90.4 76.1 86.2
o1 Mini 86.8 92.7 89.6 72.6 84.9

GPT4o Mini 88.7 89.1 89.3 71.7 83.3
Haiku 85.3 86.1 89.3 70.8 82.1

Qwen 2.5 32B I. 88.0 84.7 84.6 70.4 79.9

Table 7: Average loose scores of M-IFEval for each language for each model evaluated, sorted by the mean
combined Spanish, French, and Japanese scores.
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Figure 2: Instruction following strict-accuracy per instruction group: Spanish (ES).
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Figure 3: Instruction following strict-accuracy per instruction group: French (FR).
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Figure 4: Instruction following strict-accuracy per instruction group: Japanese (JA).
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Instruction Group Instruction Name Languages Score
Special characters Letter Frequency (ñ) ES 0.0
Script No Katakana JA 14.3
Script Furigana JA 14.6
Special characters Letter Frequency (ü) ES 15.6
Start with / End with Unified Sentence Endings JA 33.9
Script No Hiragana JA 35.7
Script Hiragana Only JA 48.2
Special characters Forbidden œ and ç FR 60.2
Script Katakana Only JA 60.4
Special characters No Accents FR 63.8
Detectable format Taigen-dome JA 64.3
Detectable format JSON Format EN, ES, FR, JA 67.5
Length constraints Nth Paragraph First Word EN, ES, FR, JA 67.6
Keywords Letter Frequency EN, ES, FR, JA 71.2
Change cases French Uppercase FR 73.4
Script Kanji JA 75.0
Length constraints Number Sentences EN, ES, FR, JA 76.4
Combination Repeat prompt EN, ES, FR, JA 78.2
Detectable format Number Bullets EN, ES, FR, JA 79.2
Special characters Accented Word Frequency ES 79.7
Change cases Capital Word Frequency EN, ES, FR 80.1
Length constraints Number Paragraphs EN, ES, FR, JA 80.5
Length constraints Number Words EN, ES, FR 82.2
Keywords Forbidden Words EN, ES, FR, JA 84.1
Keywords Keyword Frequency EN, ES, FR, JA 85.2
Start with / End with Quotation EN, ES, FR, JA 85.2
Change cases English Uppercase EN 86.0
Change cases English Uppercase EN 88.1
Combination Two Responses EN, ES, FR, JA 88.3
Length constraints Number Letters JA 89.3
Keywords Include Keywords EN, ES, FR, JA 89.6
Punctuation No Commas EN, ES, FR, JA 90.2
Detectable content Informal Address FR 90.9
Letters Kansuuji JA 91.1
Start with / End with End Checker EN, ES, FR, JA 91.3
Detectable format Title EN, ES, FR, JA 92.3
Punctuation No Periods JA 92.9
Detectable content Number Placeholder EN, ES, FR, JA 92.9
Detectable format Choose From EN, ES, FR, JA 93.3
Detectable format Minimum Number Highlighted Sections EN, ES, FR, JA 94.8
Language Response Language EN, ES, FR, JA 95.6
Detectable format Numbered Lists JA 96.4
Punctuation Exclamation Marks ES 96.9
Detectable format Multiple Sections EN, ES, FR, JA 97.6
Detectable content Postscript EN, ES, FR, JA 97.8
Special characters Add Accents FR 98.2
Punctuation Question Marks ES 100.0
Change cases Spanish Lowercase ES 100.0
Change cases Spanish Uppercase ES 100.0
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Instruction Group Instruction Name Languages Score
Change cases French Lowercase FR 100.0
Detectable content No Digits FR 100.0

Table 8: The percentage strict instruction following score for each instruction, averaged over all 8 models evaluated.

C Failure Examples

Below, we present examples of failure cases in the different languages of the benchmark.

C.1 Spanish

Failure Example: Special Characters - Letter Frequency (ñ)

Model: o1 Language: Spanish (ES)

Prompt: Describe el impacto de la tecnología móvil en la comunicación. En tu respuesta, las
palabras que contienen la letra "ñ" deben ser 9 en total.

Model Response: "La tecnología móvil ha transformado la comunicación en los últimos años.
Ahora, las personas pueden conectarse instantáneamente desde cualquier rincón del mundo,
compartiendo experiencias y opiniones en tiempo real. Esta revolución ha desempeñado un
papel esencial en la transformación de la sociedad, facilitando la interacción y el intercambio de
conocimiento sin precedentes. Sin embargo, también surge la preocupación por la sobreexposición
y la gestión de la privacidad. En resumen, la tecnología móvil ha ampliado nuestras oportunidades
de comunicación, pero requiere una consideración consciente para equilibrar sus beneficios y
desafíos."

Instruction (translated): "ñ" should appear 9 times. p
Failure: The response only contains 2 "ñ" when the instruction required 9.

Failure Example: Special Characters
All Lowercase + Exclamation Marks + Accented Word Frequency

Model: Qwen 2.5 32B I. Language: Spanish (ES)

Prompt: Describe el impacto de los algoritmos de recomendación en las plataformas de streaming.
Tu respuesta debe estar completamente en español, usando sólo letras minúsculas. No se permiten
mayúsculas. Incluye al menos una exclamación en tu respuesta. Asegúrate de no usar más de 5
palabras con tilde en tu respuesta.

Model Response: "los algoritmos de recomendación transforman la experiencia en plataformas de
streaming. analizan gustos, crean listas personalizadas, incrementan la retención de usuarios. esto
cambia cómo exploramos contenido, nos mantiene enganchados, nos muestra lo que queremos
ver antes de saberlo nosotros mismos. es fascinante cómo funcionan! sin ellos, navegaríamos
ciegamente por un océano de opciones."

Instructions (translated):
• Answer entirely in Spanish, using only lowercase letters. ✓
• Include at least one exclamation point in your answer. ✓
• Do not use more than 5 words with an accent in your answer. p

Failure: The response contains 5 words with accents, one more than the instruction required.
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C.2 French

Failure Example: Special Characters - Forbidden œ and ç

Model: GPT4o Language: French (FR)

Prompt: Quelle hormone décline pendant la ménopause, entraînant divers symptômes tels que les
bouffées de chaleur ? Assurez-vous de ne pas employer de virgules dans votre texte et ne faites pas
usage du graphème œ.

Model Response: "L’hormone qui décline pendant la ménopause est l’œstrogène."

Instruction (translated): Do not use the character "œ". p
Failure: The forbidden character "œ" was used once.

Failure Example: Special Characters - No Accents

Model: o1 Mini Language: French (FR)

Prompt: Concevez une rencontre entre deux figures historiques que vous respectez. Écrivez votre
description sans recourir aux accents.

Model Response: "Imaginons une rencontre entre Leonardo da Vinci et Albert Einstein dans un
jardin paisible, entouré de sculptures et de machines inventives. Leonardo, avec son esprit curieux
et ses croquis toujours en main, observe attentivement les formules complexes qu’Albert écrit sur
un carnet. Les deux visionnaires échangent des idées sur la nature de l’univers et les mysteres
de l’energie. Leonardo partage ses dessins de machines volantes, tandis qu’Albert explique la
theorie de la relativite. Leur conversation est un melange fascinant de l’art et de la science,
montrant comment deux esprits brillants, bien qu’appartenant a des epoques differentes, peuvent
trouver un terrain commun pour discuter et s’inspirer mutuellement. Ensemble, ils imaginent
des innovations qui pourraient changer le monde, illustrant le pouvoir de la collaboration entre
creativity et rationalite."

Instruction (translated): Do not use accents. p
Failure: Accents were used 3 times, even though that typically require accents were successfully
left unaccented.

C.3 Japanese

Failure Example: Script - No Katakana

Model: o1 Language: Japanese (JA)

Prompt: カタカナを一文字も使わないで、アフリカの伝統音楽で使用される楽器の一
つを紹介してください。

Model Response: "アフリカの伝統的な楽器の一つに「じぇんべ」という太鼓があり

ます。じぇんべは西アフリカのマリやギニアなどで広く使われており、一枚の木を

くり抜いて作られた胴に、動物の皮を張って作られます。手で叩いて演奏し、豊かな

音色と多彩なリズムが特徴です。祭りや踊りの場で重要な役割を果たし、人々をつな

ぐコミュニケーションの道具としても用いられています。"

Instruction (translated): Do not include any katakana characters. p
Failure: Words like アフリカ (Africa) were written in katakana, despite the existence of a
non-katakana orthography: 阿弗利加.
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Failure Example: Script - Hiragana Only

Model: Haiku Language: Japanese (JA)

Prompt: ひらがなだけを使って答えてください。同じ幼稚園のけん君に告白する手紙
を書いてください。

Model Response: "はい、わかりました。ここに、同じ幼稚園のけん君に告白す

る手紙を書きました。

ぼくは、けん君のことが大すきです。 いつも一緒に遊んでいて、とても楽し

いです。 けん君の笑顔が、ぼくの心を温かくしてくれます。 これからも、け

ん君と一緒にいたいです。ぼくの気持ちを受け取ってください。"

Instruction (translated): Only use hiragana characters p
Failure: Ignored the instruction and used kanji for most words that are typically written in kanji.
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