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Abstract

Large Language Models with chain-of-thought
prompting, such as OpenAl-ol, have shown
impressive capabilities in natural language in-
ference tasks. However, Multi-hop Question
Answering (MHQA) remains challenging for
many existing models due to issues like hallu-
cination, error propagation, and limited context
length. To address these challenges and en-
hance LLMs’ performance on MHQA, we pro-
pose the Self-Guiding prompting Finite State
Machine (SG-FSM), designed to strengthen
multi-hop reasoning abilities. Unlike tradi-
tional chain-of-thought methods, SG-FSM tack-
les MHQA by iteratively breaking down com-
plex questions into sub-questions, correcting
itself to improve accuracy. It processes one sub-
question at a time, dynamically deciding the
next step based on the current context and re-
sults, functioning much like an automaton. Ex-
periments across various benchmarks demon-
strate the effectiveness of our approach, out-
performing strong baselines on challenging
datasets such as Musique. SG-FSM reduces
hallucination, enabling recovery of the correct
final answer despite intermediate errors. It also
improves adherence to specified output formats,
simplifying evaluation significantly.'

1 Introduction

Multi-hop Question Answering (MHQA) is a chal-
lenging QA task that asks models to answer a com-
plex and indirect question given multiple passages.
Agents need to reason twice/more on documents
to get the final answer. It has intrigued researchers
for its complexity and practical implications (Ho
et al., 2020; Yang et al., 2018; Trivedi et al., 2022).

Researchers employ three primary strategies to
address MHQA using Large Language Models
(LLMs) due to their powerful and promising abil-
ity. One effective method is In-Context Learning
(ICL) (Wang et al., 2023; Zhou et al., 2022; Yao

"https:/github.com/2018211801/SG-FSM.

et al., 2022), where models are instructed to solve
problems based on detailed demonstrations. How-
ever, few-shot methods are considered ineffective
and inefficient as they require a minimum of 4-shot
of manual designed demonstrations. Long con-
text in these demonstrations may exceed context
boundaries and distract attention (Liu et al., 2024).
Another approach involves fine-tuning LLMs with
domain-specific data, which requires substantial
high-quality data and computational resources. It is
effective but inefficent and non-generalizable. The
third method reduces the training cost by training a
new module for only part of the procedure without
training LLMs. For example, (Cao et al., 2023)
trained a beam-retrieval model. After retrieving
results, they utilize a few-shot LLM as a reader to
answer the question. However, they only improved
the system’s retrieval capabilities, while the LLM
still exhibits hallucinations and propagates errors.

In this paper, we summarize four common infer-
ence errors in the previous approaches and demon-
strate the effectiveness of our method in tackling
these issues. We found that LLMs struggle par-
ticularly in intermediate reasoning stages, where
errors in initial steps can propagate, leading to in-
correct conclusions. We define this error as lost-
in-the-middle reasoning path. Detailed analysis is
presented in the § 2.

Humans usually decompose sophisticated prob-
lems to solve them, supported by cognitive dis-
coveries (Correa et al., 2023; Cheng et al., 2015).
Many decomposition methods to assist LLMs have
shown their effectiveness in other tasks (Fu et al.,
2021; He et al., 2024). Inspired by the insights, this
paper adapts the decomposing progress to MHQA
to improve the performance. Herein we decompose
an MHQA task in predefined order: first, identify
the initial sub-question, then search for its answer
in the text, and continue solving each subsequent
sub-question in sequence until the final answer is
reached. The process is similar to a Finite State
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Figure 1: The flow chart of proposed SG-FSM. The upper part illustrates the flow of SG-FSM with state transitions.
q; 1s state defined in five-tuples. The lower part shows the input/output flows of an example.

Machine (FSM), which can constrain the interme-
diate reasoning process and shorten the lengthy
reasoning path.

According to the analysis above, we propose
a zero-shot method named Self-Guiding Finite
State Machine prompting (SG-FSM), simplifying
the MHQA task into four sub-tasks: decomposing
questions, searching for answers in candidate para-
graphs, revising the format, and judging whether
to continue. These four tasks resemble states in
SG-FSM, and SG-FSM loops through these sub-
task states sequentially until the final answer is
found. Lastly, SG-FSM summarizes key informa-
tion ahead and self-corrects. Figure 1 depicts the
process of the SG-FSM. We declare the advantages
of SG-FSM to REAC as follows. In REACT, the
“control’ over different stages is straightforward,
with transitions following a chain-like structure
across the states (ie the next step CoT, call the API,
get the answer, go to the next step CoT). Whereas
in SG-FSM, the control transitions across a fine-
state-automata over the states, adaptively selecting
the next state based on the results of the previous
steps.

Extensive experiments on MHQA benchmarks
(Yang et al., 2018; Trivedi et al., 2022; Ho et al.,
2020) with GPT-3.5-turbo-1106 and Qwen-72B
demonstrate that our approach outperforms base-
lines, nearly doubling the F1 score on Musique
(Trivedi et al., 2022). Baselines often generate out-
puts in unexpected format errors which are hard to

process while SG-FSM greatly reduces the format
error and shows robustness. More importantly, SG-
FSM also improves the correctness of intermediate
reasoning and supporting evidence significantly
while those of baselines are faulty even if they give
a correct answer, as demonstrated in Figure 2.

Our contributions are as follows:

¢ We summarize common error cases in MHQA
and analyze the reasons. Besides, we discover an
unexpected phenomenon in the long free reason-
ing path using COT, which we called "lost-in-the-
middle reasoning path".

* We introduce SG-FSM, a self-guiding zero-
shot prompting paradigm to decompose complex
questions iteratively, enhancing the capability of
LLMs to solve complex problems through a con-
trolled reasoning path.

* Extensive experiments on MHQA benchmarks
in different settings validate SG-FSM’s effective-
ness, especially on challenging datasets.

2 Preliminary

Figure 2 presents error examples from the base-
line methods and highlights the advantages of the
proposed SG-FSM approach. Specifically, the di-
rect method struggled with the long candidate text
sequence, leading to errors in selecting the cor-
rect option and failing to provide supporting ev-
idence. The CoT method did not produce the
required JSON format and was unable to effec-
tively decompose the problem, addressing only one
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Gold-Answer

_—

L "answer': "The Mask Of Fu Manchu"

"question": "Which film came out first, Blind Shaft or The Mask Of Fu Manchu? " omitted context can find in appendix.
"type": "comparison", "supporting_facts": [["Blind Shaft", 0], ["The Mask of Fu Manchu", 0]], "evidences": [["Blind Shaft", "publication
date", "2003"], ["The Mask of Fu Manchu", "publication date", "1932"]],

# SP-CoT

To determine which film came out first, let's break down the question
into simpler subproblems using the given decomposition steps:
Step 1: Q1 > Q2

Q1: Which film came out first, Blind Shaft or The Mask Of Fu
Manchu?

Q2: When was Blind Shaft released?

Step 2: Q1 -> Q2 ->Q3

Q2: When was Blind Shaft released?

Q3: What year is mentioned in the description of Blind Shaft?

Step 3: Q1 -> Q2 > Q3

Q2: When was The Mask Of Fu Manchu released?

Q3: What year is mentioned in the description of The Mask Of Fu
Manchu?

Step 4: (Q1&Q2) -> Q3

Q3: In which order were the films Blind Shaft and The Mask Of Fu
Manchu released?

We can infer the answer to this question after answering Q2 and Q3
from Step 2 and Step 3.

Step 5: (Q1&Q2) ->Q3; Q3 -> Q4

Q3: In which order were the films Blind Shaft and The Mask Of Fu
Manchu released?

Q4: Is Blind Shaft the earlier film compared to The Mask Of Fu
Manchu?

Step 6: Q1 -> Q2; (Q2&Q3) -> Q4

Q2: When was Blind Shaft released?

Q4: Based on the release year of Blind Shaft, is it true that Blind
Shaft came out first compared to The Mask Of Fu Manchu?

Now, let's find the answers and explanations step by step:

Title: Blind Shaft Sentence Index: 0 Answer: 2003 Explanation:
The description states that Blind Shaft is a 2003 film. Relation:
Release Year Subject Entity: Blind Shaft Object Entity: 2003 Title:
The Mask of Fu Manchu Sentence Index: 2 Answer: 1932
Explanation: The description mentions that the film was released in
1932. Relation: Release Year

Direct

{"supporting_facts": [["The Mysterious Dr. Fu Manchu", 2], ["The
Mask of Fu Manchu", 0]], "evidences": [], "answer":" The
Mysterious Dr. Fu Manchu"}

CoT |

I need to locate the paragraph that contains information about
when each film was released.

{ "supporting_facts ": [[ "The Mysterious Dr. Fu Manchu ", 0]],
"evidences ": [[ "The Mysterious Dr. Fu Manchu ", "released ",

"1929 "]], "answer ": "1929 "}

~

| sG-Fsm

Stepl: "subquestion": "What year was Blind Shaft released? "
Step2: "paragraph title": "Blind Shaft", "answer": "2003 "
Step3: "complex question": "Which film came out first, Blind
Shaft released in 2003 or The Mask Of Fu Manchu ? "

Step4: "subquestion":"What year was The Mask Of Fu Manchu
released? "

Step5:"paragraph title": "The Mask of Fu Manchu", "answer":
"1932"

Step6: "complex question": "Which film came out first, Blind
Shaft released in 2003 or The Mask Of Fu Manchu released in

19327 "

Step7: " answer " : “The Mask Of Fu Manchu "
Step8: " whether to continue™: false

Step9: " answer " : “The Mask Of Fu Manchu "
Step10: " answer " : “The Mask Of Fu Manchu "

Figure 2: Outputs for different methods. Each error is marked, and SG-FSM can solve these errors.

sub-question. SP-COT repeatedly decomposed the
problem but lost track of the original question, ulti-
mately failing to deliver the final answer after com-
parison. In contrast, SG-FSM correctly inferred
each step, arriving at the accurate final answer. Af-
ter analyzing extensive cases, we concluded four
primary reasons for bad cases in MHQA as follows:

a) Error Propagation: CoT is prone to intro-
ducing errors during intermediate reasoning steps,
such as mistakes in decomposition and searching.
These errors accumulate and propagate through the
reasoning process, a phenomenon known as Ratio-
nale Drift in (Li et al., 2024).

b) Lost-in-the-middle reasoning path: Ex-
tended context in the reasoning process can lead
the LLM to lose focus on the original question,

making it difficult to provide the correct answer. It
is called Answer Drift in (Li et al., 2024), when the

model loses track of the question during inference.

¢) Format Mismatch: Correct answers may
not be recognized during evaluation due to format
errors. It fails to follow instructions probably due
to long contexts or hallucinations. Examples are
presented in Section B.

d) Hallucination Response: Provided a correct
answer without locating the relevant paragraph.

Issues of unfaithfulness and self-contradiction
in the LLMs reasoning process are emerging areas.
Lanham et al. (2023); Liu et al. (2023); Miindler
et al. (2023) point out that in existing reasoning
research, much work overly focuses on the predic-
tive accuracy of models, neglecting the quality and
consistency of the reasoning process itself.
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3 Methodology

3.1 Task Definition

The issue of multi-hop QA is characterized by
a question ¢ and a set of pertinent (gold) sup-
porting context documents d,...,dg that hold
the answer a. These context documents create
a logical sequence essential for reaching the an-
swer, drawn from a vast collection of documents
D where the size of D greatly exceeds S. Given a
multi-hop question and multiple related paragraphs,
the model is required to provide the final answer,
as well as the paragraph location to find the sub-
answers for sub-questions.

3.2 Framework

We present our proposed Self-Guided Finite State
Machine (SG-FSM) in two distinct stages as illus-
trated in Figure 1. Initially, we instruct LLMs to
address sub-questions iteratively during the first
phase, SG-FSM1 for short. Subsequently, in stage
2, LLMs are asked to summarize key information
from each sub-question and instruct it to revise
based on results of SG-FSM1. This is the differ-
ence between SG-FSM1 and SG-FSM2.

The SG-FSM is formally described as a five-
tuple (@, X, 0, qo, F'), where:

* @ ={q,q1,9,93, 94,95} is the set of states,
where:

— qo: Decomposing the question

— q1: Revising the output of decomposing
— @2: Searching in the given paragraph

— g3: Revising the output of searching

— q4: Judging if question can be decom-
posed further

— ¢5: The end of SG-FSM1, final answer
is found
— g¢: Summarizing with key reasoning in-
formation
— g7: Early withdrawal
* 3 = {question} is the complex question, rep-
resenting the input to the system
e d: Q x X — (@ is the transition function,
defined as follows:
q1, if correct
d(qo, question) = < qr, elif iterations > 6

qo, else

qo, if correct

(g1, output in qo) =
qQo, else

6(g, paragraph) = ¢3

if correct
5(gs, output in go) = { 4
qo else

5(Q4,h18'[01‘y) — {qo 11 continue

qs else
6(gs, paragraph) = ge
Where "if correct” means output can be parsed
correctly, and "if continue" indicates whether
the question can be further decomposed.

* qo is the initial state

* F' = {qg5,q6,q7} is the set of accept states,
indicating the terminal state where the final
answer is found or early exit.

The specific finite state automaton diagram is lo-
cated in the upper part of Figure 1. It shows clear
process of the FSM and how the states are transi-
tioned. As the problem-solving steps for MHQA
tasks adhere to a consistent pattern, they can be
classified into four clear phases, with the model
concentrating on addressing one task sequentially.
These components are outlined as Decomposer,
Searcher, Revisor, Terminator and Summarizer. All
of them are performed by the same LLM, each uti-
lizing a different prompt to ensure that only one
task is processed in each round. Combining the
four tasks may introduce more complexity than
performing them individually, as a single error in
reasoning could lead to the failure of the entire
task. The specific prompt can be found in the Ap-
pendix A. The components will be described in
detail in the following subsections with the inputs
and outputs of each being presented.

An example is depicted in Figure 1. Let’s de-
scribe its specific steps in detail. When parsing the
output results at each step, if there are formatting
errors or other issues, it is necessary to immediately
use revision to correct output. If two attempts fail,
SG-FSM1 will exit the loop early. Therefore, we
omit revision steps for brevity.

First, the decomposer breaks down the original
question and gives one sub-question "What year
was Blind Shaft released?". In the next turn, the
searcher finds its answer in the multiple candidate
paragraphs and outputs the referred paragraph ti-
tle and answer. Since the first sub-question is ad-
dressed, it comes to the terminator to judge if the
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question can be decomposed further. Now the com-
plex question actually becomes "Which film came
first, Blind Shaft released in 2003 or The Mask Of
Fu Manchu?". Obviously, the SG-FSM1 should
continue. Then, decomposer gives another sub-
question "What year was The Mask Of Fu Manchu
released?”. Then the searcher finds the answer
"1932" in the reference paragraph. Next, the ter-
minator answers the question "Which film came
first, Blind Shaft released in 2003 or The Mask Of
Fu Manchu released in 1932?" and quits this loop.
The answer is "The Mask Of Fu Manchu'".

In the SG-FSM2 stage, we give LLMs key rea-
soning information ahead and instruct LLMs to
revise these and answer the question again.

3.3 Decomposer

We need to ensure that the LLMs solve the prob-
lem step by step, so we decompose the complex
problem to make it theoretically easier to answer.
The input and output are as follows:

—[ 1/0 for Decomposer ]—

Input:

Please determine whether the question is
simple sentence or compound sentence.
If it is a simple sentence, return {"sim-
ple":true,"subquestion":null }.Otherwise de-
compose the question and generate the first
answerable simple sentence.

Reply in the form of {"simple":false, "sub-
question":xxx }. + Requirements.
Question: "Which film came first, Blind
Shaft or The Mask Of Fu Manchu?"
Output: {"simple": false, "subquestion":
What year was The Mask Of Fu Manchu
released?}

. J

To instruct LLM to output compliant JSON
format for convenient parsing, the requirements
should be strictly defined: {examples of output for-
mat}. Do not reply any other words and provide
answers in JSON format! The output requirements
in subsequent prompts are similar; for brevity, they
will be omitted.

3.4 Searcher

Given sub-question ahead and candidate paragraph
in origin task, searcher will find the answer (and
supportting evidence in setting 2) directly.

,—[ 1/0 for Searcher ]—

Input:

Given the paragraph below, please find out
the paragraph that contains the answer of
"{}" Please take a moment to thoroughly
understand the content before proceeding to
the questions, then carefully read the rele-
vant paragraphs based on the question and
provide the most likely answer.

Question: "What year was The Mask Of Fu
Manchu released?

Context: paragraph...

Output: The answer is {'subanswer: 1932,

3.5 Revisor

After each step, the LLMs output content should
be immediately parsed for analysis, and any errors
should be corrected immediately. Only outputs
with format errors enter this revisor step to self-
correction. If there is still an error after two retries,
we terminate the loop early and mark the answer
as blank.

————{ VO for Revisor |————

Input:

Please rewrite the illegal json text below
into an legal json string. Text: The answer
is {"subanswers": 1932,}

Output: {"subanswer": 1932}

3.6 Terminator

Currently, most MHQA questions require 2-4 hops
of reasoning. After addressing a sub-question, we
need to determine whether the question has been
fully decomposed. If the final answer has been
discovered, exit this loop and proceed to the final
SG-FSM2 summary stage.

r—[ I/O for Terminator ]—~

Input:

Can the original question be further de-
composed into other different sub-question?
Please output in the form of {"con-
tinue":true or false}.

original question: "Which film came first,
Blind Shaft or The Mask Of Fu Manchu?
sub-question: "What year was The Mask Of
Fu Manchu released?

Output: {"continue": true}
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3.6.1 Summarizer

The previous modules together form SG-FSM1. Al-
though the SG-FSM 1 phase has already generated
the answer, it may still contain logical errors, so
we add SG-FSM2, listing all the key information
and letting the LLMs check it again.

,—[ I/O for Summarizer ]—

Input:

Original question: Which film came first,
Blind Shaft or The Mask Of Fu Manchu?
Sub-question 1: What year was The Mask
Of Fu Manchu released?

Paragraph: The Mask of Fu Manchu...
Evidence: (The Mask of Fu Manchu, re-
leased in, 1932)

Sub-answer: 1932

Sub-question 2: What year was Blind Shaft
released?

Paragraph: Blind Shaft...

Evidence: (Blind Shaft, released in, 2003)
Sub-answer: 2003 Answer: The Mask of Fu
Manchu

Please check based on the above informa-
tion whether each sub-question’s answer is
correct, and whether the given answer is cor-
rect to the original question. Output the final
correct answer in the form of {"Answer":
xxX, "Reason": xxx}.."

Output: {"Answer": The Mask of Fu
Manchu,"Reason": ...}

. J

4 Experiments

4.1 Benchmark and Evaluation

We evaluate models on three high-quality MHQA
datasets: HotpotQA (Yang et al., 2018), 2Wiki-
MultiHopQA (2WikiQA) (Ho et al., 2020) and
Musique (Trivedi et al., 2022). Learning from the
shortcut phenomenon (Min et al., 2019) of single
hop questions in HotpotQA, Musique (Trivedi et al.,
2022) strictly controls the composition of the ques-
tion, ensuring it undergoes multiple inferences to
find the answer. Both HotpotQA and 2WikiQA
have ten candidate paragraphs for each question
and originally have supporting facts. In compar-
ison, Musique has twenty candidates with longer
text and no supporting facts. Question composi-
tion types and number of hops are listed in Table
1. More question types and hops are contained in
Musique. Therefore, Musique is the most difficult

MHQA dataset.
Datasets | Hotpot QA 2WikiQA  Musique
#Hops 1-2 2 2-4
#Types 2 4 6
#Paragraphs 10 10 20

Table 1: Statistics of datasets in experiments. Type
is short for question composition types. Paragraphs
represent the number of candidate paragraphs for each
sample.

Following (Wang et al., 2023), we adopt the ex-
act match (EM) and F1 scores as evaluation metrics
and conduct experiments on subsets of the datasets
by randomly selecting 1000 samples from the test
sets. Despite having similar basic instructions and
a clearly defined output format for all methods,
the model’s consistency in following instructions
may vary across different methods. This variation
can result in difficulty in answer extraction during
evaluation. To address this issue, we introduce a
new metric, format, measuring the accuracy of the
output format.

Musique HotpotQA 2WikiQA

EM FI EM Fl1 EM F1

Direct 19.2 333 319 437 36.0 46.6
= CoT 206 35.6 32.1 455 38.1 53.0
A SP-CoT 144 284 248 374 232 36.0
O SG-FSM1 23.1 403 245 393 27.1 40.6
SG-FSM2 26.7 40.5 33.3 45.7 39.2 50.1
Direct 129 199 31.0 416 319 39.1
8 CoT 14.1 24.0 30.6 42.7 399 49.8
2 SP-CoT 6.0 14.7 146 286 185 31.8
O SG-FSM1 33.2 485 28.0 374 39.1 479
SG-FSM2 33.2 485 322 413 40.2 50.3

Table 2: Results on the MHQA benchmark by the GPT-
3.5-turbo-1106 and Qwen-72B in setting 1 do not pro-
vide supporting evidence in the reasoning.

4.2 Baselines

We conduct experiments by considering the fol-
lowing baselines with both open-sourced and API
endpoints:

* The Direct strategy inference the answer di-
rectly, which is the basic form, using only task de-
scriptions and output requirements as the prompt.

* The CoT (Wei et al., 2022) prompts LLMs to
create intermediate step-by-step rationales, aiding
in the reasoning process for obtaining answers.
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Musique HotpotQA 2WikiQA

ans ans sup joint ans sup joint
EM FI Format EM FI EM FI EM Fl Format EM FI EM FI EM Fl  Format
Direct 182 309 840 31.6 428 26 264 13 134 907 6.7 80 16 55 10 26 89.8
5 CoT 1.0 6.6 7.0 31 97 01 07 01 04 4.4 0.6 1.9 0 01 00 00 42
é SP-CoT 56 1397 603 131 2686 06 394 05 1.89 322 166 2985 15 424 05 132 355
SG-FSM1 262 412 1000 225 333 07 99 04 36 100.0 276 379 47 258 19 9.1 100.0
SG-FSM2 219 377 1000 331 460 1.8 288 10 157 100.0 361 493 7.7 384 51 194 100.0
Direct 167 278 940 340 459 07 150 3.0 80 943 373 466 10 141 9.0 72 95.8
E CoT 45 13.6 147 123 260 04 45 20 178 16.2 82 193 02 13 10 46 7.0
QO SP-CoT 1433 2792 849 240 3648 256 2452 1.1 10.11 828 23.11 36.03 9.56 34.87 3.0 1250 79.2
SG-FSM1 26.0 384 1000 234 320 24 293 20 938 100.0 30.1 400 142 470 20 85 100.0
SG-FSM2 186 274 1000 284 367 22 214 40 267 1000 306 372 69 296 70 198 100.0

Table 3: Results on the MHQA benchmark by the GPT-3.5-turbo-1106 and Qwen-72B with zero-shot in setting 2,
which requires providing the supporting evidence in the reasoning. "Ans" means answer. "Sup" means supporting
paragraph index and title. "Joint" means evidence triples including relationshipS with sub-answers.

* The SP-CoT (Wang et al., 2023) organizes rea-
soning chains into six categories, inspired by the
construction of the Musique (Trivedi et al., 2022)
dataset. It designs multiple demonstrations and
then selects the suitable ones for in-context learn-
ing.

All the prompts for the baselines above are in-
cluded in the Appendix A.

4.3 Settings

Our study explores two settings: (1) only asks for
answers given the context and question without
the need for supporting facts, and (2) building a
complete reasoning chain that includes the answer,
supporting evidence, and facts to assess the coher-
ence of the reasoning process. Due to the lack of
golden evidence for Setting 2 in Musique, our eval-
uation did not report its results. Existing methods
mostly adopt Setting]l and do not report Setting
2. By adding Setting 2, we can observe how en-
hancing the inference process affects the output of
the LLMs, highlighting instances where the model
provides the correct answer through an incorrect
intermediate process.

4.4 Models

Since MHQA requires models with the ability
to process lengthy text for multiple rounds of
reasoning, we selected GPT-3.5-turbo-32k 2 and
Qwen72B-chat (Bai et al., 2023) for our study. Ad-
ditionally, we employed V1lm (Kwon et al., 2023)
to accelerate the inference process.

Zhttps://platform.openai.com/docs/models/gpt-3-3-turbo

4.5 Results

The results for Setting 1 (sole answer) are presented
in Table 2, while the outcomes for Setting 2 (an-
swers paired with supporting facts) are shown in
Table 3. Our method generally outperforms the
baseline, showcasing the effectiveness of SG-FSM.
By dissecting the question step by step, we enhance
the accuracy of each step towards the sub-questions.
This focused approach during searching ensures
that attention is not diverted by extraneous texts,
leading to more precise results.

Notably, SG-FSM excels on the Musique dataset,
showing a significant improvement of 6-10 per-
centage points. This dataset, as discussed in Sec-
tion 4.1, poses more hops and longer reasoning
paths, making it more challenging than others. Our
method provides clear guidance to LLMs at each
step, promptly verifying the actions taken, thus
easing the task complexity. Additionally, its perfor-
mance surpasses that of HotpotQA and 2WikiQA,
as it avoids single-hop shortcuts (Min et al., 2019),
further validating the effectiveness of our method.

Besides, the direct method struggles with sup-
porting facts but achieves substantially higher
scores on answers than CoT. This phenomenon
indicates that although LL.Ms may misinterpret in-
termediate reasoning steps, they still yield correct
answers, hinting at underlying data leakage and
hallucination. While some errors may stem from
misinterpreting instructions, significant concerns
regarding the authenticity and logical coherence of
the models’ reasoning chains.

Because of severe hallucination issues and data
leakage problems in the LLMs, we call for a new
benchmark that uses GPT to evaluate the logical
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consistency throughout the entire reasoning pro-
cess. Under this benchmark, the effectiveness of
our method can be better demonstrated.

4.6 Ablation Study

In our previous case analysis, we observed in-
stances of hallucination and deceptive reasoning
in LLMs when responding to questions: they pro-
vided correct answers but used erroneous reasoning.
To investigate this phenomenon further, we com-
pared the preliminary results obtained before the
final summary revision to those after the revision,
specifically contrasting SG-FSM1 with SG-FSM2.

Generally, the results of SG-FSM2 are more ac-
curate compared to SG-FSM1, although its scores
fluctuate. In one scenario, if answer is correct, rele-
vant documents are incorrect, then after correction,
the answer becomes unavailable. This corrects the
illusion, and the score will decrease. In the other
scenario, if relevant documents are correct but an-
swer is wrong, and only then the individual corrects
the answer to be correct, the score will increase. In
summary, SG-FSM2 can only provide the correct
answer when the appropriate relevant documents
are supplied. The case where SG-FSM2 is worse
than SG-FSM1, correct answer and wrong inter-
mediate reasoning evidence, indicates that LLMs
suffers from severe hallucination issues.

5 Related Work

5.1 Multi-hop Question Answering

Existing approaches to solving the multi-hop QA
task can be mainly categorized into question de-
composition (Perez et al., 2020a; Fu et al., 2021;
Perez et al., 2020b), graph-based method (Tu et al.,
2019; Thayaparan et al., 2019; Fang et al., 2020),
iterative method (Qi et al., 2019) and LLMs (Wang
et al., 2023) prompts. These models grapple with
computational complexity and extensibility, and
they lack an interpretable reasoning chain, which
deviates from human cognitive processes.

5.2 Lage Language model for reasoning.

CoT(Wei et al., 2022) reveals the ability of large
language models to formulate their reasoning pro-
cedure for problem-solving. Several follow-up
works have since been performed, including the
least-to-most prompting technique (Zhou et al.,
2022) for solving complicated tasks, zero-shot
CoT (Kojima et al., 2022), graph-of-thought (GoT)

(Besta et al., 2023), and reasoning with self-
consistency (Wang et al., 2022). ReAct (Yao et al.,
2022) interleaves the generation of reasoning traces
with task-specific actions, promoting greater syn-
ergy. Recently, OpenAl-ol * series models perform
remarkably well, as they are trained with reinforce-
ment learning to execute complex reasoning tasks.
The key feature of OpenAl-ol is its methodical ap-
proach, generating a long internal chain of thought
before responding to user queries. Our work proved
the necessity of extending and splitting the infer-
ence chain before it.

5.3 Task decomposition.

Perez et al. (2020a) decomposes a multi-hop ques-
tion into a number of independent single-hop sub-
questions, which are answered by an off-the-shelf
question-answering (QA) model. These answers
are then aggregated to form the final answer. Both
question decomposition and answer aggregation
require training models. After the emergence of
Large Language Models (LLMs), traditional train-
ing methods (Cao et al., 2023) are rarely used due
to their expensive nature. Most current research fo-
cuses on the few-shot approach. (Zhou et al., 2022)
chains the processes of problem decomposition and
sub-problem solving. The original problem and
its sub-problems are inherently interrelated, and
forcibly breaking them down into unrelated prob-
lems would unnecessarily increase the difficulty.

6 Conclusion

We investigated and classified error reasons in tra-
ditional methods where LL.Ms underperform the
MHOQA task in the paper. Besides, we discover
an unexpected phenomenon in the long free rea-
soning path using CoT, called "lost-in-the-middle
reasoning path". To address these issues, we pro-
pose SG-FSM, a self-guiding zero-shot prompting
approach to break down intricate questions step by
step iteratively. This method improves the ability
of LLMs to tackle difficult problems by guiding
them through a controlled and extended reasoning
process. Extensive experiments on multiple bench-
marks show the superiority of SG-FSM over strong
baselines and its effectiveness. SG-FSM delivers
more robust and explainable reasoning output in-
cluding answers and supporting facts by guiding
the reasoning process and performing timely revi-
sions.

3https://openai.com/o1/
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Limitations

This multi-turn dialogue process, inherent to our
framework, mandates repeated handling of improp-
erly formatted outputs, due to the output before
will be the next input, which can be challenging for
models with smaller parameter sizes and weaker
follow-instruction capabilities. Therefore, models
with limited capacity to follow instructions might
not benefit from our method as any error in the in-
termediate steps could lead to an abrupt termination
of the process.

The primary factor is the LLM’s capability, with
prompts playing a supporting role. LL.Ms exhibit
varying abilities largely dependent on how they
are trained. We believe that the performance of a
model is mostly influenced by whether the testing
and training data distributions are consistent. Thus,
if the model uses our method to incorporate step-
by-step inference of control during training, the
effect will be better.
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Appendix

A  Prompt

A.1 SG-FSM1

Decomposer: Please determine whether the

question is simple sentence or compound sen-
tence. If it is a simple sentence, return
"simple":true,"subquestion":null.Otherwise, sim-
ple: false, decompose the question and generate
the first answerable simple sentence. reply in the
form of "simple":false,"subquestion":xxx. Do not
reply any other words and provide answers in JSON
format!

Searcher: Given the paragraph below, please
find out the paragraph that contains the answer of
"" Please take a moment to thoroughly understand
the content before proceeding to the questions, then
carefully read the relevant paragraphs based on the
question and provide the most likely answer. Re-
turn the title of the paragraph and the answer no
more than 5 words in the form of "question":xxx,
"paragraph title":xxx, "answer":xxx. Do not re-
ply any other words and provide answers in JSON
format!
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Judge-if-continue: Please compare the complex
question and subquestion, answer whether they are
semanically identical in the form of "identical":true
or false. Do not reply any other words and provide
answers in JSON format!

A2 SG-FSM2

FSM2-post-summary-again: Documents: para-
graphs:paragraphs found in FSM1 subquestion and
answers:subquestion and answers given in FSM1
Question:origin question Answer the question rea-
soning step-by-step based on the Doucments. If it
is a general question, please respond with ’Yes’
or ’No’. Finally, you must return the title of
the context, the sentence index (start from 0) of
the paragraph and the concise answer no more
than 10 words and explaination in the form of
"supporting-facts": [[title, sentence id], ...], "evi-
dences": [[subject entity, relation, object entity]....],
"answer":"xxx","explain":"xxxx". Do not reply any
other words.

A.3 Baseline

SP-CoT(Wang et al., 2023): This is a two-hop to
four-hop reasoning question-answering task that
requires decomposing the questions into simple,
answerable single-hop questions. The decompo-
sition process involves four types of questions:
comparison, inference, compositional, and bridge-
comparison. There are six specific decomposition
steps in total, denoted by Q representing the decom-
posed subproblems. The steps are as follows: First,
Q1 -> Q2 Second, Q1 -> Q2 -> Q3 Third, Q1 ->
Q2 -> Q3 Fourth, (Q1&Q2) -> Q3 Fifth, (Q1&Q2)
-> Q3; Q3 -> Q4 Sixth, Q1 -> Q2; (Q2&Q3) ->
Q4 The process involves first determining the type
of question and then identifying the decomposi-
tion process type. It’s important to note that the
decomposition of questions cannot be provided all
at once; it must be done step by step. Each sub-
problem needs to be decomposed and answered
before moving on to the next one, as there is in-
terdependence between the subproblems .Finally,
you must return the title of the context, the sen-
tence index (start from 0) of the paragraph and
the concise answer and explaination in the form
of "explain":"xxxx","supporting-facts": [[title, sen-
tence id], ...], "evidences": [[subject entity, rela-
tion, object entity],...],"answer":"no sentence and
no more than 10 words ". Do not reply any other
words.

CoT-setting1-w/o-evidence: Answer the ques-
tion according to the context,Let’s think step

by step, and explain your reasoning pro-
cess. You must return in the form of "ex-
plain":"xxxx","answer":answer. Do not reply any

other words.

direct-setting1-w/o-evidence: Answer the ques-
tion according to the context. You must return in
the form of "explain":"xxxx","answer":answer. Do

not reply any other words.

direct-setting2-w-evidence: Answer the question
according to the context. Find the paragraph that
contains the answer of question, and summarize a
triple that contains [subject entity, relation, object
entity]. Finally, you must return the title of the
context, the sentence index (start from 0) of the
paragraph and the concise answer no more than 10
words in the form of "supporting-facts": [[title, sen-
tence id], ...], "evidences": [[subject entity, relation,
object entity]....], "answer":answer. Do not reply
any other words.

prompt-step: Answer the question according to
the context,Let’s think step by step, and explain
your reasoning process. Find the paragraph that
contains the answer of question, and summarize a
triple that contains [subject entity, relation, object
entity]. Finally, you must return the title of the
context, the sentence index (start from 0) of the
paragraph and the concise answer no more than 10
words in the form of "supporting-facts": [[title, sen-
tence id], ...], "evidences": [[subject entity, relation,
object entity],...], "answer":answer. Do not reply
any other words.

React-setting2-w-evidence: Solve a question an-
swering task with interleaving Thought, Action,
Observation steps. Thought can reason about the
current situation, and Action can be three types: (1)
Search[entity], which searches the exact entity on
given context and returns the first paragraph if it
exists. If not, it will return some similar entities to
search. (2) Lookup[keyword], which returns the
next sentence containing keyword in the current
passage. (3) Finish[results], which returns the an-
swer and finishes the task. You should plan and
reason in the Thought, then perform your Action,
lastly, observe the result of action. Loop this pro-
cess until the problem was finished. At last, you
must additional output the title of the paragraphs,
the sentence index (start from 0) of the paragraph
and the concise answer no more than 10 words
and explaination in the form of Thought: reason-
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ing Action: Search[entity] or Lookup[keyword]
or Finish[results] Observation: observe the results
of action end with Finish["supporting-facts": [[ti-
tle, sentence id], ...], "evidences": [[subject entity,
relation, object entity],...], "answer":answer]

B Format Error

Gold-answer

{"question": "What government position was held by the woman who portrayed Corliss Archer in the film Kiss
and Tell?", "answer": "Chief of Protocol", "type": "bridge", "supporting_facts": [["Kiss and Tell (1945
film)", @], ["Shirley Temple", 0], ["Shirley Temple", 1]1], "level": "hard"}

{"question": "What science fantasy young adult series, told in first person, has a set of companion books
narrating the stories of enslaved worlds and alien species?", "answer": "Animorphs", "type": "bridge",
"supporting_facts": [["The Hork-Bajir Chronicles", @], ["The Hork-Bajir Chronicles", 1], ["The Hork-Bajir
Chronicles", 2], ["Animorphs", @], ["Animorphs", 1]], "level": "hard"}

{"question": "Are the Laleli Mosque and Esma Sultan Mansion located in the same neighborhood?", "answer":
"no", "type": "comparison", "supporting_facts": [["Laleli Mosque", @], ["Esma Sultan Mansion", 0]], "level":
"hard"}

{"question": "The director of the romantic comedy \"Big Stone Gap\" is based in what New York city?", "answer":
"Greenwich Village, New York City", "type": "bridge", "supporting_facts": [["Big Stone Gap (film)", @],
["Adriana Trigiani", ©]], "level": "hard"}

FSM

"answer": "Ambassador to Ghana and Czechoslovakia, Chief of Protocol of the United States.",
"supportin_facts": [["Kiss and Tell (1945 film)", @], ["Shirley Temple", "1"], ["Shirley Temple", "1"]],
"evidences": [["Kiss and Tell (1945 film)", "portrayed", "Shirley Temple"], ["Shirley Temple Black", "was
named", "United States ambassador to Ghana and to Czechoslovakia and also served as Chief of Protocol of the
United States"], ["Shirley Temple Black", "had", "notable achievements outside of her acting career"]]}

{"answer": "The Hork-Bajir Chronicles", "supportin_facts": [["The Hork-Bajir Chronicles", "2"], ["The
Hork-Bajir Chronicles"”, "@"]], "evidences": [["Animorphs series", "involves", "enslaved worlds and alien
species"], ["The Hork-Bajir Chronicles", "involving", "enslaved worlds and alien species"]]}

"answer": "Ortakdy neighborhood of Istanbul, Turkey", "supportin_facts": [["Esma Sultan Mansion", "0"],
["Esma Sultan Mansion", "©"]], "evidences": [["Esma Sultan Mansion", "location", "Ortakdy neighborhood of
Istanbul, Turkey"]1]1}

{"answer": "Greenwich Village", "supportin_facts": [["Big Stone Gap (film)", "@"], ["Adriana Trigiani",
"0"]], "evidences": [["Big Stone Gap", "director", "Adriana Trigiani"], ["Adriana Trigiani", "based in",
"Greenwich Village, New York City"]]}

Figure 3: The outputs of SG-FSM are standard json format.
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CcoT

"answer": "To answer the question and provide a reasoning process, first, I will search for information related
to the woman who portrayed Corliss Archer in the film Kiss and Tell. Then, I will search for the film Kiss
and Tell in the given context to find the relevant paragraph. After finding the relevant paragraph, I will
summarize a triple that contains [subject entity, relation, object entity] and return the title of the context,
the sentence index (start from @) of the paragraph, and the concise answer.\n\nUpon analyzing the context,
I found the relevant paragraph in the section \"Kiss and Tell (1945 film)\". The paragraph contains the
information related to the woman who portrayed Corliss Archer, which is Shirley Temple.\n\nTriple: [\"Shirley
Temple\", \"portrayed\", \"Corliss Archer\"]\n\nTitle: Meet Corliss Archer\n\nSentence Index: 6\n\nConcise
Answer: Shirley Temple portrayed Corliss Archer.\n\nTherefore, the final output
is:\n" " "json\n{\n \"supporting facts\": [[\"Meet Corliss Archer\", 6]],\n \"evidences\": [[\"Shirley
Temple\", \"portrayed\", \"Corliss Archer\"]],\n \"answer\": \"Shirley Temple portrayed Corliss
Archer.\"\n}\n """, "question": "\"What government position was held by the woman who portrayed Corliss Archer
in the film Kiss and Tell?\""}

{ "answer": "To find the answer, let's first identify the science fantasy young adult series told in first
person. The paragraph that contains the relevant information is from the \"Animorphs\" section. The triple
containing the solution is [\"Animorphs\", \"is a science fantasy series of young adult books written by\",
\"Katherine Applegate and her husband Michael Grant\"]. The title of the context, sentence index, and the
concise answer are as follows:\n\nTitle: \"Animorphs\"\nSentence Index: ©\nAnswer: \"Animorphs\"",

"question": "\"What science fantasy young adult series, told in first person, has a set of companion books

narrating the stories of enslaved worlds and alien species?\""}

"answer": "To find out if the Laleli Mosque and Esma Sultan Mansion are located in the same neighborhood,
first, I need to locate the paragraph that contains the relevant information about the locations of both
entities. Then, checking the information from the paragraph, the relation \"located in\" will be identified
between \"Laleli Mosque\" and \"Laleli, Fatih\" or \"Esma Sultan Mansion\" and \"Ortakdy neighborhood\", to
conclude if they are in the same neighborhood or not.\n\nThe relevant paragraph is:\n\n[\"Laleli Mosque\",
[\"The Laleli Mosque (Turkish: \\\"Laleli Camii, or Tulip Mosque\\\" ) is an 18th-century Ottoman imperial
mosque located in Laleli, Fatih, Istanbul, Turkey.\"]],\n[\"Esma Sultan Mansion\", [\"The Esma Sultan Mansion
(Turkish: \\\"Esma Sultan Yal\\u@131s\\u@131\\\" ), a historical yal\\u@131l (English: waterside mansion )
located at Bosphorus in Ortak\\u@efé6y neighborhood of Istanbul, Turkey and named after its original owner
Esma Sultan, is used today as a cultural center after being redeveloped.\"]],\n\nThe triple that contains
the necessary information is: \n[\"Laleli Mosque\", \"located in\", \"Laleli, Fatih\"]\n[\"Esma Sultan
Mansion\", \"located at\", \"Bosphorus in Ortakdy neighborhood\"]\n\nBased on this information, the concise
answer is: \"No, they are not located in the same neighborhood.\"\n\nNow, I will use this evidence to provide
a summary triple and supporting facts.\nThe summary triple is:\n{\"supporting_facts\": [[\"Esma Sultan
Mansion\", 6], [\"Laleli Mosque\", 5]], \"evidences\": [[\"Laleli Mosque\", \"located in\", \"Laleli,
Fatih\"], [\"Esma Sultan Mansion\", \"located at\", \"Bosphorus in Ortakdy neighborhood\"]1], \"answer\":\"No,
they are not located in the same neighborhood.\"}", "question”: "\"Are the Laleli Mosque and Esma Sultan Mansion
located in the same neighborhood?\""}\

"answer": "To find the answer, let's start by identifying the paragraph containing information about the
director of the romantic comedy \"Big Stone Gap.\" Upon examining the paragraphs, we can see that the paragraph
about \"Big Stone Gap (film)\" contains the relevant information.\n\nTriple: [\"Adriana Trigiani\", \"is the
director of\", \"Big Stone Gap\"]\n\nThen, the concise answer is: \"Adriana Trigiani\"\n\nBased on this, the
requested details are as follows:\n- Title of the context: \"The director of the romantic comedy \"Big Stone
Gap\" is based in what New York city?\"\n- Sentence index: 8\n- Concise answer: \"Adriana Trigiani\"\n-
Supporting facts: [[\"Big Stone Gap (film)\", @]]\n- Evidence: [[\"Adriana Trigiani\", \"is the director of\",
\"Big Stone Gap\"]]", "question": "\"The director of the romantic comedy \\\"Big Stone Gap\\\" is based in
what New York city?\""}

Figure 4: There are many error format examples for CoT. It is hard to get the answer for evaluation.
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