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Abstract

The semi-supervised learning (SSL) strategy
in lightweight models requires reducing an-
notated samples and facilitating cost-effective
inference. However, the constraint on model
parameters, imposed by the scarcity of train-
ing labels, limits the SSL performance. In this
paper, we introduce PS-NET, a novel frame-
work tailored for semi-supervised text mining
with lightweight models. PS-NET incorporates
online distillation to train lightweight student
models by imitating the Teacher model. It also
integrates an ensemble of student peers that col-
laboratively instruct each other. Additionally,
PS-NET implements a constant adversarial per-
turbation schema to further self-augmentation
by progressive generalizing. Our PS-NET,
equipped with a 2-layer distilled BERT, ex-
hibits notable performance enhancements over
SOTA lightweight SSL frameworks of FLiText
and DisCo in SSL text classification with ex-
tremely rare labelled data.

1 Introduction

Deep and sizeable pre-trained language models
(PLMs), such as BERT (Devlin et al., 2019) and
GPT-3 (Radford et al., 2018; Brown et al., 2020)
have exhibited impressive empirical performance
in diverse natural language processing tasks. How-
ever, the considerable size of these PLMs poses
challenges in terms of fine-tuning and online de-
ployment due to latency and cost constraints. Ad-
ditionally, the efficacy of PLMs in downstream
tasks hinges on a fully supervised setup, necessi-
tating abundant manually annotated datasets. Ac-
quiring well-annotated labels is both costly and
typically demands domain-knowledgeable profes-
sionals. The labour-intensive process of labelling
each sentence is susceptible to errors arising from
subjective human judgments.

* Equal contribution.
† Jianxin Li is the corresponding author.

Recent endeavours have been directed towards
concurrently addressing two challenges in low-
resource applications: how to effectively utilize
compressed small models with limited labelled
data to achieve model generalization. To over-
come the challenges of model size reduction and
label data scarcity for PLMs, knowledge distillation
is employed to compress an original large model
(teacher) into a smaller counterpart. Subsequently,
lightweight models can be optimized under semi-
supervised learning (SSL) conditions using limited
labelled data and an abundance of unlabeled data.
However, two primary challenges emerge when
employing the compressed small model for semi-
supervised learning: ♣ the scarcity of labelled data
samples provides insufficient supervision for the
lightweight student model, impeding the acquisi-
tion of more nuanced task-specific knowledge, ♣
the smaller compressed model lacks generic regu-
larization for semi-supervised learning, hindering
the attainment of enhanced model generalization.

We present PS-NET1, a semi-supervised text
mining framework that refines lightweight student
models using minimal labelled data for effective in-
ference. PS-NET employs supervised optimization
with task-specific labelled data, followed by online
knowledge distillation to derive student cohorts
from unlabeled data.

Within this semi-supervised framework, we in-
corporate an ensemble of lightweight student mod-
els that engage in reciprocal instruction, enabling
collaborative optimization through mutual learning.
We also introduce adversarial perturbations to grad-
ually increase learning difficulty, promoting self-
improvement in the students. In a nutshell, online
distillation produces lightweight student networks,
while mutual learning and adversarial perturbations
refine the optimization process, helping avoid sub-

1Code and data available at: https://github.com/
LiteSSLHub/PSNET.
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optimal solutions and overcome optimization bar-
riers. These processes enhance the generalization
capabilities among lightweight student cohorts.

Extensive experiments across various semi-
supervised text classification and semi-supervised
extractive summarization tasks substantiate the
exceptional performance of lightweight models
within our PS-NET framework, even under the con-
straints of limited labelled data. PS-NET showcase
fewer parameters (12.30× smaller) in comparison
to the complete 12-layer BERT models. Addition-
ally, our PS-NET, equipped with a 2-layer distilled
BERT, surpasses competitors, specifically the state-
of-the-art lightweight SSL frameworks FLiText and
DisCo, by large margins in performance gains in
text classification tasks that utilize only 10 labelled
data samples per class.

2 Background & Related Work

2.1 Semi-Supervised Learning

Ongoing efforts are dedicated to mitigating the
need for extensive human supervision through
Semi-Supervised Learning (SSL) (Board and Pitt,
1989). The success of SSL methods in the visual
domain (Sajjadi et al., 2016; Laine and Aila, 2017;
Tarvainen and Valpola, 2017; Qiao et al., 2018;
Miyato et al., 2019; Berthelot et al., 2019, 2022;
Wang et al., 2023c; Chen et al., 2023) has spurred
research interest in the NLP community. Notewor-
thy techniques, such as UDA (Xie et al., 2020),
operate under the low-density separation assump-
tion, enabling them to achieve comparable perfor-
mances to fully supervised counterparts while uti-
lizing only a fraction of labelled samples. Deep
Mutual Learning (DML) (Board and Pitt, 1989;
Zhang et al., 2018) facilitates knowledge trans-
fer among diverse cohort models, demonstrating
superior performance in category recognition do-
mains like image classification tasks (Zhang et al.,
2018; Park et al., 2020; Zhang et al., 2022a; Wang
et al., 2023a). Park et al. (2020); Guo et al. (2023);
He et al. (2024) show that diversity enhances gen-
eralization, and Jiang et al. (2023) confirm peer-
teaching yields superior performance by collabora-
tive learning among cohort models.

2.2 Faster and Lighter SSL

In recent years, heightened attention has been di-
rected towards faster and lighter semi-supervised
learning (SSL). FLiText (Liu et al., 2021) intro-
duces an inspector network integrated with a con-

sistency regularization framework. DisCo (Jiang
et al., 2023) stands out as a notable framework.
It utilizes a novel co-training technique to pro-
mote knowledge sharing among students through
diverse data and model views. By employing
meticulous data augmentation perturbations, such
as adversarial attacks (Kurakin et al., 2017), to-
ken shuffling (Lee et al., 2020), cutoff (Shen
et al., 2020), and dropout (Hinton et al., 2012), it
achieves enhanced generalization capability. How-
ever, DisCo (Jiang et al., 2023) necessitates the
deployment of large-scale offline models as exter-
nal sources of knowledge.

3 Methodology

PS-NET applies supervised optimization with task-
specific labelled data, followed by online knowl-
edge distillation to generate student cohorts from
unlabeled data in a phased semi-supervised frame-
work. To strengthen the robustness of these
lightweight models, PS-NET integrates peer collab-
oration and self-transcendence strategies. Student
cohorts engage in mutual learning for collaborative
optimization, where multiple students are trained
together using complementary knowledge distilled
from a shared teacher model. Additionally, we
introduce adversarial perturbations (Zhang et al.,
2022b; Chen et al., 2024) to progressively increase
learning complexity among those lightweight mod-
els, fostering self-improvement and enhancing the
generalization capabilities of the student cohorts.

We illustrate the dual-student PS-NET process
for training two lightweight students (see Figure 1).
Extending this to multiple students is straightfor-
ward, as detailed in Section 3.3. The PS-NET
framework is outlined as follows:

• PS-NET involves semi-supervised learning
(SSL) of knowledge optimization and knowledge
distillation. This sequential approach establishes
intermediate objectives that guide the optimiza-
tion process between student and teacher models.

• PS-NET trains student cohorts through deep mu-
tual learning (DML) by collaboratively mimick-
ing each other’s output logits. This enables the
cohorts to exchange diversified knowledge, en-
hancing their generalization ability.

• PS-NET integrates curriculum adversarial train-
ing (CAT), which iteratively generates adversar-
ial noise using gradient-based methods. These
small perturbations in input embeddings promote
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continuous self-improvement of student models,
reducing their susceptibility to overfitting.

3.1 Knowledge Optimization Procedure
Formally, given a semi-supervised datasetD,D=
S ∪U. S= {(x̂, ŷ)} is labeled data andU= {x∗} is
unlabeled data, and both the student and teacher
use all data identically. In supervised learning,
we employ the cross-entropy loss for optimizing
students f S , and teacher f T simultaneously with
the labelled data (x̂, ŷ) sampled from S.

Before being input into the model, the data is
augmented by the Curriculum Adversarial Noise
Function ANF, as shown in Algorithm 1. For la-
belled data, adversarial noise is generated based
on the ground truth labels. The difficulty of the
adversarial examples is controlled in a step-wise
manner based on the current training step n, gradu-
ally increasing the training difficulty from no aug-
mentation to challenging adversarial examples:

δST = ANF( f T , x̂, ŷ, n), (1)

δSS = ANF( f S , x̂, ŷ, n), (2)

LT =
∑

(x̂,ŷ)∈S
CE( f T (x̂ + δST ), ŷ), (3)

LS =
∑

(x̂,ŷ)∈S
CE( f S (x̂ + δSS ), ŷ). (4)

3.2 Model Compression Procedure
In knowledge distillation, we utilize a uniform func-
tion to map the teacher (N layers) and student (M
layers, M < N) through (i) the output of the embed-
ding layer, (ii) the hidden states, and (iii) attention
matrices. We set 0 to be the index of the embedding
layer. We set N +1 and M+1 to be the index of the
prediction layer for the teacher and student. Hence,
the student can acquire knowledge from the teacher
by minimizing the MSE objective:

LF−KD=
∑

x∗∈U

M∑

m=0

MSE
(

f S
m
(
x∗
)
, f T

g(m)
(
x∗
))
, (5)

where, g (m) is defined as the mapping function be-
tween indices from student layers to teacher layers,
indicating that the m-th layer of the student model
emulates information from the g (m)-th layer of the
teacher model. The mean squared error loss func-
tion (MSE) serves as the distance metric, measuring
the similarity of two learned features. We distil the
embedding layer, the hidden states, and attention
matrices from teacher f T

g(m) to students f S
m .
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Figure 1: Framework of PS-NET. It integrates online
distillation within an SSL framework, following phased
steps of supervised knowledge optimization and unsu-
pervised knowledge distillation. PS-NET allows the stu-
dent networks to improve generalization through DML
in a peer collaboration manner. In each step, PS-NET
utilizes CAT, which iteratively generates adversarial
noise using gradient-based methods, facilitating contin-
uous self-improvement of the lightweight models.

In addition to imitating the behaviors of interme-
diate layers, we also use knowledge distillation to
align the logits of the teacher. The penalty term
LL−KD is defined as the MSE loss between the log-
its of the student network’s logits f S

M+1 against the
teacher’s logits f T

N+1 over the unlabeled dataU.
Similarly to labeled data, unlabeled data also

need to be processed by ANF before being fed into
the model, with difficulty controlled according to
the current training step n. However, as shown in
Algorithm 1, since there is no ground truth label for
unlabeled data, we compute adversarial noise based
on the model’s prediction of the original data.

δUT = ANF( f T , x∗, n), (6)

δUS = ANF( f S , x∗, n), (7)
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Algorithm 1 Calculation of the Curriculum Adver-
sarial Noise Function ANF
Input: Model f , input embedding x, current train-
ing step n, curriculum step period λk, curriculum
step factor γ, variance of the noise initialization
σ2, noise boundary ϵ, adversarial gradient ascent
learning rate η, ground truth label y if labeled data
is used. ⌊ ⌋ denotes the floor function.
Output: Curriculum adversarial noise δ

1: δ ∼ N(0, σ2)
2: for k ← 0 to ⌊ n

λk
∗ γ⌋ do

3: if y exists then
4: δ← δ + η∇δCE( f (x + δ), y)
5: else
6: δ← δ + η∇δMSE( f (x + δ), f (x))
7: end if
8: δ← Π∥δ∥∞≤ϵ(δ)
9: end for

10: return δ

LL−KD=
∑

x∗∈U
MSE
(

f S
M+1

(
x∗+δUS

)
, f T

N+1

(
x∗+δUT

))
.

(8)
After the student cohorts mimic the behaviours

of the teacher network from varied perspectives,
they then engage in deep mutual learning for col-
laborative optimization. The student cohorts share
diverse knowledge obtained from the teacher and
learn from each other, compensating for individ-
ual shortcomings to ultimately emulate the teacher.
Considering two students (S1, S2) as an example:

LDML=
∑

x∗∈U
MSE
(

f S 1
M+1

(
x∗+δUS 1

)
, f S 2

M+1

(
x∗+δUS 2

))
.

(9)
Overall Training Objective. Finally, we combine
supervised knowledge optimization loss Lko

Θ
and

unsupervised model compression loss Lmc
Θ

:

Lko
Θ = LT +LS , (10)

Lmc
Θ =LKD + µ(t, n) · λ · LDML, (11)

where LKD = LL−KD +LF−KD. The term µ(t, n)=
min( n

t , 1), signifies the ramp-up weight initiating
from zero and following a linear curve during the
initial n training steps. The rationale behind in-
corporating a ramp-up is that the student models,
initially initialized randomly, render their mutual
learning ineffective. The hyperparameter λ bal-
ances mutual learning. The training of PS-NET
involves minimizing the joint loss Lko

Θ
+Lmc

Θ
.

3.3 Co-training of Multi-student Peers

PS-NET can seamlessly accommodate multiple
students in the cohort. Considering K networks
Θ1,...,Θi,...,ΘK(K ≥ 2), the objective function for
optimising all Θk, (1≤k ≤K), becomes:

Lko
Θk
= LT +

K∑

k=1

Lk
S , (12)

Lmc
Θk
=

K∑

k=1

(
Lk

KD+µ(t, n) · λ · Lk
DML

)
, (13)

Lk
DML=

1
K−1

K∑

i=1,i,k

MSE( f S k
M+1(x∗+δUS k

), f S i
M+1(x∗+δUS i

)).

(14)
Equation (11) is now a particular case of (13) with
k = 2. When extending the cohort to include more
than two networks, a learning strategy for each
student of PS-NET takes the ensemble of other
K − 1 student peers to provide mimicry targets. In
essence, each student learns individually from all
other students within the cohort.

4 Experiments

4.1 Datasets

As shown in Table 1, we evaluate PS-NET on semi-
supervised extractive summarization and semi-
supervised text classification tasks.

In semi-supervised summarization, models are
trained using 100 labelled examples from the
CNN/DailyMail dataset (Hermann et al., 2015),
with the remaining unlabeled examples serving as
unsupervised data. We keep the standard splits of
the target corpus for validation and testing. We
conduct experiments on five semi-supervised text
classification benchmarks AG News (Zhang et al.,
2015) and Yahoo! Answers (Chang et al., 2008)
for news classification, and DBpedia (Mendes
et al., 2012) for topic classification, training mod-
els with 10, 30, and 200 labelled examples per
class. We also use the USB benchmark to test
Amazon (McAuley and Leskovec, 2013) and Yelp2

review for SSL evaluation, training models with 50
and 200 labelled examples per class.

4.2 Hyperparameters

We commence by segmenting sentences through
CoreNLP3 and preprocessing the dataset. The
source text’s maximum sentence length is set to

2https://www.yelp.com/dataset
3https://github.com/topics/corenlp
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Dataset Label Type Classes Labeled Unlabeled Dev Test

CNN/DailyMail Extractive Sentences 2 10/100/1,000 287,227
-10/-100/-1,000 13,368 11,490

AG News News Topic 4 ×10/ × 30/ × 200 20,000 8,000 7,600
Yahoo!Answer Q&A Topic 10 ×10/ × 30/ × 200 50,000 20,000 59,727
DBpedia Wikipedia Topic 14 ×10/ × 30/ × 200 70,000 28,000 70,000
Amzn Review Product Review Topic 5 ×50/ × 200 249,000 25,000 65,000
Yelp Review Business Review Topic 5 ×50/ × 200 249,000 25,000 50,000

Table 1: Dataset statistics and dataset split for semi-supervised text classification and semi-supervised extractive
summarization tasks, in which ‘×’ means the number of data per class. ‘−’ means to subtract the quantity of data.

512 for extractive summarization and 256 for text
classification. In the summarization task, we opt for
the top 3 sentences from CNN/DailyMail based on
the average length of the ORACLE human-written
summaries. Fine-tuning on two tasks utilize the
Adam optimizer with β1 = 0.9, β2 = 0.999. The
supervised learning rates are configured within the
intervals [1e-4, 3e-4] and [2e-5, 5e-5] for students
and teachers, respectively. The distillation learning
and mutual learning rates both range from [5e-4, 7e-
4], with the balancing hyperparameter λ set to 0.1.
The total number of training steps is 50,000. The
warm-up period t for unsupervised learning is 5,000
steps. For the Curriculum Adversarial Noise Func-
tion ANF, the curriculum step period λk is 10,000,
the curriculum step factor γ is 1, the varianceσ2 for
initialization is 1e-5, the noise boundary ϵ is 1e-6,
and the adversarial gradient ascent learning rate η is
1e-3. The supervised batch size is configured as 4,
and the unsupervised batch size is set to 16 for clas-
sification (32 for summarization) in the majority
of our experiments. We optimize hyperparameters
through grid search on the development set, select-
ing the configuration yielding the best validation
performance within the initial 10,000 training steps.
These optimized hyperparameters are then applied
to the complete training process. Model evalua-
tion is performed every 100 training steps for both
summarization and classification tasks.

4.3 Evaluation Methodology

We evaluate summarization quality using ROUGE
F1 (Lin and Hovy, 2003). We report the full-length
F1-based ROUGE-1, ROUGE-2, and ROUGE-
L (R-1, R-2 and R-L) on the CNN/DailyMail.
These ROUGE scores are computed using
ROUGE-1.5.5.pl script4. We report the accuracy
(Acc) results for the text classification tasks.

4https://github.com/andersjo/pyrouge

4.4 Implementation Details

For the extractive summarization, we can formulate
it as a sequence labelling task as (Liu and Lapata,
2019). The extractive goal is to predict a sequence
of labels s1, ..., sn (si ∈ 0, 1) for sentences in a doc-
ument, where si = 1 represents the i-th sentence
should be included in the summaries. For the text
classification, we feed the hidden state correspond-
ing to each instance’s [CLS] token to a softmax
classification layer. We used the BERT5 for text
tokenization. For the mapping function g(m), in the
case of two student models, PS-NET students (SAK

and SBK) are distilled from the first and last K lay-
ers of the teacher model. For scenarios involving
multiple student models, additional PS-NET stu-
dents (SCK, SDK, SEK, and SFK) are distilled from
the intermediate K layers of the teacher model.

Each setting runs 3 different random seeds and
computes the average performance. The standard
deviation of all experimental results falls within
the range of [0.3-0.7], which is not displayed to
align with the baselines. All our experiments are
conducted on a single NVIDIA Tesla V100 32GB
GPU with PyTorch. Notably, our framework gen-
erates two or more students, from which one is se-
lected as the inference model. To provide a clearer
illustration, we present the performance of each
individual student model. In practical applications,
the selection of a single student model for inference
relies on validation set results, ensuring computa-
tional efficiency. This practice of choosing a single
model based on validation performance is standard
in methodologies utilizing multiple models, such
as mutual learning (Laine and Aila, 2017; Zhang
et al., 2018; Qiao et al., 2018; Ke et al., 2019).

4.5 Baseline Methods

For text classification, we compare with: (i) su-
pervised baselines, BERTBASE and default Tiny-

5https://github.com/google-research/bert
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Models P(M) AG News Yahoo!Answer DBpedia Avg
10 30 200 10 30 200 10 30 200

BERTBASE 109.48 81.00 84.32 87.24 60.10 64.13 69.28 96.59 98.21 98.79 82.18
UDA 109.48 84.70 86.89 88.56 64.28 67.70 69.71 98.13 98.67 98.85 84.17

TinyBERT6 66.96 71.45 82.46 87.59 52.84 60.59 68.71 96.89 98.16 98.65 79.70
UDATinyBERT6 66.96 73.90 85.16 87.54 57.14 62.86 67.93 97.41 97.87 98.26 81.79
DisCo (SA6) 66.96 77.45 86.93 88.82 59.10 66.58 69.75 98.57 98.61 98.73 82.73
DisCo (SB6) 66.96 74.38 86.39 88.70 57.62 64.04 69.57 98.50 98.45 98.57 82.02

TinyBERT4 14.35 69.67 78.35 85.12 42.66 53.63 61.89 89.65 96.88 97.58 75.05
UDATinyBERT4 14.35 69.60 77.56 83.60 40.69 55.43 63.34 88.50 93.63 95.98 74.26
DisCo (SA4) 14.35 77.36 85.55 87.95 51.31 62.93 68.24 94.79 98.14 98.63 80.54
DisCo (SB4) 14.35 76.90 85.39 87.82 51.48 62.36 68.10 94.02 98.13 98.56 80.31
PS-NET (SA4) 14.35 81.03 87.32 89.04 62.33 68.10 71.35 97.19 98.70 98.90 83.77
PS-NET (SB4) 14.35 82.06 87.38 89.77 65.21 68.02 71.08 98.44 98.71 98.82 84.39

FLiText 9.60 67.14 77.12 82.12 48.30 57.01 63.09 89.26 94.04 97.01 75.01
DisCo (SA2) 8.90 75.05 82.16 86.38 51.05 58.83 65.63 89.55 96.14 97.70 78.05
DisCo (SB2) 8.90 70.61 81.87 86.08 48.41 57.84 64.04 89.67 96.06 97.58 76.90
PS-NET (SA2) 8.90 81.14 85.35 87.10 61.12 64.40 66.33 96.61 98.24 98.33 82.07
PS-NET (SB2) 8.90 81.89 87.69 89.11 64.16 66.88 69.57 98.05 98.77 98.57 83.85

Table 2: Test accuracy (Acc (%)) for semi-supervised text classification tasks and the baseline results are derived
from DisCo. P(M) is the number of model parameters in millions. The BERTBASE and TinyBERT are supervised
frameworks, UDA and UDATinyBERT, DisCo, and FLiText are semi-supervised frameworks using the same amount
of unlabeled data as used by our PS-NET. The best results are in-bold, and the best average results are in-blue.

BERT (Jiao et al., 2020), (ii) semi-supervised
UDA (Xie et al., 2020), and we introduce two note-
worthy lightweight semi-supervised baseline mod-
els: FLiText (Liu et al., 2021) and DisCo (Jiang
et al., 2023). FLiText is a lightweight and fast semi-
supervised learning framework and consists of a
two-stage training process where it initially trains
a large inspirer model (BERT) and then optimizes
a target network (TextCNN). DisCo is the state-of-
the-art faster and lighter SSL framework which em-
ploys a co-training technique to optimize multiple
small student models, promoting knowledge shar-
ing among students through diverse data and model
views. We also compare with other prominent SSL
text classification methods and report their results
on the Unified SSL Benchmark (USB) (Wang et al.,
2022a). Most of these SSL methods work well on
CV tasks, and Wang et al. (2022a) generalize them
to NLP tasks by integrating a 12-layer BERT.

For extractive summarization, we use the open-
source releases: (i) supervised baseline, BERT-
SUM (Liu and Lapata, 2019), (ii) unsupervised
techniques, LEAD-3, TextRank (Mihalcea and Ta-
rau, 2004) and LexRank (Erkan and Radev, 2004)
and (iii) two state-of-the-art semi-supervised ex-
tractive summarization methods, UDASUM and
CPSUM (Wang et al., 2022b) for comparison.

Table 3: ROUGE F1 performance of the extractive sum-
marization. Ld=100 refers to the labelled samples. SSL
baselines (CPSUM, UDASUM, DisCo) use the same
unlabeled data as our PS-NET.

Models P(M) Ld
CNN/DailyMail

R-1 R-2 R-L

ORACLE 100 48.35 26.28 44.61

LEAD-3 100 40.04 17.21 36.14
TextRank 100 33.84 13.11 23.98
LexRank 100 34.63 12.72 21.25

BERTSUM 109.48 100 38.58 15.97 34.79
CPSUM 109.48 100 38.10 15.90 34.39
UDASUM 109.48 100 38.58 15.87 34.78
TinyBERTSUM4 14.35 100 39.83 17.24 35.98
UDASUMTinyBERT4 14.35 100 40.11 17.43 36.23
DisCo (SA4) 14.35 100 40.39 17.55 36.47
DisCo (SB4) 14.35 100 40.40 17.57 36.48

PS-NET (SA4) 14.35 100 41.29 17.78 37.11
PS-NET (SB4) 14.35 100 40.74 17.86 37.16

5 Experimental Results

5.1 Evaluation on Text Classification

Upon comparing the 2-layer students of PS-NET
with the 12-layer BERT, our method demonstrates
a notable performance enhancement across vari-
ous text classification tasks, despite a 12.3× re-
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Table 4: Test accuracy (Acc (%)) of other prominent
SSL text classification models in Amazon Review and
Yelp Review datasets. Results of baselines are sourced
from the most up-to-date results on GitHub of USB
Benchmark (Wang et al., 2022a). Results underlined
indicate performance inferior to PS-NET. Svp refers to
supervised methods.

Models P(M) Amzn-50 Amzn-200 Yelp-50 Yelp-200

Fully-Svp 109.48 63.60 63.60 67.96 67.96
Svp 109.48 48.69 52.47 49.78 53.29
P-Labeling 109.48 46.55 52.34 49.40 52.79∏

-model 109.48 22.78 46.83 24.27 40.18
MeanTch 109.48 47.86 52.34 49.40 52.79
VAT 109.48 50.17 53.46 47.03 54.70
UDA 109.48 39.24 31.62 30.67 33.05
FixMatch 109.48 52.39 56.95 53.48 59.35
Flexmatch 109.48 54.27 57.75 56.65 59.49
AdaMatch 109.48 53.28 57.73 54.60 59.84
SimMatch 109.48 54.09 57.79 53.88 59.74
FreeMatch 109.48 53.59 57.36 52.05 59.63
SoftMatch 109.48 54.71 57.79 55.91 60.24
DisCo (SA4) 14.35 46.28 48.64 45.42 50.87
DisCo (SB4) 14.35 36.51 46.41 38.47 49.25
PS-NET (SA4) 14.35 46.22 53.23 49.68 55.32
PS-NET (SB4) 14.35 47.56 54.77 50.12 57.65

duction in model size. The 2-layer students of
PS-NET notably surpass the 4-layer and 6-layer
semi-supervised UDATinyBERT and DisCo by a mar-
gin in semi-supervised text classification. With
minimal labelled data, our PS-NET (the inferior
student) featuring a 4-layer distilled BERT, out-
performs the 4-layer UDATinyBERT by an average
margin of 9.51% across three datasets. Notably,
PS-NET demonstrates robust performance, even
with a minimal annotated data size of 10 per class.
The superior student in PS-NET, equipped with a 2-
layer distilled BERT, exhibits a substantial average
performance improvement of 8.84% over FLiText
and outperforms the best student of 2-layer DisCo
by 5.80% across three datasets.

Table 4 provides a comparative analysis of PS-
NET with other notable SSL methods equipped
with a 12-layer BERT, utilizing results from the
Unified SSL Benchmark (USB) (Wang et al.,
2022a). Remarkably, PS-NET’s 4-layer BERT-
based students outperform most of these methods.
These findings underscore the superiority of our
model in scenarios involving lightweight model ar-
chitecture and limited labelled data across various
text classification tasks.

Table 5: Validation accuracy (Acc (%)) of PS-NET with
multiple student peers. The labelled data consists of
10 samples per class. The students (SA2, SB2, SC2, SD2,
SE2, SF2) are distilled from layers {1, 2}, {11, 12}, {3, 4},
{5, 6}, {7, 8}, {9, 10} of the teacher BERTBASE. The stu-
dents (SA6, SB6) are distilled from layers {1, 2, 3, 4, 5, 6},
{7, 8, 9, 10, 11, 12} of BERTBASE.

Models AG News Yahoo!Answer DBpedia
PS-NET (SA2) 81.14 61.12 96.61
PS-NET (SB2) 81.89 63.91 98.05
PS-NET (SA2) 81.20 60.22 95.70
PS-NET (SB2) 83.50 64.14 98.43
PS-NET (SC2) 81.33 61.05 96.43
PS-NET (SD2) 81.45 61.11 96.87
PS-NET (SE2) 82.41 61.28 97.55
PS-NET (SF2) 81.34 62.19 98.21
PS-NET (SA6) 82.39 64.12 98.51
PS-NET (SB6) 82.61 64.33 98.49

5.2 Evaluation on Extractive Summarization

Results of the low-resource performance of the
extractive summarization on CNN/DailyMail are
shown in Table 3. Our approach is obviously supe-
rior to all supervised and SSL baselines, with only
100 labelled samples available.

In the summarization task, marginal perfor-
mance differences exist among the SSL models.
These discrepancies can be attributed partially to
the inherent difficulty of 2-class sentence classifi-
cation and the collapse problem (Yan et al., 2021;
Chen and He, 2021; Gao et al., 2021) associated
with BERT sentence representation. These difficul-
ties are worsened by the constraint of having only
100 labelled summaries for training extractive mod-
els. Despite these factors, our method outperforms
all existing SSL models in extractive summariza-
tion tasks, indicating its suitability for scenarios
characterized by severe data scarcity issues.

5.3 Qualitative Analysis

In this section, we investigate the impacts of DML
& CAT, and the scaling of students and layers
within our PS-NET framework. Model efficiency
is detailed in Appendix A.2.
Benefits of Mutual-learning (Peer Collabora-
tion). To compare the advantages of mutual learn-
ing within our framework, we establish a SingleStu-
dent setup with one student, employing the distil-
lation loss as a regularization term alongside the
supervised loss. It is crucial to note that the Sin-
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Figure 2: The visualization of the Center Kernel Alignment (CKA (Zhu and Wang, 2021)) scores of PS-NET in
Subfigures (c) and (d), along with its ablation variant, SingleStudent, shown in Subfigures (a) and (b). All models
utilize a 6-layer BERT on the AG News dataset for evaluation, with 10 labelled examples per class.

Table 6: Validation accuracy (Acc (%)) comparison be-
tween PS-NET’s students and the SingleStudent model
under limited 10 labelled data per class. The SingleStu-
dent undergoes a two-stage learning process with only
one teacher and one student.

Models AG News Yahoo!Answer DBpedia
SingleStudentA2 80.29 61.46 96.13
SingleStudentB2 80.66 63.10 97.48
PS-NET (SA2) 81.14 61.12 96.61
PS-NET (SB2) 81.89 63.91 98.05

gleStudent model differs from TinyBERT6.
As shown in Table 6, under the two-stage frame-

work of supervised knowledge optimization and
unsupervised model compression, the performance
of the SingleStudent is notably weaker compared
to that of two students engaged in mutual learning.
Figure 3 further supports this, showing that mutual
learning improves the Center Kernel Alignment
(CKA) score between students and the teacher, ef-
fectively narrowing the performance gap. This im-
provement is due to mutual learning in PS-NET,
where students indirectly extract regularization
from each other’s predictive capabilities, thereby
enhancing their individual generalization abilities.
Benefits of Curriculum Adversarial Learning
(Self Transcendence). The ablation experimen-
tal results from Table 7 underscore the substan-
tial performance boost of PS-NET when Curricu-
lum Adversarial Training (CAT) is integrated into
its training regimen. Within the FS-NET frame-
work, guided by the CAT, one student consistently
emerges in optimal performance. This improve-
ment indicates that CAT effectively enhances the

6First, the SingleStudent uses online distillation with both
labelled and unlabeled data in our two-stage framework, while
TinyBERT begins with unlabeled data for general distilla-
tion and fine-tunes with labelled data. Second, TinyBERT
separates labelled and unlabeled training, where the teacher
optimizes labels while distilling knowledge.

Table 7: Validation accuracy (Acc (%)) of PS-NET
using the minimum labelled data, comparing with and
without curriculum adversarial training (CAT).

Models AG News Yaho.. Amzn-50 DBpedia
FS-NET (SA2).w/o CAT 80.37 62.29 44.15 97.65
FS-NET (SB2).w/o CAT 78.29 61.16 44.74 97.50
FS-NET (SA2).w CAT 81.14 61.12 43.18 96.61
FS-NET (SB2).w CAT 81.89 63.91 45.31 98.05

model’s generalization capability.
Effect of More Student Peers. The prior experi-
ments study the dual-student cohort. We next inves-
tigate how PS-NET scales with more students in
the cohort. In PS-NET, each student learns from all
other students individually, regardless of how many
students are in the cohort. As shown in Table 5,
expanding to a four-student cohort in PS-NET en-
hances individual student performance, showcasing
improved generalization as peer numbers increase.
These results demonstrate that more student pertur-
bations complement each other and are important
to obtain superior performance for PS-NET with a
compressed model and few labelled data.
Effect of More Student Layers. As shown in Ta-
ble 5, two students with multiple layers exhibited
performance advantages on the three datasets. It
indicates that more student feature encoding diver-
sifies the cohort and then encourages the individual
models to teach each other in a complementary
manner underlying multiple views to improve the
learning performances. In practical scenarios, mul-
tiple lighter-weight students remain the preferred
option, as smaller individual learning parameters
result in faster inference speeds.

6 Conclusion and Future Work

We present a novel framework, PS-NET, designed
to address both label scarcity and model size re-
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duction in pre-trained language models (PLMs)
such as BERT. PS-NET incorporates lightweight
student cohorts to facilitate mutual learning and
adversarial training, thereby enhancing generaliza-
tion. In the future, we aim to extend PS-NET to
other NLP benchmarks, including language under-
standing, machine reading comprehension, and text
generation tasks. Additionally, leveraging other
language models, such as RoBERTa (Liu et al.,
2019) and GPT (Radford et al., 2018, 2019; Brown
et al., 2020), will further contribute to our work.

7 Broader Impacts & Limitations

PS-NET furnishes robust technical solutions for
faster and lighter semi-supervised learning, pro-
viding an effective way to deploy it on resource-
limited devices and industrial applications.

A substantial distinction of PS-NET exists be-
tween the compression challenge encountered in
large generative models, such as ChatGPT, and the
standard knowledge distillation paradigm explored
in PS-NET. Notably, Zhu et al. (2023) categorize
standard knowledge distillation as falling within
the White-box KD category, where the teacher’s
parameters are available for use. Conversely, the
compressed Black-box KD applied to ChatGPT
requires students to grasp both the teachers’ knowl-
edge and their emergent abilities (Wei et al., 2022).
These abilities should be distilled by the teacher
and be imitated by the students, including In-
Context Learning (ICL) (Dong et al., 2023; Wang
et al., 2023b), Chain of Thought (CoT) (Shi et al.,
2023), and Instruction Following (IF) (Ouyang
et al., 2022; Brooks et al., 2023). While various
technological paradigms and explicit workloads
prompt discussions on generative large language
models for future research, BERT proves more ap-
plicable and sufficient for the discriminative tasks
addressed in our works.

Besides, Few-shot LLMs emphasize task-
agnostic pretraining LLM and its transferabil-
ity with limited samples, while we focus on
small, randomly initialized models tailored for
limited labeled data. Recent few-shot methods
like ICL (Dong et al., 2023; Wang et al., 2023b),
PEFT (Zheng et al., 2024), and prompt-fre Set-
Fit achieve strong results with minimal labeled
data and without relying on unlabeled data, yet
rely heavily on the pretrained performance of large
models. Applying such methods to our PS-NET,
which relies on arbitrarily small, randomly initial-

ized models, poses significant challenges and ex-
pected workload.

Furthermore, distillation with LLMs is a mean-
ingful aspect of evaluating model PS-NET scala-
bility. However, LLMs encounter challenges in
serving as teachers to train significantly smaller
student models. Previous studies have discussed
the inferior performance of knowledge distillation
when there is a significant size disparity between
the teacher and student models (Cho and Hariharan,
2019; Mirzadeh et al., 2020; Li et al., 2022; Huang
et al., 2022). Existing research on LLM-based
knowledge distillation primarily focuses on extract-
ing and transferring the rich, nuanced understand-
ing developed by these models rather than merely
reducing the model size. Additionally, while en-
sembling models (Chen and Guestrin, 2016; Ke
et al., 2017) boosts performance (as demonstrated
by Jiang et al. (2023)) but contradicts our goal of
a singular model for faster inference. We focus on
training a lightweight model with limited labels for
efficient inference.

Therefore, several promising avenues for further
exploration exist within the PS-NET framework,
with numerous optimization opportunities.
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A Appendix

A.1 Baselines Details

For the text classification task, TinyBERT (Jiao
et al., 2020) is a compressed model implemented by
6-layer or 4-layer BERTBASE. For semi-supervised
methods, we use the released code to train the UDA,
which includes ready-made 12-layer BERTBASE,
6-layer, or 4-layer TinyBERT. In extractive summa-
rization, the ORACLE system serves as an upper
bound in the domain of extractive summarization.

Other SSL algorithms integrated with BERT are
implemented in a unified semi-supervised learning
benchmark (USB) (Wang et al., 2022a), includ-
ing Mean Teacher (Tarvainen and Valpola, 2017),
VAT (Miyato et al., 2019), FixMatch (Sohn et al.,
2020), AdaMatch (Berthelot et al., 2022), and
SimMatch (Zheng et al., 2022). These methods
boost model robustness by ensuring consistent pre-
dictions on perturbed unlabeled samples, or uses
pseudo labels for training enhancement. PCM (Xu
et al., 2022) is a complex multi-submodule com-
bination SSL model with a 12-layer BERT back-
bone. Recently, FreeMatch (Wang et al., 2023c)
dynamically adjusts the confidence threshold based
on the model’s learning status. SoftMatch (Chen
et al., 2023) employs a unified sample weighting
formulation for pseudo-labeling. The majority of
models were originally introduced in the realm of
computer vision, and we present their text classifi-
cation outcomes in the USB benchmark evaluation.
Fully-Svp merges unsupervised data labels with
labeled data for BERT training, while Svp is solely
on BERT’s classification results from labeled data.

A.2 Model Efficiency Analysis

DisCo and our PS-NET employ student models,
such as 4-layer or 2-layer BERT. In other words,
during the model deployment phase, DisCo and
PS-NET demonstrate identical inference speeds
of 4-layer or 2-layer BERT. As shown in Table 8,
compared with the teacher BERTBASE, the 2-layer
small models are 12.30× smaller and 7.52× infer-
ence speedup in the model efficiency. FLiText is
slightly faster than the smaller model generated
DisCo and PS-NET. This is because FLiText uses
a convolutional network while our student mod-
els use BERT with multi-head self-attention. The
lower computational complexity of convolutional
networks. The 1D-CNN requires O(k × n × d) op-

Table 8: Model efficiency about inference speedup on
a single NVIDIA Tesla V100 32GB GPU. TTS(ms)
refers to the speedup of extractive summarization mod-
els trained with 100 labelled data. TTC(ms) illustrates
the speedup of text classification models trained with
AG News 200 labelled data per class.

Models TTS(ms) Models TTC(ms)

BERTSUM 12.66 BERTBASE 12.94
CPSUM 12.66 TinyBERT4 2.86
TinyBERTSUM4 2.64 UDATinyBERT4 2.86
UDASUMTinyBERT4 2.64 FLiText 1.56
DisCo(SA2 or SB2) 1.72 DisCo(SA2 or SB2) 1.72

PS-NET (SA2 or SB2) 1.72 PS-NET (SA2 or SB2) 1.72

Table 9: Validation accuracy (Acc (%)) comparison
between PS-NET, DisCo students and DML students
(training from scratch) in SSL text classifications only
using a limited 10 labelled data per class.

Models AG News Yahoo!Answer DBpedia
DML(Net A2) 34.92 17.24 54.86
DML(Net B2) 34.82 17.46 61.28
DML(Net A4) 37.51 21.23 65.28
DML(Net B4) 36.76 21.62 64.80
DisCo (SA2) 70.47 48.10 89.78
DisCo (SB2) 74.30 50.95 89.80
PS-NET (SA2) 81.14 61.12 96.61
PS-NET (SB2) 81.89 63.91 98.05
DisCo (SA6) 74.69 57.42 98.06
DisCo (SB6) 77.40 58.48 98.03
PS-NET (SA6) 82.39 64.12 98.51
PS-NET (SB6) 82.61 64.33 98.49

erations7 used by FLiText. In contrast, the multi-
head self-attention mechanism of BERT requires
O(n2×d+n×d2) operations. However, despite the
FLiText-model having more parameters, it gives a
worse performance compared to the smaller student
model generated by DisCo and PS-NET in Table 2.
Our PS-NET achieves optimal performance and
maintains comparable inference speed.

A.3 Match Manner Analysis

We computed the match manner between the
teacher network and student network using the av-
erage KL divergence (τ = 1) on the predicted prob-
abilities. Figure 3 (a) demonstrates that smaller
representational capacity hinders student perfor-
mance. A comparison between Figure 3 (a) and
Figure 3 (b) reveals that increasing the number of

7n is the sequence length, d is the representation dimension,
k is the kernel size of convolutions.
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(d) STR-1 vs STR-4.2

Figure 3: Match manner of KL divergence on PS-NET teacher and students. A smaller KL divergence value
indicates less mismatch. Strategy 1 (STR-1) employs two 2-layer students in PS-NET, utilizing the first 2 layers
and the last 2 layers of BERT teacher, respectively. Strategy 2 (STR-2) involves two 6-layer students in PS-NET.
Strategy 3 (STR-3) utilizes six 2-layer students in PS-NET. Strategy 4.1 (STR-4.1) and Strategy 4.2 (STR-4.2)
incorporate two SingleStudent models and BERT teacher, with two students corresponding to the first 2 layers
(STR-4.1) and the last 2 layers (STR-4.2) of BERT teacher.

Table 10: Test accuracy (Acc (%)) of other prominent
SSL models and our PS-NET. All results are reported by
the Unified SSL Benchmark (USB) (Wang et al., 2022a).
Lm is the number of the BERT layers.

D Models Lm Ld Acc

A
G

N
ew

s

∏
-model (Rasmus et al., 2015)

12

50 86.56
P-Labeling (Lee et al., 2013) 50 87.01
MeanTeacher (Tarvainen and Valpola, 2017) 50 86.77
PCM (Xu et al., 2022) 50 88.85
MixText (Chen et al., 2020) 30 87.40
DisCo 6 30 86.93
PS-NET (ours) 2 30 87.53

Ya
ho

o!
A

ns
w

er

P-Labeling (Lee et al., 2013)

12

200 66.56
MeanTeacher (Tarvainen and Valpola, 2017) 200 66.57∏

-model (Rasmus et al., 2015) 200 67.04
VAT (Miyato et al., 2019) 200 68.47
FlexMatch (Zhang et al., 2021) 200 68.58
AdaMatch (Berthelot et al., 2022) 200 69.18
FixMatch (Sohn et al., 2020) 200 69.24
SimMatch (Zheng et al., 2022) 200 69.36
CRMactch (Fan et al., 2023) 200 69.38
SoftMactch (Chen et al., 2023) 200 69.56
FreeMactch (Wang et al., 2023c) 200 69.68
SoftMatch (Chen et al., 2023) 200 69.56
DisCo 6 200 69.75
PS-NET (ours) 4 200 71.24

students further diminishes the gap with the teacher
network. In the context of a single student and a
single teacher, shallow networks (such as STR-1)
may amplify the discrepancy of predictions to the
teacher and tend to be fairly severe.

A.4 Performance Superiority of PS-NET
Regarding the validation experiment with a lim-
ited 10 labelled data per class, as depicted in Ta-
ble 9. PS-NET demonstrates superior performance
compared to DisCo using the same training data.
Besides, to further clarify the differences between

our method and DML training from scratch, we
compared the effectiveness of PS-NET and pure
DML under an extreme SSL setting (4-layer and
2-layer BERT, 10 labelled data per class). It can
be seen that in Table 9, with 10 labelled data per
class, DML’s performance barely exceeds that of
a single model with random initialization and lags
significantly behind PS-NET and other SSL base-
lines. The experimental results indicate that DML
performs poorly when directly applied to SSL sce-
narios. In contrast, our method is specifically de-
signed for SSL, emphasizing that a more powerful
teacher network is essential to guide student mod-
els in scenarios with sparsely labelled data.

Besides, Table 10 provides more baseline
SSL methods from the Unified SSL Benchmark
(USB) (Wang et al., 2022a) in AG News, Ya-
hoo!Answer datasets. With 200 labelled examples
per class, PS-NET with 4 BERT layers achieves
71.24% accuracy, surpassing methods like VAT,
FlexMatch, AdaMatch, and FixMatch, which use
12 BERT layers. With only 2 BERT layers and
a relatively low labelled data per class (30), PS-
NET also outperforms models like 6 BERT layers
of DisCo. All supplementary experiments confirm
the superior performance of the lightweight models
achieved by PS-NET.

Finally, we sum up PS-NET integrates knowl-
edge distillation and knowledge optimization
within a unified framework, facilitating direct opti-
mization of transferred knowledge by supervised
signals. Moreover, in PS-NET, DML with interac-
tion behaviour and CAT with adversarial perturba-
tions enable each network to acquire distinct knowl-
edge, bolstering the generalization and robustness
of lightweight models.
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A.5 Framework Variations from DisCo

Both PS-NET and DisCo represent technical solu-
tions for faster and lighter semi-supervised learning.
Additionally, similarities with DisCo are apparent
in the use of a semi-supervised learning framework,
with multiple networks learning logits estimates
collaboratively. Regarding semi-supervised opti-
mization, the objectives of both models remain
consistent. They aim to augment generalization
ability by employing complementary learning from
multiple peer networks to elevate the posterior en-
tropy (Pereyra et al., 2017) of each student network,
thereby fostering shared learning experiences.

The semi-supervised learning framework
in DisCo originates from Deep Co-Training,
DCO (Qiao et al., 2018) which emphasizes multi-
view learning. However, PS-NET’s framework is
derived from Deep Mutual Learning, DML (Zhang
et al., 2018) which focuses on knowledge distil-
lation variants. More information is provided in
the original paper by Qiao et al. (2018) and Zhang
et al. (2018). The proposed PS-NET differs from
DisCo in the following aspects:

• Distillation Methods: DisCo uses offline dis-
tillation, necessitating pre-training of potent
teacher networks and distillation of multiple
students in advance. In contrast, PS-NET em-
ploys online distillation, where supervised learn-
ing and unsupervised distillation for both the
teacher and student occur simultaneously. This
design facilitates a more seamless emulation of
the teacher’s behavior. Specifically, the general
knowledge is acquired during the initial training
phases, while task-specific knowledge is learned
in subsequent stages. This consistent emula-
tion allows the teacher to guide the optimization
paths of all students, rather than relying solely
on peer learning without external guidance. By
emphasizing external guidance, our framework
enhances mutual learning between two divergent
students, ultimately strengthening their collabo-
rative learning process.

• Learning Procedures: DisCo pre-distils mul-
tiple students and then conducts co-training,
where labelled and unlabeled data are input to-
gether. In contrast, PS-NET performs supervised
learning 1O sequentially followed by unsuper-
vised knowledge distillation. This approach en-
courages the teacher model to actively partici-
pate in every single optimization step, thereby

mitigating the impact of the scale gap between
the teacher and student models on distillation
performance. Similar discussions can be found
in methodologies such as TAKD (Mirzadeh et al.,
2020) and BANs (Furlanello et al., 2018). Fur-
thermore, PS-NET incorporates curriculum ad-
versarial training (CAT) (shown in Algorithm 1)
to 2O progressively increase learning complexity.
These procedures enables PS-NET to implement
an iterative learning approach, facilitating contin-
uous self-improvement of the lightweight model.
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