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Abstract

Currently, large language models (LLMs) have
achieved impressive performance in natural lan-
guage processing tasks. However, LLMs still
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exhibit many hallucinations when analyzing
system logs, which is due to the implicit knowl-
edge and rules in logs that LLMs cannot cap-
ture. Based on this, we propose LogRules, a
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lightweight log analysis framework that gen-
erates and utilizes rules through LLMs. Lo-
gRules consists of three stages: an induction
stage, an alignment stage, and a reasoning stage.
Firstly, in the induction stage, an strong LLM
(e.g., GPT-40-mini) is tasked with generating
a series of rules related to logs, which are then
validated on the training set. When the rules
are confirmed to produce correct reasoning re-
sults, they are added to a rule repository. Sec-
ondly, considering that the LLMs with small
size (=8B parameters) still face challenges in
utilizing rules, we design an alignment method
based on rule-case contrastive preference opti-
mization (CPO) to effectively enhance the rule
reasoning capabilities of these LLMs. Finally,
in the reasoning stage, the LLM constructs
prompt using the rule repository and performs
log analysis on the test set. Experiments show
that LogRules outperforms LLM-based meth-
ods in log parsing and anomaly detection tasks,
and achieves better performance compared to
case-based methods.

1 Introduction

System logs provide critical runtime information,
helping developers, operators and maintainers un-
derstand system behavior and debug issues (Sat-
pathi et al., 2019; Le and Zhang, 2021). However,
as systems grow more complex, analyzing vast
amounts of log data has become a significant chal-
lenge (Mi et al., 2013; Oliner et al., 2012). Recent
advances in large language models (LLMs) for nat-
ural language processing have inspired efforts to
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Log message:
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1. Replace URLs with <*>
2. Replace paths with <*>
3. Replace port numbers with <*>

Log template:
Got allocated containers <*>
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Figure 1: Comparison between case-based and rule-
based reasoning.

apply LLMs to system log analysis, addressing
tasks such as log parsing (Le and Zhang, 2023a;
Xu et al., 2024b; Zhong et al., 2024) and log-based
anomaly detection (Liu et al., 2024; Qi et al., 2023;
Guo et al., 2024).

However, the cost of LLMs is also a significant
issue. In real-world scenarios, systems generate
large amounts of log data. For example, Mi et al.
(Mi et al., 2013) reported that the Alibaba cloud
system generates approximately 30-50 GB (about
100-200 million lines) of trace logs per hour. On
the one hand, due to the high inference cost of
LLMs, invoking an LLM for each log message
is impractical. On the other hand, using smaller
LLMs is more cost-effective than using large-scale
LLMs. For instance, if a system prompt contains
200 tokens and a log message has average 50 to-
kens, a query to GPT-3.5-turbo-0613 that generates
a 200-token response would cost approximately
$0.000775 per log. This calculation is based on
the GPT-3.5-turbo-0613 API pricing of $1.50 per
million input tokens and $2.00 per million output
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tokens !. In contrast, using a smaller LLM with
around 8B parameters would cost only $0.00009
per log, given a rate of $0.20 per million tokens
for both input and output 2. This represents an ap-
proximate cost saving of 88.4% compared to using
a larger LLM. Unfortunately, most current LLM-
based log analysis methods rely on large LLMs like
ChatGPT (OpenAl, 2023), and their performance
on smaller LLMs remains suboptimal.

Besides, LLMs still face hallucination issues
when analyzing logs, likely due to the implicit
knowledge and rules in logs that LLMs struggle
to capture. Hallucination occurs when LL.Ms pro-
duce outputs that seem reasonable but contradict
real-world knowledge (Ji et al., 2023; Zhang et al.,
2024; McKenna et al., 2023; Zhou et al., 2023).
One method to enhance LLM reasoning and re-
duce hallucinations is prompt engineering, where
examples are provided to clarify the objectives and
approaches (Wei et al., 2022; Kojima et al., 2022;
Khot et al., 2023). This is known as case-based
prompting. While it helps reduce hallucinations,
its ability to generalize is limited, especially as
system logs evolve. As systems are updated, devel-
opers may modify source code and log statements,
changing the structure of log data (Xu et al., 2009;
Kabinna et al., 2018; Zhang et al., 2023). Case-
based prompting fails to capture the underlying
rules within logs, often leading LLMs to rely on
rote memorization, which hampers their ability to
generalize effectively (Zhu et al., 2023b).

To address aforementioned issues, we propose
a lightweight log analysis framework called Lo-
gRules, which leverages rule-based prompting to
improve the reasoning capabilities of small-scale
LLMs. Compared to case-based prompting, rule-
based prompting helps LLMs better understand
the essence of tasks and knowledge, leading to im-
proved generalization, as shown in Figure 1.

LogRules enhances the reasoning and generaliza-
tion abilities of LLLMs by building a rule repository
specifically for logs, improving performance in log
analysis tasks. LogRules operates in three phases:
induction, alignment, and deduction. In the induc-
tion phase, the LLM generates a set of log-related
rules, which are then validated on the training set.
Once verified to produce accurate reasoning out-
comes, these rules are added to the rule repository.
In the alignment phase, the rule utilization ability

"https://openai. com/api/pricing
2https://www.together.ai/pricing

Logging statement

# A logging statement from Python
logging.info(f"Starting reading data from {file path}")
Raw log l

24-10-01 15:25:14 INFO Starting reading data from
/etc/data

Structured log l
24-10-01
Time 15:25:14
Level INFO

Template

Starting reading data from <*>

Parameters [/etc/data]

Figure 2: An example of log parsing.

of the LLM is improved through rule-case con-
trastive preference optimization (CPO) (Xu et al.,
2024a). In the deduction phase, the LLM uses the
rule repository to construct prompts for log analysis
on the test set.

We conduct experiments on several open-source
log datasets for log parsing and anomaly detection,
demonstrating that LogRules improves reasoning
ability and performance in these tasks by leverag-
ing rules. Additionally, compared to case-based
methods, rule-based prompting shows stronger ro-
bustness.

2 Related Work
2.1 Log Parsing

The goal of log parsing is to transform raw logs
into log templates (the constant parts written in
log statements) and extract log parameters (the
dynamic parts). This structured format facilitates
downstream tasks, such as log-based anomaly de-
tection.

Log parsing enables the identification and sepa-
ration of static text from variables in raw logs (Zhu
et al., 2019). Typically, logs contain many vari-
ables. First, common variables such as timestamps,
log levels, and log content are separated using reg-
ular expressions. Then, the log content is further
structured into log templates by replacing the vari-
ables (e.g., file paths, URLs, and IP addresses)
with placeholders like {{variable}} or <*>. For
example, the log statement logging.info(f"Starting
reading data from {file_path}") can generate a se-
ries of log messages with different file paths, such
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Figure 3: The framework of LogRules. The figure shows the process of log parsing, while log-based anomaly
detection also follows the same process, with only some differences in the rule-based prompt.

as Starting reading data from /etc/data/. In this
case, the log template is Starting reading data from
<*>_and the variable is the data path /etc/data/. An
example of log parsing is shown in Figure 2.

Since source code accessibility is often restricted,
many data-driven log parsers have been proposed,
including unsupervised (Du and Li, 2016; He et al.,
2017; Dai et al., 2022) and supervised parsers (Huo
etal., 2023; Le and Zhang, 2023b; Liu et al., 2022).
Unsupervised parsers extract patterns using spe-
cially designed features or domain-specific heuris-
tic methods, relying on extensive pre-defined do-
main knowledge and rules (e.g., delimiters and reg-
ular expressions). However, manually constructing
a large number of rules is clearly impractical. Fur-
thermore, as log data evolves, these pre-defined
rules may become outdated, leading to decreased
performance. On the other hand, supervised parsers
typically require model training on target log sam-
ples to learn features, which can result in inade-
quate generalization and suboptimal performance
on diverse log datasets (Xu et al., 2024b).

We aim to address the limitations of both types
of parsers using LLMs. First, LLLMs can continu-
ously generate and update rules based on historical
logs, adapting to log evolution. Second, instead
of requiring extensive data for training, LLMs use
rule-based alignment, which enhances the model’s
generalization capability.

2.2 Log-based Anomaly Detection

Log-based anomaly detection aims to identify
whether a system failure or anomaly has occurred,
which may result from hardware or software issues,
such as a kernel crash. In recent years, several
deep learning-based methods have been proposed,
including supervised approaches like LogRobust
(Zhang et al., 2019) and NeuralLog (Le and
Zhang, 2021) , and self-supervised methods such
as DeepLog (Du et al., 2017) and LogAnomaly
(Meng et al., 2019).

To improve the interpretability of anomaly de-
tection, recent work has explored using LLMs for
this task. Qi et al. proposed LogGPT (Qi et al.,
2023), and Liu et al. introduced LogPrompt (Liu
et al., 2024), both utilizing ChatGPT for log-based
anomaly detection. Guo et al. developed OWL
(Guo et al., 2024), which constructed an instruction
dataset for IT-related tasks and fine-tuned LLMs
for various IT-related tasks, including log-based
anomaly detection.

However, despite improving interpretability,
many LL.M-based anomaly detection models strug-
gle with precision, even when provided with nu-
merous detection examples in the prompts. This is
largely due to hallucinations generated by LLMs
during inference, which increase false positives.
Therefore, LLMs must understand the rules of
anomaly detection beyond just examples to mit-
igate these hallucinations.
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2.3 Enhancing LLM’s Reasoning Abilities

Many real-world problems require inductive rea-
soning to derive correct answers. Typically, the
problem statement provides the necessary facts
within the context but does not explicitly state the
rules. Humans often make hypotheses, test them
based on observations, and refine them accordingly,
eventually deriving implicit rules (Frinken et al.,
2022; Qiu et al., 2024). Furthermore, humans can
obtain knowledge by learning from rules in a differ-
ent context. In other words, given detailed rules and
a few examples, humans can generalize effectively.

However, LLMs still lag behind humans in
reasoning ability. Currently, LLMs primarily
learn through examples, implicitly acquiring in-
ternal rules from supervised datasets (Hu et al.,
2024). While pre-trained LLMs can retrieve some
common-sense knowledge from their parameters
(Petroni et al., 2019), this implicit process often
leads to unexpected hallucinations (Hu et al., 2024).
Such hallucinations are particularly common with
problems that are either infrequently addressed in
the pre-training data (Roberts et al., 2020) or con-
flict with typical real-world problem formulations
(Longpre et al., 2021; Wu et al., 2024).

Some works address the hallucinations within
LLMs by having them propose hypotheses and ap-
ply inductive reasoning. For instance, iterative hy-
pothesis refinement (Qiu et al., 2024) explores the
potential of LLMs for inductive reasoning. Hypoth-
esis search (Wang et al., 2024) tackles inductive
reasoning tasks by generating and testing hypothe-
ses in both natural language and code. When a hy-
pothesis is validated for a specific task, it is treated
as a rule. We aim for LLMs to use the correct
rules they generate to perform stronger reasoning,
leading to better performance in log analysis tasks.

3 LogRules

To reduce hallucinations in LLMs during log anal-
ysis tasks, we propose LogRules, a log analysis
framework that generates and applies rules using
LLMs. LogRules consists of three stages: induc-
tion, alignment, and deduction. In the induction
stage, we use a powerful LLM (such as OpenAl
GPT-40-mini (OpenAl, 2024)) to generate a series
of log-related rules, which are then validated on
the training set. Once a rule is verified for accurate
reasoning, it is added to the rule repository. In the
alignment stage, we also use the powerful LLM
to perform reasoning on the training logs using

both rule-based and case-based prompting. The
results from these reasoning processes are used
as chosen and rejected alignment samples, and
we fine-tune a smaller LLM (such as LLaMA-3-
8B-Instruct (Dubey et al., 2024) and Qwen2.5-7B-
Instruct (Qwen, 2024)) through contrastive prefer-
ence optimization (CPO) (Xu et al., 2024a). In the
reasoning stage, the smaller LLM leverages the rule
repository to construct prompts for log analysis on
the test set. The overall framework of LogRules is
shown in Figure 3.

3.1 Induction Stage

To uncover explicit knowledge for reasoning, we
use GPT-40-mini to induce rules. The induction
stage consists of three steps: log sampling, rule
generation, and rule ranking.

3.1.1 Log Sampling

Since logs are vast and large in volume, generating
rules from a massive amount of logs would be more
reliable, but using GPT for large-scale reasoning
is costly. Therefore, we sample logs to create a
dataset Dy = {(z;,9:)},, where x; and y; rep-
resent logs and labels respectively, and T' denotes
the specific log analysis task (e.g., log parsing or
anomaly detection). The dataset Dy is then split
into a training set D" and a test set D', such
that Dy = DS3in U DI,

3.1.2 Rule Generation

We prompt GPT-40-mini to generate rules relevant
to the log analysis task based on the training set.
Rule reasoning involves a function (i.e., GPT and
prompts) f : X UY — V which maps logs and
labels to rules {r;},, where M is the number
of rules, r; = (vi,l,vm, "'>Ui,l>’ Vij € V(l <
j < 1) represents the j-th token of the i-th rule,
and [ is the number of r;’s tokens. Rule r; can
take various forms, typically expressed in natural
language, where V' represents the vocabulary space
of GPT-40-mini. Our goal is to find a function f
that best describes the rules governing D7 with
only the training set D", A good rule should
balance accuracy and coverage, meaning it must
have enough expressive power to capture the rules
of DIFin while generalizing to D,

3.1.3 Rule Ranking

Once the rules are generated, they need to be pri-
oritized so the LLMs can understand their relative
importance and apply higher-priority rules during
reasoning. We embed all the rules into the prompt
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and use GPT-40-mini to perform reasoning on the
training set D&E"‘in, asking it to indicate which rules
are used. We then tally the usage of each rule and
prioritize them based on the frequency of use, from
highest to lowest.

3.2 Alignment Stage

We found that powerful LLMs (such as the GPT se-
ries) perform well in reasoning for log tasks using
rules. However, smaller LLMs (= 8B parameters)
struggle to effectively utilize these rules. Specif-
ically, smaller LL.Ms often lack the rule compre-
hension necessary to solve log tasks correctly or
fail to follow the rules properly. To enhance the
rule-based reasoning capabilities of smaller LL.Ms,
we propose a rule-based alignment method.

First, we construct case-based prompting and
rule-based prompting, with log training samples
z; € DN a5 input. This generates outputs y§°
and y'l°, respectively. Next, we select samples
where the outputs generated by case-based prompt-
ing do not match the ground true labels as rejected
samples, i.e., y! = 1(y$%¢ # y;). At the same time,
samples where the outputs generated by rule-based
prompting match the ground true labels as chosen
samples, i.e., y¥ = 1(yM = y;). This expanded
the training set to D" = {(z;, y;, y!, y? )}fvz"f".
Finally, we use contrastive preference optimization
(CPO) (Xu et al., 2024a) to fine-tune the smaller
LLM. Compared to direct preference optimization
(DPO) (Rafailov et al., 2023), CPO does not rely on
a reference model, optimizing both memory usage
and speed. CPO contains two terms: a preferred
term and a behavior cloning (BC) regularizer. The
computation of the preferred term is as follows:

Lp(mg) = —E,, 1 yuwy~pmin[log o (5 log mo (y;’ | i)

(D
—Blog mo(yi|zs))],

where 7y represents the policy (LLM) with param-
eters 0, o is the sigmoid function, and 5 is is a
hyperparameter. Additionally, CPO incorporates a
BC regularizer to ensure that my does not deviate
from the chosen data distribution, i.e.,

ﬁBc(ﬂ'g) = _E(zi,yﬁ,y;”)wD‘j@i“ [log o (yz"\xl)] (2)
Finally, the total loss is computed as
L(mg) = Lp(mg) + aLpc(m), 3)

where o is a hyperparameter that controls the
strength of the BC regularizer.

3.3 Deduction Stage

In the rule-based reasoning stage, the aligned LLM
uses a rule-based prompt to analyze and reason
about incoming logs. These prompts include the
specific task (e.g., log parsing or log-based anomaly
detection) and a brief task description written by
humans based on the task type. Additionally, the
set of rules generated during the induction stage
is embedded into the rule-based prompt, guiding
the LLM to perform reasoning based on these rules.
The LLM is instructed to generate output, and the
final answers are extracted from the output using
regular expressions.

4 Experiments

4.1 Experimental Settings
4.1.1 Datasets

We use several real-world log datasets from the
open-source Loghub (Zhu et al., 2023a) reposi-
tory. These logs were generated by distributed
systems, supercomputers, operating systems, stan-
dalone software, et al. The statistical information
of the datasets can be found in Appendix A.

For log parsing, we evaluate LogRules on 16
datasets, each containing 2,000 logs. To achieve
low-cost induction and alignment, we construct the
training set using only a single log from each of 10
datasets, while the remaining 6 datasets are used to
evaluate the generalization capability of LogRules.

For log-based anomaly detection, we select the
labeled datasets BGL (Oliner and Stearley, 2007)
and Spirit (Stearley and Oliner, 2008), each con-
taining 10,000 logs. The datasets are split into
training and test sets in a 4:1 ratio, ensuring no
overlap between the two.

4.1.2 Evaluation Metrics

We select widely used metrics for evaluation. For
log parsing, we use grouping accuracy (GA) (Zhu
et al., 2019), parsing accuracy (PA), normalized
edit distance (ED) (Marzal and Vidal, 1993), F1
score of grouping accuracy (FGA) (Jiang et al.,
2023), and F1 score of template accuracy (FTA)
(Dai et al., 2022). For log-based anomaly detection,
we evaluate performance using precision (P), recall
(R), and F1 score (F1). The details of these metrics
can be found in Appendix B.

4.1.3 Hyperparameter Settings

The hyperparameter settings for LLM generation
are as follows: temperature is set to 0.0, top_p
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and top_k are both set to 1, repetition_penalty is
set to 1, and max_new_tokens is set to 2048. The
hyperparameter settings for alignment are shown
in Appendix D.

4.2 Comparison with Baselines

4.2.1 Log Parsing

We select 4 open-source log parsers and 1 closed-
source LLM for baseline comparison: Brain (Yu
et al., 2023), DivLog (Xu et al., 2024b), LILAC
(Jiang et al., 2024), LogBatcher (Xiao et al., 2024),
and GPT-4-turbo. Among these, Brain is a syntax-
based parser, while DivLog, LILAC, and Log-
Batcher leverage OpenAl GPT for log parsing. To
reduce inference costs while maintaining strong
parsing performance, we focus on smaller LLMs,
and replace the LLM of LogBatcher from GPT to
a smaller LLM, LLaMA-3-8B-Instruct. LogRules
follows the same process as LogBatcher but uses
a smaller LLM and employs rule-based prompt-
ing for inference. Detailed descriptions of these
baseline parsers are provided in Appendix C.1.

The experimental results of the baseline meth-
ods and LogRules across 16 datasets are shown
in Table 1, and additional results for GPT-40 and
GPT-40-mini are shown in Appendix E. LILAC and
GPT-4-turbo demonstrate excellent performance,
while LogBatcher, after replacing GPT with the
smaller LLM, shows a notable drop in performance,
especially in PA and ED metrics. Our proposed Lo-
gRules performs only second to LILAC and GPT-4-
turbo, both of which leverage powerful GPT mod-
els. In contrast, LogRules utilizes the Qwen2.5-7B-
Instruct model with only 7 billion parameters. No-
tably, LogRules excels on the Windows and Linux
datasets, where most parsers struggle.

To evaluate the robustness of the baseline meth-
ods and LogRules, we present the boxplot of the
results in Figure 4. It shows that for the GA metric,
LogRules achieves the third narrowest interquartile
range (IQR) after Brain and GPT-4-turbo, and has
only one outlier. In terms of PA, LogRules has
higher upper and lower quartiles than LogBatcher,
though the median is the same, but it is less robust
compared with GPT-based parsers. For ED, while
LogRules has a wider IQR than LILAC and Log-
Batcher, it has zero outliers, whereas both LILAC
and LogBatcher have three outliers. Overall, Lo-
gRules demonstrates strong robustness, making it
suitable for a wide range of log datasets.

4.2.2 Log-based Anomaly Detection

We select 8 log-based anomaly detection methods
as baselines for comparison, including the unsuper-
vised deep learning methods DeepLog (Du et al.,
2017), LogAnomaly (Meng et al., 2019), the LLM-
based methods LogPrompt (Liu et al., 2024), Log-
GPT (Qi et al., 2023), OWL (Guo et al., 2024),
and 3 OpenAl GPT series models. Details of these
methods can be found in Appendix C.2, with the
experimental results shown in Table 2.

As seen in Table 2, LLM-based anomaly detec-
tion methods still lag slightly behind unsupervised
deep learning approaches. However, our LogRules
framework, by incorporating rule-based prompting,
achieves the best performance. Compared to the
LLM-based method OWL, LogRules improves F1
scores by 36.2% and 29.8% on the BGL and Spirit
datasets, respectively.

4.3 Rule-based vs. Case-based Reasoning
4.3.1 Log Parsing

To compare the impact of case-based and rule-
based prompting on log parsing, we evaluate Lo-
gRules with these tow strategies on 16 datasets, and
calculate the average GA, FGA, and FTA metrics.
For case-based prompting, we conduct experiments
using 1-shot, 2-shot, and 4-shot configurations for
LLaMA-3-8B-Instruct, with the results shown in
Figure 5.

As seen in Figure 5, rule-based prompting out-
performs case-based prompting across all metrics,
demonstrating its superiority. Additionally, we
observe that the 2-shot case-based prompting per-
forms better than the 1-shot and 4-shot configura-
tions, with FGA performing the worst in the 4-shot
setup. This indicates that case-based prompting
is highly sensitive to the selection of examples,
leading to instability. In contrast, while rule-based
prompting also depends on rule selection, the rules
are validated and better capture the essence, result-
ing in greater stability.

4.3.2 Log-based Anomaly Detection

To assess the impact of case-based versus rule-
based prompting on log-based anomaly detection,
we evaluate LogRules with these tow strategies on
the BGL and Spirit datasets, calculating precision,
recall, and F1 scores. Similarly, for case-based
prompting, we conduct experiments using 1-shot,
2-shot, and 4-shot configurations for LLaMA-3-
8B-Instruct, with the results shown in Table 3.
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Table 1: Comparison with state-of-the-art log parsers (%). The bold and underlined fonts indicate the best and
second best results among methods, respectively.

Brain DivLog LILAC LogBatcher GPT-4-turbo LogRules
GAT PAT EDT | GAT PAT EDT | GAT PAT ED{ | GAT PAT ED{ | GAT PAf EDT | GAT PAT EDT
HDFS 99.8 959 99.7| 930 996 999 | 100 100 100 | 100 100 100 | 100 100 100 | 99.8 99.8 100
Hadoop 95.0 158 75.1 | 683 744 915|991 958 98.6 | 962 781 93.1 | 99.0 88.6 952 | 98.6 552 90.1
Spark 99.8 37.6 950 | 73.8 96.0 983|999 983 99.8 |99.7 968 983 | 99.8 972 999 | 81.3 929 97.7
Zookeeper | 98.9 779 98.7 | 955 979 99.8| 100 98.7 99.9 | 98.6 543 851|995 988 995 | 989 987 99.6
BGL 99.6 42.6 89.1| 736 950 99.0 | 983 972 989 | 86.6 89.1 96.1 | 96.7 94.1 989 | 98.8 96.2 989
HPC 945 66.0 973|935 98.0 99.7 | 97.0 994 999 | 951 747 946 | 953 843 995|950 944 994
Thunderbird | 97.1 6.0 932 | 234 879 97.8| 984 913 983|978 850 964 | 914 854 953|962 924 98.8
Windows 99.7 463 97.6 | 71.0 71.5 903 | 69.6 68.5 89.7 | 69.6 29.6 73.0| 966 859 962|992 859 947
Linux 358 17.6 77.0 | 484 620 935|298 422 926|754 707 947 | 89.8 87.6 99.2 | 87.5 86.2 98.0
Android 96.0 253 924 | 737 677 952|953 627 923|944 796 958 | 97.1 787 973|924 70.7 952
HealthApp | 100 26.1 87.1 | 87.6 984 99.7 | 99.8 988 99.8 | 90.0 869 942 | 920 914 98.1 | 99.6 98.6 99.5
Apache 100 984 99.6 | 984 985 99.7 | 100 100 100 | 100 73.1 94.1 | 98.6 97.8 99.6 | 100 994 99.9
Proxifier 527 704 945 | 531 993 999 | 100 99.5 999 | 522 522 925 | 8.1 90.6 99.7 | 100 100 100
OpenSSH 100 287 948 | 749 987 999 | 753 805 983 ] 99.6 498 90.3 | 956 956 98.9 | 99.6 99.6 99.9
OpenStack | 49.2 11.2 93.7 | 22.0 437 873 | 100 97.7 99.1 | 100 43.1 94.6 | 794 482 99.2 | 441 429 8938
Mac 949 383 902|712 549 89.8| 805 562 89.2 | 839 405 845|925 628 949 | 89.7 50.1 90.1
Average 883 440 922 | 70.1 839 963|902 86.7 973|904 688 923|943 867 98.2 | 925 852 970
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Figure 4: Robustness comparison of baselines and LogRules.

Table 2: Comparison with state-of-the-art log-based
anomaly detection methods (%). The bold fonts indicate
the best results among methods.

BGL Spirit

Method Pt RI FIT| PI R FIT
Deeplog | 92 992 168|352 100 52.1
LogAnomaly | 11.2 985 20.1 | 60.2 779 679
LogPrompt | 24.9 834 384 [29.0 99.9 450
LogGPT | 280 100 356|340 100 50.7
OWL 30.1 86.6 44.6 | 354 972 518
GPT4-turbo | 25.7 792 388 | 368 99.4 53.7
GPT-40 | 33.1 784 465|392 956 556
GPT-4o-mini | 26.3 80.7 39.7 | 37.6 96.7 54.1
LogRules | 764 857 80.8|69.0 100 816

As shown in Table 3, case-based prompting
performs poorly, whereas rule-based prompting
achieve outstanding results. Compared to 4-shot
case-based prompting, rule-based prompting im-

80 1
60 1
]
=
&)
-
40 A
B case (1-shot)
201 mmm case (2-shot)
B case (4-shot)
B rule
0 A
GA FGA FTA
Metric

Figure 5: Comparison between case-based and rule-
based reasoning for log parsing (%).

proves the F1 score by 29.6% on the BGL dataset
and 60.5% on the Spirit dataset.
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Table 3: Comparison between case-based and rule-
based reasoning for log-based anomaly detection (%).
The bold fonts indicate the best results among methods.

\ BGL \ Spirit
Method Pt Rf FIt| PT Rf FI
Case-based (1-shot) | 154 993 26.6 | 0.5 400 1.0
Case-based (2-shot) | 17.1 99.3 29.1 | 1.5 400 29

Case-based (4-shot)
Rule-based

413 674 512
| 76.4 857

119 950 21.1
80.8 | 69.0 100 81.6

4.4 Comparison of Generated and
Human-crafted Rules

Some studies have used human-crafted rules for
log parsing. For example, Khan et al. (Khan et al.,
2022) designed heuristic rules to refine identified
templates. Other related works such as LILAC
(Jiang et al., 2024) and LogPPT (Le and Zhang,
2023b) have also adopted such rules to fine-tune
generated templates, minimizing the impact of in-
consistent labels. To compare the rules generated
by GPT-40-mini with those crafted by humans, we
embed both into rule-based prompts and conduct
comparison experiments on the test set. The rules
created by humans and generated by GPT-40-mini
can be found in Appendix G.1 and G.2, respectively.

Table 4: Comparison between human-crafted and gener-
ated rules for log parsing (%). The bold fonts indicate
the best results between them.

Human-crafted GPT-40-mini
GAT PAT EDT | GAT PAT ED?T

HDFS 100 100 100 | 99.8° 99.8 100
Hadoop 989 87.6 873 | 98.6 552 90.1

Spark 998 953 98.7 | 81.3 929 977

Zookeeper | 989 83.0 959 | 989 98.7 99.6
BGL 99.2 953 985 | 988 96.2 98.9
HPC 90.7 872 963 | 95.0 944 994

Thunderbird | 91.1 83.8 93.6 | 96.2 924 98.8
Windows | 69.1 304 729 | 99.2 859 94.7
Linux 99.7 89.0 962 | 87.5 86.2 98.0
Android 91.0 674 939|924 70.7 952
HealthApp | 90.0 87.0 939 | 99.6 98.6 99.5
Apache 100 994 999 | 100 994 999

Proxifier 985 984 998 | 100 100 100
OpenSSH | 97.3 903 975 | 99.6 99.6 99.9
OpenStack | 49.1 45.0 90.2 | 44.1 429 89.8

Mac 87.6 41.0 873 | 89.7 50.1 90.1

Average 913 80.0 945|925 852 97.0

The experimental results are shown in Table
4. Overall, the rules generated by GPT-40-mini
outperform those crafted by humans, although the
human-crafted rules have some advantages on the

HDEFS, Hadoop, Spark, Linux, and OpenStack
datasets.

4.5 Performance among Different LLMs

We use LLaMA-3-8B-Instruct, LLaMA-3.1-8B-
Instruct, and Qwen2.5-7B-Instruct as the LLMs
for log parsing. In addition to using the average
GA, PA, and ED across 16 datasets as evaluation
metrics, we also measure the total inference time
for each LLM. As shown in Table 5, Qwen2.5-7B-
Instruct not only achieves the best performance in
GA, PA, and ED metrics, but its inference speed is
also approximately twice as fast as LLaMA-3-8B-
Instruct.

Table 5: Comparison among different LLMs for log
parsing. The bold fonts indicate the best results among
LLMs.

LLM |GAT PAT ED?|Time (s))

LLaMA-3-8B-Instruct {90.8 73.1 93.9| 612.8
LLaMA-3.1-8B-Instruct|81.8 77.1 95.0| 6018.2
Qwen2.5-7B-Instruct |92.5 85.2 97.0| 317.6

To explore the differences in log parsing perfor-
mance between LLaMA-3-8B-Instruct, LLaMA-
3.1-8B-Instruct, and Qwen2.5-7B-Instruct, we an-
alyze several log parsing examples. We find that
LLaMA-3.1-8B-Instruct tends to generate Python
code to implement log parsing based on the given
rules. An example is shown in Appendix F.2. This
approach, where Python code is first generated and
then the parsing results are output, is the main
reason its inference time is longer compared to
LLaMA-3-8B-Instruct and Qwen2.5-7B-Instruct.
In some cases, they only generate Python code
without providing the final parsing results. Since
LogRules does not include a Python interpreter,
this leads to parsing failures.

In contrast, Qwen2.5-7B-Instruct tends to rely
more on natural language for log parsing. As the
experimental results demonstrate, this approach is
more efficient than generating Python code first
and then outputting results.

5 Conclusion

LLMs experience hallucinations when analyzing
system logs, largely due to the implicit knowledge
and rules in logs that LLMs struggle to capture. To
address this, we propose LogRules, a lightweight
log analysis framework that generates and applies
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rules through LLMs. Experiments show that Lo-
gRules, using LLMs with approximately 8B pa-
rameters, outperforms OpenAl GPT-based meth-
ods in both log parsing and anomaly detection,
and achieves better performance compared to case-
based prompting methods.

6 Limitations

Although LogRules has achieved impressive perfor-
mance, as mentioned in Section 4.5, some LLMs
may handle log analysis tasks by generating code.
Since LogRules currently lacks a code interpreter,
it cannot obtain the final output in such cases. We
plan to integrate various tools into LogRules, in-
cluding a code interpreter, to ensure its effective
application in real-world scenarios.

7 Ethical Considerations

We use open-source log datasets for experiments.
However, real-world logs may contain personal
information or sensitive business data of users. Pro-
cessing such data with large models could pose
a risk of privacy breaches, especially when data
needs to be uploaded to the cloud. The security
during storage and transmission is crucial. Besides,
certain regions or industries (e.g., healthcare, fi-
nance) have strict compliance requirements for data
storage and processing. Using LLMs to process
these logs might violate privacy regulations.
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A Details of Datasets

A.1 Log Parsing

Experiments of log parsing are conducted on the
most widely-used benchmark datasets published
in Loghub (Zhu et al., 2023a). The details are
available in Table 6.

A.2 Log-based Anomaly Detection

We select the labeled datasets BGL (Oliner and
Stearley, 2007) and Spirit (Stearley and Oliner,
2008). The datasets are split into training and test
sets in a 4:1 ratio, ensuring no overlap between the
two. The details are available in Table 7.

B Details of Evaluation Metrics

B.1 Log Parsing

Grouping accuracy (GA). GA (Zhu et al., 2019)
assesses the ability to correctly group log messages
belonging to the same template. GA is defined
as the ratio of correctly grouped log messages to
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Table 6: Statistical details of the datasets for log parsing.

Dataset # Templates | # Train | # Test
HDFS 14 1 2,000
Hadoop 114 0 2,000
Spark 36 0 2,000
Zookeeper 50 1 2,000
BGL 120 1 2,000
HPC 46 1 2,000
Thunderbird 149 0 2,000
Windows 50 0 2,000
Linux 118 1 2,000
Android 166 0 2,000
HealthApp 75 1 2,000
Apache 6 0 2,000
Proxifier 8 1 2,000
OpenSSH 27 1 2,000
OpenStack 43 1 2,000
Mac 341 1 2,000

Table 7: Statistical details of the datasets for log-based
anomaly detection.

Dataset ‘ # Train (Anomalies) ‘ # Test (Anomalies)

BGL 8,000 (611) 2,000 (147)
Spirit 8,000 (75) 2,000 (20)

the total number of log messages. A log message
is regarded as correctly grouped if and only if its
template aligns with the same set of log messages
as that of the ground truth.

Parsing accuracy (PA). PA (Dai et al., 2022)
assesses the ability to correctly extract the static
templates and dynamic variables for each log mes-
sage, which is essential for downstream tasks, such
as anomaly detection (Du et al., 2017). PA is de-
fined as the ratio of correctly parsed log messages
to the total number of log messages. A log mes-
sage is regarded as correctly parsed if and only if
all tokens of templates and variables are correctly
identified.

Edit distance (ED). ED assesses the perfor-
mance of template extraction in terms of string
comparison (Nedelkoski et al., 2020). It calculates
the minimum number of actions needed to convert
one template into another. We apply normalized
ED (Marzal and Vidal, 1993), which computes the
mean ED of all compared template pairs in the
dataset (parsed templates versus ground truth tem-
plates).

F1 score of grouping accuracy (FGA). FGA

(Jiang et al., 2023) is a template-level metric that
focuses on the proportion of correctly grouped tem-
plates rather than log messages. Specifically, let
N, be the actual correct number of templates in the
ground truth, and N, be the number of templates
that are generated by a log parser. If IV, is the
number of templates that are correctly parsed by
the log parser, we define the Precision of Grouping
Accuracy (PGA) as %—; and the Recall of Grouping

Accuracy (RGA) as % Then, we calculate FGA

as their harmonic mean, i.e., %.

F1 score of template accuracy (FTA). Similar
to FGA, FTA (Khan et al., 2022) is a template-level
metric that is calculated based on the proportion of
correctly identified templates. It is computed as the
harmonic mean of precision and recall of template
accuracy. Differently, a template is regarded as
correctly identified if and only if log messages of
the parsed template share the same ground-truth
template and all tokens of the template are the same
as those of the ground-truth template.

B.2 Log-based Anomaly Detection

Log-based anomaly detection methods are typically
evaluated with three metrics: precision, recall and
F1 score, with the following definitions:

Precision (P). The percentage of correctly de-
tected anomalous logs among all predicted anoma-
lous logs, i.e., P = %EFP.

Recall (R). The percentage of correctly detected
anomalous logs among all actual anomalous logs,

. _ TP
ie,R = TPIFN-
F1 score (F1). The harmonic mean of precision
: _ 2xXTP
and recall, i.e., F1 = SXTP+FPIFN -

True positive (TP) denotes the log is actually
anomalous and the model detects it as also anoma-
lous, false negative (FN) denotes the log is actually
anomalous, but the model incorrectly detects it as
normal, and false positive (FP) denotes log is actu-
ally normal, but the model incorrectly detects it as
anomalous.

C Details of Baseline Methods

C.1 Log Parsing

We select 4 open-source log parsers for baseline
comparison: Brain (Yu et al., 2023), DivLog (Xu
et al., 2024b), LILAC (Jiang et al., 2024), and Log-
Batcher (Xiao et al., 2024). Among these, Brain is
a syntax-based parser, while DivLog, LILAC, and
LogBatcher leverage OpenAl GPT for log parsing.
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Brain. It leverages a bidirectional parallel tree
to complement the longest common pattern with
constant words to form complete log templates.
This hierarchical tree structure allows efficient and
accurate grouping of log entries. Initially, logs are
grouped based on the longest common pattern of
words. This pattern is treated as the root of the
tree. Subsequently, words are added to the tree in
two directions: (1) parent direction, which checks
for missing constant words with frequencies higher
than the root node, and (2) child direction, which
handles words with frequencies lower than the root
node to account for variations in log structures.
After the tree construction, Brain generates the final
log templates by combining constant and variable
nodes.

DivLog. It leverages the in-context learning
(ICL) (Dong et al., 2023) capabilities of LLMs,
particularly GPT-3 (Brown et al., 2020). It uses a
few examples within a prompt to guide the model
in generating log templates for unseen logs. This
method avoids the need for task-specific training
or handcrafted features. Before log parsing, Di-
vLog samples a small number of diverse logs from
the dataset, maximizing sample diversity to create
a labeled candidate set. During parsing, DivLog
selects the most relevant examples from the can-
didate set for each new log. These examples are
formatted into a prompt, which is then used by
GPT-3 to generate the log template. Moreover,
the prompt includes a clear instruction along with
relevant examples, helping the LLM to extract com-
mon patterns and generate accurate log templates.
To ensure output quality, the template format is re-
stricted using special locators (e.g., <START> and
<END>). To improve robustness, DivL.og uses de-
terminantal point process (DPP) (Chen et al., 2018)
for diverse log sampling and K-nearest neighbors
(KNN) for selecting the most relevant examples.
This helps avoid bias and ensures that examples are
diverse and similar to the query log.

LILAC. It leverages LLMs and an adaptive pars-
ing cache to address three challenges: the lack of
specialized log parsing capabilities in LLMs, in-
consistency in outputs, and the high computational
overhead of using LLMs for log parsing tasks. It
employs hierarchical candidate sampling algorithm
to select diverse and representative log messages
from which effective demonstration examples are
chosen. To improve efficiency and mitigate the
high computational cost of LLM inference, LILAC
introduces an adaptive parsing cache. This cache

stores previously generated log templates and al-
lows the system to reuse them for similar logs,
reducing the need for repeated LLM queries.

LogBatcher. It uses a clustering algorithm DB-
SCAN (Ester et al., 1996) to partition logs into mul-
tiple sections, ensuring that logs within the same
partition share common characteristics. It also im-
plements a caching mechanism to store parsed log
templates, which are then matched with logs in the
current partition to avoid redundant LLM queries,
improving parsing efficiency. Additionally, it pro-
poses a batching-query method, where diverse logs
are sampled from each partition and sent as a batch
to the LLMs for parsing. This approach allows
LLMs to better perform log parsing tasks by lever-
aging the diversity of input logs, even without la-
beled examples.

C.2 Log-based Anomaly Detection

We evaluate the performance of LogRules and com-
pare it with influential baseline methods, including
deep learning-based methods Deeplog (Du et al.,
2017) and LogAnomaly (Meng et al., 2019), LLM-
based methods LogPrompt (Liu et al., 2024), Log-
GPT (Qi et al., 2023) and OWL (Guo et al., 2024).
The details of these methods are as follows:

DeepLog. It focuses on learning and detecting
anomalies from log sequences. In the training stage,
an LSTM (Hochreiter and Schmidhuber, 1997) is
trained to capture the sequential patterns of nor-
mal logs. During the detection stage, the model
predicts the next log event based on the current
sequence. A sequence is classified as normal if
the predicted event matches the actual event, and
anomalous otherwise.

LogAnomaly. Similar to DeepLog, it employs
LSTM as backbone model for learning and detec-
tion from both log sequences and log parameters. It
takes into account the semantic information of logs
by Template2Vec, which also considers synonyms
and antonyms in the log text. Log key sequences
and log count vectors are as inputs, and the LSTM
is trained to perform anomaly detection.

LogPrompt. It employs ChatGPT (OpenAl,
2023) to perform online log analysis tasks via a
suite of advanced prompt strategies tailored for log
tasks, which enhances the performance of Chat-
GPT.

LogGPT. It aims to explore the transferability of
knowledge from large-scale corpora to log-based
anomaly detection by leveraging the language in-
terpretation capabilities of ChatGPT.
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OWL. Itis an LLM trained on constructed OWL-
Instruct with a wide range of IT-related informa-
tion. Specifically, limited by the maximum input
length, the homogeneous Markov context exten-
sion (HMCE) method is proposed. The mixture-
of-adapter strategy is leveraged to improve the
parameter-efficient tuning across different domains
or tasks.

D Hyperparameter Settings for
Alignment

We use CPO to enhance the rule-based reasoning
capabilities of smaller LLMs. The hyperparameters
settings for alignment are shown in Table 8.

Table 8: The hyperparameter settings for alignment.

Hyperparameter ‘ Value
5 (Factor for CPO loss) 0.1
o (Factor for BC regularizer) | 1.0
learning_rate 2e-4
weight_decay le-3
max_grad_norm 0.3
max_length 1024
Ir_scheduler_type linear
num_train_epochs 1
warmup_ratio 0.03
per_device_train_batch_size 1
gradient_accumulation_steps 1

E Additional Results

The experimental results of GPT-40 and GPT-4o-
mini for log parsing are presented in Table 9. It
is evident that the average performance of both
GPT-40 and GPT-40-mini falls short compared to
LogRules, as detailed in Table 1.

F Prompting Details

F.1 Induction Stage

The details of prompts for log parsing and log-
based anomaly detection are shown in Figure 6 and
7, respectively.

F.2 Deduction Stage

The details of prompts for log parsing and log-
based anomaly detection are shown in Figure 8 and
Figure 9, respectively.

Moreover, we observe that LLaMA-3.1-8B-
Instruct tends to generated Python code for han-

Table 9: The performance of GPT-40 and GPT-40-mini
for log parsing (%).

GPT-40-mini GPT-40
GAt PAtT EDt | GAT PAtT ED?
HDFS 100 100 100 | 100 100 100
Hadoop 96.2 92.1 938 | 988 94 974
Spark 99.7 96.8 983 | 942 956 978
Zookeeper | 98.6 943 951 | 99.1 989 99.7
BGL 94  86.6 96.1 | 99.8 91.8 98.9
HPC 95.1 847 946|953 926 994
Thunderbird | 97.8 93 974 | 942 92.1 98.7
Windows | 71.6 83.6 942 | 96.2 872 953
Linux 854 80.7 947|953 522 927
Android 944 79.6 958|979 81 96.6
HealthApp | 92.5 869 942 | 889 89.3 96.6
Apache 100 89.1 94.1 | 100 100 100
Proxifier 522 832 955 86.1 82.6 97.1
OpenSSH | 99.6 90.8 973 | 925 935 100
OpenStack | 100 43.1 96.6 | 451 45 912
Mac 899 605 885|903 52 912
Average 91.7 84.1 954|921 842 970

dling log parsing. An example can be seen in Fig-
ure 10.

G Rules
G.1 Human-crafted Rules

The details of human-crafted rules for log parsing
are shown in Table 10.
G.2

The details of rules generated by GPT-40-mini for
log parsing and log-based anomaly detection are
shown in Table 11 and 12, respectively.

Generated Rules
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Log parsing

System

You will be given some examples of log parsing, you need to induce some parsing rules based on
these examples. The examples are given with the format "<raw_log> — <parsed_log>". You must
output the induced rules with JSON format containing keys "task" and "rules", where "task" is
"log_parsing" and "rules" is a list of strings.

User
Given examples:
{EXAMPLES}

Figure 6: The prompt for log parsing in induction stage, with blue fonts indicating the input parts.

Log-based anomaly detection

System

You will be given some examples of log-based anomaly detection, you need to induce some
detection rules based on these examples.The examples are given with the format "<raw_log> —
<category>". You must output the induced rules with JSON format containing keys "task" and
"rules", where "task" is "anomaly_detection" and "rules" is a list of strings.

User
Given examples:
{EXAMPLES}

Figure 7: The prompt for log-based anomaly detection in induction stage, with blue fonts indicating the input part.

Table 10: Human-crafted rules for log parsing.

Rule description ‘ Example (before — after)

Replace double spaces with a single space Input:__{{variable}} — Input:_{{variable}}

Replace digit tokens with variables euid=0 — euid={{variable}}

Replace True/False with a variable cancel=false — cancel={{variable}}

Replace a path-like token with a variable /lib/tmp started — {{variable}} started

Replace a token containing both fixed and variable parts with a variable | python v{{variable}} — python {{variable}}

Replace consecutive variables as a single variable value={{variable} } { { variable}} — value={{variable}}
Replace dot separated variables as a single variable {{variable}}.{{variable}} seconds — {{variable}} seconds

Table 11: The rules generated by GPT-40-mini for log parsing.

Rank | Rule description

Replace sequences of numbers with {{variable}}

Replace IP addresses with {{variable} }

Replace host names with {{variable}}

Replace any occurrence of ’size <number>" with ’size {{variable}}’

Replace any occurrence of ’blk_<number>’ with ’{{variable}}’

Replace any sequence indicating a user with user={{variable}}’

Replace any "uid=<number>" and ’euid=<number>" with "uid={{variable}}’ and ’euid={{variable}}’ respectively
Keep the structure and text for logs that have no variable parts

Replace time indicators like *<number> s’ with ’{{variable}} s’

For statements resembling an event or action with a number, replace the number with {{variable}}

For logs indicating a connection or disconnection, replace specific addresses and ports with {{variable}}

O 001N Lt AW~
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Log parsing

System

You will be provided with some log messages separated by line break. You must abstract variables
with {{placeholders}} to extract the corresponding template. There might be no variables in the
log message. Here are some rules you can refer to:

{RULES}

Print the input log’s template delimited by backticks.

User

Log message:

“{LOG MESSAGES}®

Log template:

System

You will be provided with some log messages separated by line break. You must abstract variables
with {{placeholders}} to extract the corresponding template. There might be no variables in the
log message.

Print the input log’s template delimited by backticks.

User

Log message:

“{CASES OF LOG MESSAGES}*
Log template:

“{CASES OF LOG TEMPLATES}*
Log message:

“{LOG MESSAGES}*

Log template:

\

Figure 8: The prompts for log parsing in deduction stage, with blue fonts indicating the input parts. Top: rule-based
prompting; Bottom: case-based prompting.

Table 12: The rules generated by GPT-40-mini for log-based anomaly detection.

Rank | Rule description

If log contains ’data storage interrupt’, then label as > Anomalous’

If log contains ’data TLB error interrupt’, then label as * Anomalous’

If log contains ’rts: kernel terminated for reason’, then label as * Anomalous’
If log contains ’ciod: failed to read message prefix’, then label as > Anomalous’
If log contains "ciod: Error reading message prefix’, then label as *Anomalous’
If log contains ’status error: status=0x00’, then label as ’ Anomalous’

If log contains ’drive not ready for command’, then label as * Anomalous’

If log contains ’system epilog failed w/rc=1’, then label as *Anomalous’

0NN AW~
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Log-based anomaly detection

System

You will be given some rules of log-based anomaly detection with JSON format, you need to
utilize these rules to determine if the incoming logs are anomalous. You must output the results
with JSON format containing keys "task" and "category"”, where "task" is "anomaly_detection"
and "category" is "Normal" or "Anomalous".

Rules:

{RULES}

User

Given logs:

{LOG MESSAGES}

System

You will be given some cases of log-based anomaly detection with JSON format, you need to
utilize these cases to determine if the incoming logs are anomalous. You must output the results
with JSON format containing keys "task" and "category", where "task" is "anomaly_detection"
and "category" is "Normal" or "Anomalous".

Cases:

{CASES}

User
Given logs:
{LOG MESSAGES}

\

Figure 9: The prompts for log-based anomaly detection in deduction stage, with blue fonts indicating the input parts.
Top: rule-based prompting; Bottom: case-based prompting.
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T python
import re

def extract_template(log_message):
# Replace sequences of numbers with {{variable}}
log_message = re.sub(r'\d+', '{{variable}}', log_message)

# Replace IP addresses with {{variable}}
log_message = re.sub(r'00[0-9a-fA-FJ1{6}', '{{variable}}', log_message)

# Replace host names with {{variable}}
log_message = re.sub(r'[0-9a-fA-F1{8}', '{{variable}}', log_message)

# Replace any occurrence of 'size <number>' with 'size {{variable}}'
log_message = re.sub(r'size_\d+', 'size_{{variable}}', log_message)

# Replace any occurrence of 'blk_<number>' with 'blk_{{variable}}"
log_message = re.sub(r'blk_\d+', 'blk_{{variable}}', log_message)

# Replace any sequence indicating a user with 'user={{variable}}'
log_message = re.sub(r'dear_[0-9a-fA-FJ]{8}"', 'user={{variable}}"',
log_message)

# Replace any 'uid=<number>' and 'euid=<number>' with 'uid={{variable}}' and
'euid={{variable}}' respectively

log_message = re.sub(r'uid=\d+', 'uid={{variable}}', log_message)

log_message = re.sub(r'euid=\d+', 'euid={{variable}}', log_message)

# Keep the structure and text for logs that have no variable parts
log_message = re.sub(r'\d+_s', '{{variable}}_s', log_message)

# For statements resembling an event or action with a number, replace the
number with {{variable}}
log_message = re.sub(r'\d+', '{{variable}}', log_message)

# For logs indicating a connection or disconnection, replace specific
addresses and ports with {{variable}}
log_message = re.sub(r'iar_[0-9a-fA-F1{8}"', 'iar_{{variable}}', log_message)

return log_message
log_message = """
iar 003a90fc dear 00b360e8
iar 003a90dc dear 00b35148
iar 003a9108 dear 00c07348
iar 003a9294 dear 00c06c48
iar 003a926c dear 00f2b078
iar 00149fc@0 dear 00739d98
iar 001061fc dear 02f6676¢C
iar 0014ale4 dear 0099e6c8
iar 003a9258 dear 0136bd38
iar 00105e94 dear 02f5883c

nnn

print(f" {extract_template(log_message)} ")

Figure 10: An example of code generated by LLaMA-3.1-8B-Instruct during log parsing.
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