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Abstract

Challenges in managing linguistic diversity and
integrating various musical modalities are faced
by current music information retrieval systems.
These limitations reduce their effectiveness in
a global, multimodal music environment. To
address these issues, we introduce CLaMP 2,
a system compatible with 101 languages that
supports both ABC notation (a text-based musi-
cal notation format) and MIDI (Musical Instru-
ment Digital Interface) for music information
retrieval. CLaMP 2, pre-trained on 1.5 mil-
lion ABC-MIDI-text triplets, includes a multi-
lingual text encoder and a multimodal music
encoder aligned via contrastive learning. By
leveraging large language models, we obtain
refined and consistent multilingual descriptions
at scale, significantly reducing textual noise
and balancing language distribution. Our ex-
periments show that CLaMP 2 achieves state-
of-the-art results in both multilingual semantic
search and music classification across modali-
ties, thus establishing a new standard for inclu-
sive and global music information retrieval.

1 Introduction

As a cross-cultural art form that transcends geo-
graphical boundaries, music is being accessed glob-
ally more than ever, as people seek diverse content
to enhance their aesthetic experience. However,
current Music Information Retrieval (MIR) sys-
tems struggle to meet this demand, particularly in
the area of multilingual retrieval. For example, a
Japanese user searching for "Brazilian choro mu-
sic with themes of celebration and carefreeness”
in their native language may face significant chal-
lenges. Keyword-based retrieval methods might
return choro music, but they often fail to capture
the specific themes the user is searching for. Mean-
while, existing cross-modal MIR models remain
heavily focused on English (Huang et al., 2022;
Elizalde et al., 2023; Doh et al., 2023b), making
effective multilingual semantic search challenging.

A key limitation in the development of multilin-
gual MIR systems is that most music-text datasets
are predominantly in English (Agostinelli et al.,
2023; Lanzendorfer et al., 2023; Manco et al.,
2023). As a result, MIR models struggle to pro-
cess text queries in non-English languages. Addi-
tionally, textual noise—such as inconsistent meta-
data and variations in terminology—complicates
the task of matching descriptions to the appropri-
ate music. Addressing these challenges requires
advanced techniques to manage multilingual data
more effectively and reduce noise, allowing MIR
systems to bridge linguistic and aesthetic gaps.

Recent Large Language Models (LLMs) (Ope-
nAl, 2023; Meta, 2024; Google, 2024) have demon-
strated robust performance in language-related
tasks. LLMs have been used in previous cross-
modal MIR models and music-text dataset curation
to generate coherent descriptions and annotations
(Doh et al., 2023a; Wu et al., 2023b; Lu et al.,
2023; Melechovsky et al., 2024). This has proven
effective in improving text quality and enhancing
model performance. Since LLMs are typically mul-
tilingual, they hold significant potential for gener-
ating high-quality music descriptions in multiple
languages. This could overcome the limitations
of current MIR systems and significantly enhance
global music accessibility.

To leverage these advancements, we introduce
CLaMP 2, a cross-modal MIR model designed to
effectively link multilingual text with diverse music
data. The model includes a text encoder (Conneau
et al., 2020) and a music encoder (Wu et al., 2023a),
which are aligned by contrastive learning (Sohn,
2016; van den Oord et al., 2018). Pre-trained on a
substantial dataset of 1.5 million ABC-MIDI-text
triplets, CLaMP 2 incorporates LL.M-generated
text to boost its multilingual processing capabilities.
This enables the model to gain a deep understand-
ing of musical concepts and their subtleties across
various languages. Notably, CLaMP 2 supports
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101 languages and unifies two symbolic music for-
mats—ABC notation and MIDI—with new encod-
ing methods into one framework. By enhancing
multilingual semantic search and integrating di-
verse music data, CLaMP 2 sets a new standard for
global MIR, enabling users to access music from a
wide range of linguistic and cultural contexts.
The contributions of this paper are as follows:

* We utilized GPT-4 (OpenAl, 2023) to refine
the multilingual corpus used for contrastive
learning. This reduced noise, balanced lan-
guage distribution, and improved the overall
quality of the pre-training dataset.

* We enhanced an existing music encoder (Wu
et al., 2023a) to support both ABC notation
and MIDI data using novel encoding tech-
niques for better musical representation. Em-
pirical results prove that joint training on both
modalities enhances extracted feature quality.

* CLaMP 2 achieves state-of-the-art results
in multiple MIR tasks, showing that LLM-
generated data significantly boosts multilin-
gual retrieval performance.

2 Related Work

2.1 Multilingual Language Models

Multilingual Language Models (MLMs), trained
on text from various languages, play a crucial role
in Natural Language Processing (NLP) and related
fields. Early MLM research used word embed-
dings to represent words of different languages in a
shared representation space. For instance, fastText
(Joulin et al., 2017) provided pre-trained word em-
beddings for multilingual NLP tasks, enabling the
calculation of cross-language similarities.

In recent years, more advanced MLMs based
on complex neural network architectures (Vaswani
et al., 2017) have been introduced. Examples in-
clude mBERT!, mBART (Liu et al., 2020), and
mT5 (Xue et al., 2021), all of which evolved from
their monolingual counterparts (Devlin et al., 2019;
Lewis et al., 2020; Raffel et al., 2020) and are well-
suited to multilingual environments. XLM-R (Con-
neau et al., 2020) has shown strong performance
in low-resource languages, demonstrating the effi-
cacy of large-scale multilingual modeling. In con-
trast to English-centric models, M2M-100 (Fan

1https ://github.com/google-research/bert/blob/
master/multilingual.md

et al., 2021) allows direct translation between 100
languages, marking a major step forward in mul-
tilingual translation. Additionally, SeamlessM4T
(Meta, 2023b) overcomes the limitations of tradi-
tional translation models by supporting up to 100
languages and enabling translation between speech
and text, as well as within the same modality, all in
a unified framework.

Lately, LLMs (Zhipu, 2024; Mistral, 2024; Al-
ibaba, 2024) have become increasingly multilin-
gual to better serve a global audience. By utilizing
diverse linguistic data from large training corpora,
LLMs have improved both their accessibility and
usefulness for users around the world. Similarly,
cross-modal MIR systems must evolve to support
multilingual queries, enabling more inclusive re-
trieval and interaction across languages.

2.2 Applications of LLLMs in Music

Recent advancements in LLMs have greatly influ-
enced the music field. Specifically, many models
and datasets now leverage LLM-generated text to
improve both music understanding and generation.

MuseCoco (Lu et al., 2023) uses LLMs to trans-
late musical attributes into coherent, detailed de-
scriptions, enabling more precise control over mu-
sic generation. Similarly, Noise2Music (Huang
et al., 2023) leverages pre-trained LLMs to gen-
erate musical descriptions paired with audio data,
enriching the dataset with semantically rich cap-
tions. Beyond generative models, TTMR++ (Doh
et al., 2024) enhances text-to-music retrieval by
incorporating detailed descriptions from a fine-
tuned LLaMA 2 (Meta, 2023a) model alongside
metadata, leading to more relevant and accurate
search results. For dataset curation, MidiCaps
(Melechovsky et al., 2024) provides over 168 thou-
sand MIDI files, each paired with detailed musi-
cal attributes like tempo, key, and instrumentation.
These attributes are then utilized by Claude 3 Opus
(Anthropic, 2024) to generate fluent captions for
the MIDI files. LP-MusicCaps (Doh et al., 2023a)
employs GPT-3.5 Turbo (Ouyang et al., 2022) to
generate music descriptions and explores different
instructions to create diverse captions, resulting in
2.2 million captions and 0.5 million audio clips.

Nevertheless, the aforementioned efforts mainly
focus on improving text coherence and fluency and
are English-exclusive. To the best of our knowl-
edge, CLaMP 2 is the first to leverage the multilin-
gual capabilities of LLMs to improve multilingual
performance in the music field.
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Figure 1: CLaMP 2 is a cross-modal MIR model that uses contrastive learning to link multilingual text and
multimodal music data. It employs GPT-4 to refine the multilingual corpus, reducing noise and achieving a more
balanced language distribution. The refined text data is then encoded by a multilingual text encoder. Meanwhile,
music data in both ABC notation (sheet music) and MIDI (performance data) formats is processed by a multimodal
music encoder. Both encoders project data into a shared representation space to connect text and music.

3 CLaMP2

In this section, we present the CLaMP 2 framework.
We begin with an overview of contrastive learning
for modality alignment, followed by discussions
of the multilingual text and multimodal music en-
coders. Finally, we introduce the data sources used
for pre-training and elaborate on how we leverage
GPT-4 to enhance data quality.

3.1 Contrastive Learning

Contrastive learning (Sohn, 2016; van den Oord
et al., 2018) is a powerful technique in various
applications for aligning different modalities (Rad-
ford et al., 2021; Girdhar et al., 2023). It minimizes
the distance between paired representations and
maximizes that for unpaired ones. This effectively
maps semantically related features (e.g., an image
and its caption) close together in a shared represen-
tation space while separating unrelated ones.

As shown in Fig. 1, CLaMP 2 applies contrastive
learning to ABC-MIDI-text triplets. The music
encoder processes both ABC notation and MIDI
data, while the text encoder handles the correspond-
ing text inputs. During each training epoch, either
ABC or MIDI data from each triplet is randomly
selected for the music encoder, while the text en-
coder processes either the original metadata or the
refined multilingual descriptions generated by GPT-
4. Additionally, instrument information is removed
from the music data 90% of the time, encourag-
ing the model to focus on broader musical con-
cepts rather than specific instrumentations. Both
encoders project data into a shared representation
space to learn the underlying connections between
music and text. In this space, similar musical and
textual concepts are clustered together, while dis-
similar ones are kept apart.

3.2 Multilingual Text Encoder

CLaMP 2 uses XLM-R-base (Conneau et al., 2020),
a multilingual text encoder based on RoBERTa (Liu
et al., 2019). With 270 million parameters, it is pre-
trained on a 2.5TB cleaned CommonCrawl corpus
that spans a wide range of languages, enabling it to
capture diverse linguistic nuances.

During each training epoch, the input text for
each triplet is randomly selected with the follow-
ing probabilities: 50% for the raw text data, 25%
for LLM-generated English descriptions, and 25%
for LLM-generated non-English descriptions. This
selection ensures a balanced exposure to both real-
world and LLM-generated multilingual data. Ad-
ditionally, we apply text dropout from the original
CLaMP framework (Wu et al., 2023a) to the raw
text data. It helps the model generalize better by
reducing overfitting to specific input patterns.

For computational efficiency, we set the maxi-
mum text length to 128. Longer texts are truncated
in one of three ways with equal probability: using
the first, the last, or randomly selecting a segment
of 128 tokens. This minimizes bias that could arise
from relying on a single truncation method.

3.3 Multimodal Music Encoder

CLaMP 2’s multimodal music encoder supports
multi-track music encoding in both ABC notation
and MIDI. Although they can be mutually con-
verted, they are different in nature. ABC notation
(sheet music), a text-based sheet music represen-
tation like stave notation, is theory-oriented and
ideal for presenting complex musical concepts to
musicians for study and analysis. In contrast, MIDI
(performance data) precisely encodes performance
information related to timing and dynamics, thus
suitable for music production and live performance.
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The music encoder of CLaMP 2 is built on
M3 (Wu et al., 2023a), a self-supervised model
designed for feature extraction from sheet music
based on bar patching. This method divides sheet
music into bar-like segments, maintaining musi-
cal coherence while improving efficiency. M3
has an asymmetric encoder-decoder framework:
the patch-level encoder extracts contextualized fea-
tures from patches, while the char-level decoder
then uses these features to autoregressively recon-
struct each corresponding bar. During pre-training,
45% of patches are randomly selected and uni-
formly processed with corresponding probabilities:
80% masked, 10% shuffled, and 10% unchanged.
M3 is optimized via cross-entropy loss to predict
original patches from noisy input.

Compared to the previous M3 model, we made
several important improvements to CLaMP 2’s mul-
timodal music encoder. Notably, it now supports
MIDI data. MIDI messages are first read losslessly
from the original file using the mido library? and
then converted to the MIDI Text Format (MTF) pro-
posed in this paper. As MTF is a text-based format,
each message read from it can be treated as a patch
for M3. It offers two main advantages: 1) seamless
integration with the M3 framework, enabling the
same training methods, and 2) lossless MIDI-to-
MTF conversion, which preserves all information
and avoids common quantization errors found in
existing MIDI representations (Oore et al., 2020;
Huang and Yang, 2020; Hsiao et al., 2021).

Another improvement is restructuring ABC nota-
tion into a voice-interleaved form. As previous re-
search has verified (Qu et al., 2024), this can signifi-
cantly reduce the difficulty of modeling multi-track
ABC notation and is conducive to training. Im-
portantly, our implementation of interleaved ABC
notation adheres to syntax rules, ensuring compati-
bility with existing ABC notation tools.

The patch-level encoder is expanded to 12 layers
to better capture complex musical features, while
the char-level decoder remains at 3 layers, both
with a hidden size of 768. Each patch can hold
up to 64 characters, and with a maximum of 512
patches per input sequence, M3 can support a total
input of 32,768 characters. Longer sequences are
truncated by randomly selecting 512 patches from
the start, middle, or end, with equal probability.

For details on interleaved ABC notation and
MTE, please see Appendix A and B, respectively.

Zhttps://github.com/mido/mido
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Figure 2: The distribution of counts for different text
types within the LLM-processed pre-training dataset.

3.4 Data Sources

The pre-training dataset for both M3 and CLaMP 2
comes from two sources: the Million MIDI Dataset
(MMD) (Zeng et al., 2021) and the WebMusicText
(WebMT) dataset (Wu et al., 2023a). They cover
various music genres, such as popular and classical,
from single- to multi-track compositions.

The MMD consists of over 1.5 million MIDI
files, compiled by crawling a vast collection of mu-
sic files and filtering out any malformed or blank
entries. On the other hand, the WebMT dataset,
comprising 1.4 million music-text pairs, includes
formats like MusicXML, LilyPond, and ABC nota-
tion. These were standardized into ABC notation
following an initial conversion to MusicXML. To
prevent information leakage, natural language ele-
ments were removed from the ABC files.

To unify the datasets, we convert MMD to ABC,
WebMT to MIDI, and merge them to get 3 million
ABC-MIDI-text triplets. Admittedly, converting
MMD to ABC may lead to the loss of performance
details, and converting WebMT to MIDI may re-
sult in the loss of certain score-related information.
Nevertheless, the key benefit is that it enriches data
diversity, thus enhancing the model’s ability to gen-
eralize across different musical modalities.

However, variations in text quality pose signif-
icant challenges. A substantial amount of non-
musical content in the text data diminishes the ef-
fectiveness of pre-training by introducing noise that
detracts from relevant musical information. Fur-
thermore, as Fig. 3 shows, the dataset has an imbal-
anced language distribution (detected by the langid
library?): English accounts for two-thirds of the
data, while most languages contribute less than
IMB. This imbalance restricts the model’s ability
to effectively link music with various languages.

Shttps://github.com/saffsd/langid.py
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Figure 4: Count of text entries for 100 non-English languages generated by GPT-4.

3.5 LLM-Based Metadata Processing

To improve text quality and mitigate imbalanced
language distribution, we employed GPT-4 (Ope-
nAl, 2023) to filter and enrich the text data. The
prompt given to GPT-4 consisted of a system in-
struction along with two examples illustrating the
desired outputs, which enhanced its understanding
of our requirements. GPT-4 was tasked with identi-
fying relevant music-related elements in each entry,
and subsequently generating concise summaries in
multiple languages based on these elements.

Entries were excluded for lacking specific musi-
cal details, containing vague comments like "this is
a good song," or having no significant relation to
the music. For valid entries, GPT-4 generated con-
cise summaries in English and a randomly selected
non-English language from the 100 languages to-
kenizable by XLLM-R. However, some responses
in low-resource languages did not conform to the
expected format, resulting in fewer entries for these
languages. Nevertheless, as shown in Fig. 4, GPT-4
significantly enhanced language balance, resulting
in a total of 1.6 million ABC-MIDI-text triplets.

As our dataset is derived from two sources, dupli-
cate entries may occur. To resolve this, we merged
triplets with identical components, resulting in 1.5
million unique triplets—approximately 1.3 million
from WebMT and 0.2 million from MMD.

GPT-4 cleaned the pre-training dataset and en-
riched it with multilingual descriptions in 101
languages. This significantly enhanced CLaMP
2’s multilingual MIR capabilities. Details on the
prompt and text examples are in Appendix C.

4 Experiments

4.1 Settings

We evaluated the proposed models, M3 and
CLaMP 2, on music classification and semantic
search tasks. Training both models together on
8 NVIDIA H800 GPUs took approximately 800
hours. We split the data, allocating 99% for train-
ing and 1% for validation. The models were
trained for up to 100 epochs. We adopted mixed-
precision acceleration (Micikevicius et al., 2018) to
enhance training efficiency. The AdamW optimizer
(Loshchilov and Hutter, 2019) was utilized, along
with a 1,000-step warm-up (Goyal et al., 2017).

For M3, the batch size was set to 128, and the
learning rate was le-4. For CLaMP 2, initialized
from M3’s patch-level encoder and XLM-R, the
batch size was set to 1024, the learning rate was
5e-5, and the logit scale was set to 1.

The ablation study for M3 and CLaMP 2 in-
cluded several variants. For M3, three configura-
tions were examined to assess the impact of mix-
ing musical modalities on performance: M3-ABC,
trained only on ABC data; M3-MIDI, trained only
on MIDI data; and full M3, trained on both. For
CLaMP 2, five ablations were carried out to under-
stand the contribution of different text data sources:
CLaMP 2 (w/o en), excluding LLM-generated En-
glish data; CLaMP 2 (w/o nen), excluding LL.M-
generated non-English data; CLaMP 2 (w/o meta),
excluding the original raw text data; CLaMP 2 (w/o
LLM), excluding all LLM-generated data; and the
full CLaMP 2 setup, using all available text data.
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Table 1: Classification performance for ABC notation and MIDI was assessed across three datasets: WikiMT (1,010
pieces, 8 genres), VGMIDI (204 pieces, 4 emotions), and Pianist8 (411 pieces, 8 composers). Underlined values
indicate the top M3 model, while bold values denote the overall best performance among all models.

Model Modality WikiMT VGMIDI Pianist8
Fl-macro  Accuracy @ Fl-macro  Accuracy  Fl-macro  Accuracy

M3-MIDI MIDI 0.2586 0.4158 0.4700 0.5854 0.8683 0.8674
M3-ABC ABC 0.2416 0.4010 0.4955 0.6098 0.7339 0.7470
M3 MIDI 0.2621 0.4257 0.5399 0.6098 0.9199 0.9157
M3 ABC 0.2349 0.4010 0.6016 0.6341 0.7395 0.7590
MusicBERT  MIDI 0.1746 0.3219 0.5127 0.5850 0.8379 0.8413
CLaMP ABC 0.3452 0.4267 0.6453 0.6866 0.7067 0.7152
CLaMP 2 MIDI 0.2898 0.4455 0.5246 0.6585 0.8927 0.8916
CLaMP 2 ABC 0.3990 0.4653 0.7449 0.8049 0.8025 0.8072

4.2 Music Classification Across Modalities

This evaluation assesses the classification capabili-
ties of various models across three datasets, each
highlighting a specific aspect of music.

e WikiMT (Wu et al., 2023a): It contains 1,010
lead sheets in ABC notation from Wikifonia®,
labeled with 8 genre classes according to the
relevant Wikipedia entries.

¢ VGMIDI (Ferreira and Whitehead, 2019): It
contains 204 MIDI scores from video game
soundtracks, annotated with 4 emotion classes
based on valence and arousal levels.

¢ Pianist8 (Chou et al., 2021): It includes 411
piano performances automatically transcribed
from audio to performance MIDI (Kong et al.,
2021) and labeled with 8 composer styles.

We evaluated our model against state-of-the-art
baselines in symbolic music understanding.

¢ CLaMP (Wu et al., 2023a): A cross-modal
MIR model designed to connect text and sheet
music. It is pre-trained on WebMT using bar
patching and masked music modeling.

* MusicBERT (Zeng et al., 2021): A self-
supervised MIR model for representation
learning, pre-trained on MMD through Oc-
tupleMIDI encoding and bar-level masking.

In this evaluation, we utilized only the represen-
tations from the music encoder. Given that the text
encoder was not involved, the multilingual capabil-
ities were not investigated. As a result, CLaMP 2
under evaluation included all available text data.

4http://www.synthzone.com/files/Wikifonia/
Wikifonia.zip

Notably, we employed a linear classifier on the
top layer of each model to assess the quality of
musical representations. We evaluated each bench-
mark in both MIDI and ABC formats to analyze
how the models utilize information from different
musical modalities.

The results in Table 1 indicate that mixing musi-
cal modalities significantly benefits M3. When
trained with both ABC and MIDI, M3 outper-
formed its single-modality counterparts on all
benchmarks. This implies that training with ABC
and MIDI together improves its feature extraction
capability for both modalities.

Despite being pre-trained on only 0.2 million
native MIDI pieces, M3 consistently outperformed
MusicBERT in MIDI classification tasks. This per-
formance advantage is attributed to our proposed
MTE, which preserves all MIDI information during
text conversion. In contrast, MusicBERT’s Octu-
pleMIDI encoding suffers from information loss,
which weakens its performance.

Once aligned with text data, CLaMP 2 gener-
ally outperforms M3 across benchmarks, though
performance varies by modalities. In ABC nota-
tion, CLaMP 2 achieves top accuracies of 0.4653
and 0.8049 in WikiMT and VGMIDI, respectively,
both of which emphasize score information. How-
ever, in Pianist8, which focuses on performance
details, CLaMP 2 excels in MIDI with an accuracy
of 0.8916, a significant improvement over the orig-
inal CLaMP. Still, this falls slightly below M3’s
0.9157, likely due to limited performance MIDI
data in the pre-training dataset. This shortage may
have caused a slight decline after contrastive learn-
ing. Despite this, CLaMP 2 remains highly effec-
tive across musical modalities, showing its strong
potential for music classification.
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Table 2: The semantic search performance of CLaMP 2 across the WikiMT and MidiCaps benchmarks under diverse
experimental settings. Both datasets contain texts exclusively in English.

WikiMT (1,010 ABC-text pairs)

MidiCaps (1,010 MIDI-text pairs)

Setting MRR  HR@I HR@I0 HR@I00 MRR  HR@I HR@I0 HR@I00
CLaMP 2 0.3438 0.2705 0.4870 0.7956 0.2695 0.1653 0.4782 0.8634
CLaMP 2 (w/o en) 0.3234 0.2455 0.4800 0.7846 0.2708 0.1723 0.4752 0.8436
CLaMP 2 (w/o nen) 0.3359 0.2615 0.4880 0.7735 0.2490 0.1574 0.4158 0.8297
CLaMP 2 (w/o meta)  0.2856 0.2104 0.4218 0.7585 0.1940 0.1050 0.3713 0.7901
CLaMP 2 (w/o LLM)  0.2797 0.2094 0.4068 0.7375 0.2772 0.1762 0.4822 0.8614
CLaMP 0.2561 0.1931 0.3693 0.7020 0.1236 0.0666 0.2416 0.6412
4.3 Semantic Search on Native English Data 035 — Lor 2
mm w/o en
Benchmarks in symbolic MIR are relatively scarce. 0:30 = wonen
To the best of our knowledge, WikiMT (Wu et al., 025 = wjo LLM

2023a) and MidiCaps (Melechovsky et al., 2024)
are the only two publicly available music-text
datasets for symbolic music. WikiMT pairs 1,010
ABC notation pieces with Wikipedia text, focus-
ing on cultural and historical context. MidiCaps,
built on the Lakh MIDI dataset (Raffel, 2016), in-
cludes 168,407 pairs with descriptions of musical
features like tempo and chord progression. These
datasets have different focuses: WikiMT empha-
sizes cultural-context understanding, while Midi-
Caps targets musical feature analysis.

As the pre-training data includes the Lakh MIDI
dataset (a subset of MMD), we took precautions
to prevent data leakage. To this end, we randomly
selected 1,010 pieces from the MidiCaps validation
set to match the size of WikiMT, which contains
only non-training data. CLaMP 2 uses the original
formats for testing on these benchmarks. Because
the original CLaMP does not support MIDI, we
converted the MidiCaps data into ABC notation for
its evaluation.

Table 2 shows semantic search results on the
WikiMT and MidiCaps benchmarks, using Mean
Reciprocal Rank (MRR) and Hit Rate at Top K
(HR @K) to assess model performance in retrieving
and ranking relevant music-text pairs.

In the WikiMT benchmark, a clear trend is
observed: any CLaMP 2 variant using LLM-
generated text, whether in English or non-English,
outperforms CLaMP 2 (w/o LLM). For example,
CLaMP 2 achieves an MRR of 0.3438. However,
when excluding LLM-generated text in CLaMP 2
(w/o LLM), the MRR drops significantly to 0.2797.
This indicates that LLM-generated text greatly en-
hances the CLaMP 2’s ability to capture and convey
cultural information.
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Figure 5: MRR scores across six non-English languages
for (a) WikiMT and (b) MidiCaps benchmarks. BLEU
scores below each language provide additional context
on translation quality.

In the MidiCaps benchmark, CLaMP 2 achieves
an MRR of 0.2695, demonstrating strong perfor-
mance. Notably, all CLaMP 2 variants significantly
outperform CLaMP. This improvement arises from
their native support for MIDI data, enabling a bet-
ter capture of performance details. In contrast to
the WikiMT results, excluding LLM-generated text
does not harm performance, as CLaMP 2 (w/o
LLM) achieves the highest MRR of 0.2772. This
suggests that LLM-generated text may not enhance
the understanding of musical features.



4.4 Semantic Search Across Multilingual Data

To address the lack of multilingual music-text
benchmarks, we translated English texts from
WikiMT and MidiCaps into six languages: Spanish,
French, Russian, Chinese, Arabic, and Ambharic.
Among these languages, Ambharic is an extremely
low-resource language with limited pre-training
data—TIess than 1GB in XLM-R and only 17KB in
CLaMP 2. We used SeamlessM4T (Meta, 2023b)
for its broad translation support, allowing evalu-
ation without native multilingual datasets. Given
that translation quality directly affects retrieval ef-
fectiveness, we used BLEU scores’ to assess the
similarity between back-translations and original
texts, serving as an indicator of translation quality.
This evaluation lacks baselines, as no comparable
models support multilingual symbolic MIR.

CLaMP 2’s multilingual retrieval results are
presented in Fig. 5. Generally, removing LLM-
generated English texts (w/o en) slightly impacts
performance. Although in English, they improve
overall text quality by reducing inconsistencies and
irrelevancies, thereby enhancing multilingual re-
trieval performance. In contrast, excluding LLM-
generated non-English texts (w/o nen) notably hin-
ders retrieval for all languages in both benchmarks,
especially for low-resource languages like Ambharic.
Comparing CLaMP 2 (w/o en) with CLaMP 2 (w/o
LLM) further confirms the important role of LLM-
generated non-English texts in enhancing multilin-
gual retrieval performance.

Notably, CLaMP 2 (w/o LLM) records the low-
est MRR across all languages in both benchmarks,
indicating poor multilingual performance when re-
lying solely on the original text data. However, ex-
cluding the original text data (w/o meta) results in a
significant drop in performance. This indicates that
CLaMP 2 can effectively extract authentic musical
concepts from English-centric text data, enabling
it to transcend language barriers and improve re-
trieval across different languages and cultures.

In conclusion, the evaluation of CLaMP 2 on
WikiMT and MidiCaps reveals that LLM-generated
texts, particularly non-English texts, significantly
enhance multilingual semantic search. However,
relying solely on them is insufficient, as the original
data provides authentic details that LLM-generated
data may lack. Together, they enable CLaMP 2 to
perform better across languages by learning a more
comprehensive representation of music semantics.

Shttps://github.com/mjpost/sacrebleu

5 Conclusions

CLaMP 2 makes substantial progress in cross-
modal MIR by integrating multilingual text and
multimodal music data via contrastive learning.
Leveraging GPT-4 to refine the multilingual cor-
pus, it overcomes the limitations of existing models
that are exclusively trained on English music-text
datasets. This facilitates more precise alignment
between music and text across 101 languages.

Experimental results demonstrate that CLaMP 2
achieves state-of-the-art performance across a vari-
ety of MIR tasks. In music classification tasks, the
M3 model, trained on both ABC and MIDI data,
demonstrates improved performance and consis-
tently outperforms counterparts trained on a single
modality. Building on M3, CLaMP 2 achieves su-
perior performance across diverse benchmarks and
modalities. Notably, the incorporation of LLM-
generated text data significantly enhances mul-
tilingual semantic search. This enhancement is
achieved by reducing textual noise and balancing
language distribution, which is particularly benefi-
cial for low-resource languages.

CLaMP 2 establishes a new multilingual MIR
standard, enabling users worldwide to access a
diverse array of musical content across 101 lan-
guages. Future developments may build on CLaMP
2 to connect with audio and visual modalities, fa-
cilitating a more comprehensive and culturally rich
experience at a global scale.

6 Excluded Approaches

In CLaMP 2, several experimental strategies were
tested, yet failed to achieve expected improvements
and were thus excluded from the final model. It
should be noted that these failed attempts are de-
rived from our practice and may not be generalized.
The integration of discretized audio tokens (Dé-
fossez et al., 2023) failed to match previous au-
dio models’ performance and was removed. In-
spired by MidiCaps (Melechovsky et al., 2024)
and MuseCoco (Lu et al., 2023), we attempted to
include musical attributes in the text data. How-
ever, this inclusion negatively impacted perfor-
mance. Additionally, extending the patch mask-
ing pre-training strategy to contrastive learning did
not enhance the robustness of CLaMP 2. L2 nor-
malization caused convergence problems and was
also excluded. Lastly, a learnable logit scale led
to over-scaling and degraded representations, so a
fixed logit scale of 1 was used for better stability.
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7 Limitations

Although CLaMP 2 has made progress, it still has
certain limitations.

In CLaMP 2, the contrastive learning framework
primarily extracts global semantic features, result-
ing in a loss of fine-grained temporal information.
Consequently, tasks that rely on sequential or time-
related details cannot be effectively executed.

In addition, the absence of multilingual music-
text benchmarks complicates the evaluation of
CLaMP 2’s performance in non-English languages.
To address this, an existing machine translation
model (Meta, 2023b) was used to translate English
benchmarks into other languages. However, ma-
chine translation presents its own challenges. For
instance, the BLEU score for MidiCaps translations
in Chinese is only 28.84, indicating poor transla-
tion quality and significantly hindering retrieval
performance. Notably, Arabic—despite having far
less training data than Chinese in both XL.M-R
and CLaMP 2—achieves a higher MRR, with a
BLEU score of 47.34. This suggests that transla-
tion quality has a significant impact on retrieval
performance, outweighing the influence of training
data size. Without native, high-quality benchmarks
for non-English languages, it remains unclear how
well CLaMP 2 will perform in real-world multilin-
gual retrieval tasks.
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Interleaved
ABC Notation

Figure 6: Comparison between standard and interleaved
ABC notation in multi-track piano sheet music. In-
terleaved ABC notation merges voices and tags them
in-line for a compact and synchronized representation.
Colors mark patch boundaries for M3 model encoding.

A Interleaved ABC Notation

Standard ABC notation encodes each voice sepa-
rately, which often results in corresponding bars
being spaced far apart. This separation makes it
difficult for models to accurately understand the
interactions between voices in sheet music that are
meant to align musically.

In contrast, interleaved ABC notation effectively
aligns multi-track music by integrating multiple
voices of the same bar into a single line, ensuring
that all parts remain synchronized. As illustrated in
Fig. 6, this format combines voices in-line and tags
each bar with its corresponding voice (e.g., [V:1]
for treble and [V: 2] for bass). By directly aligning
related bars, interleaved ABC notation enhances
the model’s understanding of how different voices
interact within the same bar.

To facilitate this reformatting process, we de-
veloped a script for reversible and lossless conver-
sion between standard and interleaved notations,
ensuring accuracy without any loss of information.
This simplification of multi-track music modeling
maintains compatibility with standard ABC syntax,
allowing for effective processing in existing tools.

MIDI Piano-roll
Visualization

ticks_per_beat 480

time_signature 3 4 24 8 0

key_signature G 0

set_tempo 500000 0

control_change 0 0 121 0

program_change 0 0 0

control_change 0 0 7 100\t0 0 10 64\t0 0 91 0\t0 0 93 0
midi_port 0 0

note_on 0 0 74 80

key_signature G 0

midi_port 0 0

note_on 0 0 55 80\t0 0 59 80\t0 0 62 80\t455 0 74 0\t25 0 67 80
note_on 239 0 67 O\t1 0 69 80\t191 0 55 O\t0 0 59 O\t0 0 62 0
note_on 48 0 69 O\t1 0 71 80\t0 0 57 80\t239 0 71 O\t1 0 72 80
ote_on 215 0 57 0\t24 0 72 0\t1 0 74 80\t0 0 59 80\t455 0 74 0
note_on 25 0 67 80\t239 0 67 O\t0 67 80\t239 0 67 0\t168 0 59 0
end_of track 1

M3-encoded
MIDI Text Format

Figure 7: Illustration of MIDI Text Format (MTF) en-
coded by M3. In this format, MIDI messages are treated
as patches for processing. Consecutive messages of the
same type are merged within a patch, with colors indi-
cating the boundaries between patches.

B MIDI Text Format

The MIDI Text Format (MTF) provides a struc-
tured, textual representation of MIDI data that pre-
serves all original information without loss. Each
MIDI message is accurately represented, allowing
full reconstruction from MTF to ensure no musical
nuances are overlooked during conversion.

To generate MTF, the mido library reads raw
MIDI messages from MIDI files. As shown in
Table 3, the output retains all necessary informa-
tion but can be lengthy and redundant. To simplify
this, we streamline the representation by directly
reading parameter values in a fixed order and sepa-
rating them with spaces. For instance, the raw time
signature message, which includes multiple param-
eters—numerator, denominator, clocks per click,
notated 32nd notes per beat, and time—is repre-
sented in MTF as time_signature 3 4 24 8 0,
as illustrated in Table 4. Other messages, includ-
ing control changes and note events, are similarly
compacted while preserving key musical details.

This approach improves computational perfor-
mance and maintains precise control of timing
and dynamics. Furthermore, when processed by
M3, consecutive messages of the same type that
fit within a single patch (under 64 characters) are
combined into one line, with only the first mes-
sage containing the type information. This further
simplifies representation and improves processing
efficiency, as shown in Fig. 7.
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Table 3: Raw MIDI messages extracted from a MIDI
file using the mido library.

MetaMessage (’time_signature’,

numerator=3,

denominator=4,

clocks_per_click=24,

notated_32nd_notes_per_beat=8,

time=0)
MetaMessage (’key_signature’, key=’G’, time=0)
MetaMessage (’set_tempo’, tempo=500000, time=0)
control_change channel=0 control=121 value=0 time=0
program_change channel=0 program=0 time=0
control_change channel=0 control=7 value=100 time=0
control_change channel=0 control=10 value=64 time=0
control_change channel=0 control=91 value=0 time=0
control_change channel=0 control=93 value=0 time=0
MetaMessage (’midi_port’, port=0, time=0)
note_on channel=0 note=74 velocity=80 time=0
MetaMessage (’key_signature’, key=’G’, time=0)
MetaMessage (’midi_port’, port=0, time=0)
note_on channel=0 note=55 velocity=80 time=0
note_on channel=0 note=59 velocity=80 time=0
note_on channel=0 note=62 velocity=80 time=0
note_on channel=0 note=74 velocity=0 time=455
note_on channel=0 note=67 velocity=80 time=25
note_on channel=0 note=67 velocity=0 time=239
note_on channel=0 note=69 velocity=80 time=1
note_on channel=0 note=55 velocity=0 time=191
note_on channel=0 note=59 velocity=0 time=0
note_on channel=0 note=62 velocity=0 time=0
note_on channel=0 note=69 velocity=0 time=48
note_on channel=0 note=71 velocity=80 time=1
note_on channel=0 note=57 velocity=80 time=0
note_on channel=0 note=71 velocity=0 time=239
note_on channel=0 note=72 velocity=80 time=1
note_on channel=0 note=57 velocity=0 time=215
note_on channel=0 note=72 velocity=0 time=24
note_on channel=0 note=74 velocity=80 time=1
note_on channel=0 note=59 velocity=80 time=0
note_on channel=0 note=74 velocity=0 time=455
note_on channel=0 note=67 velocity=80 time=25
note_on channel=0 note=67 velocity=0 time=239
note_on channel=0 note=67 velocity=80 time=241
note_on channel=0 note=67 velocity=0 time=239
note_on channel=0 note=59 velocity=0 time=168
MetaMessage (’end_of_track’, time=1)

Table 4: MTF offers a streamlined textual representa-
tion of MIDI messages extracted using the mido library.
For simplicity, ticks_per_beat, though originally an
attribute of MIDI objects in mido, is included as the first
message at the beginning of the MTF representation.

ticks_per_beat 480
time_signature 3 4 24 8 0
key_signature G 0

set_tempo 500000 0
control_change @ @ 121 @
program_change 0 @ @
control_change @ @ 7 100
control_change 0 0 10 64
control_change @ @ 91 @
control_change @ @ 93 @

midi_port 0 @
note_on @ @ 74 80
key_signature G 0
midi_port o 0
note_on @ @ 55 80
note_on @ @ 59 80
note_on @ @ 62 80
note_on 455 0 74 0
note_on 25 @ 67 80
note_on 239 @ 67 0
note_on 1 @ 69 80
note_on 191 @ 55 0@
note_on @ @ 59 0
note_on @ @ 62 0
note_on 48 0 69 0
note_on 1 @ 71 80
note_on @ @ 57 80
note_on 239 0 71 0@
note_on 1 @ 72 80
note_on 215 @ 57 @
note_on 24 0 72 0
note_on 1 @ 74 80
note_on @ @ 59 80
note_on 455 0 74 0
note_on 25 @ 67 80
note_on 239 0 67 0
note_on 241 @ 67 80
note_on 239 @ 67 0
note_on 168 @ 59 @
end_of_track 1
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C Prompt and Text Examples

To reduce textual noise and balance language distri-
bution in pre-training data, we carefully designed
a structured prompt to leverage the capabilities
of GPT-4. As illustrated in Fig. 8, the prompt
comprises a system instruction and two conversa-
tional examples between a user and the assistant.
These examples act as in-context learning refer-
ences, helping GPT-4 understand the desired out-
put format and the types of information it should
extract from the provided metadata.

After formulating the prompt, we organized the
metadata entries in our pre-training dataset into a
structured JSON format. For each entry, GPT-4
generated corresponding summaries in both En-
glish and a randomly selected non-English lan-
guage from the 99 non-English languages sup-
ported by XLM-R (Conneau et al., 2020), in addi-
tion to Cantonese. Including Cantonese, which is
well-represented in the dataset and sharing vocabu-
lary with Mandarin, enables CLaMP 2 to support
101 languages without increasing vocabulary size.

To ensure high-quality outputs, both the English
and non-English summaries must strictly adhere
to the specified JSON format. We implemented
filtering criteria to exclude entries that do not meet
these requirements, including those returning None,
lacking proper JSON structure, or containing non-
English summaries in the wrong language. Incon-
sistencies and structural errors are more prevalent
in low-resource languages, as shown in Fig. 4.

To illustrate the effectiveness of this approach,
Fig. 9 provides examples that demonstrate GPT-
4’s ability to generate summaries for different mu-
sical compositions. Each example adheres to a
structured format, including key metadata—such
as the title, composer, genres, description, lyrics,
and ensemble information—followed by generated
summaries in English and a specified non-English
language.

In conclusion, our approach effectively uses
GPT-4 to generate structured summaries from
noisy, English-centric metadata, reducing textual
noise and achieving a more balanced distribution
of various languages. By applying filtering criteria,
we first remove entries that lack musical informa-
tion, followed by those that are poorly structured
or mismatched with the specified non-English lan-
guage. This method enhances the quality of our
pre-training dataset and promotes a multilingual
environment to better serve diverse languages.

G5 System
Your task is to provide a concise, comprehensive, and
coherent summary of the music piece using the
provided metadata. Please write the summary in English
first, and then write an equivalent summary in the
specified non-English language from the
"nen_language" field. Use this JSON format:
{
"summary_en": "Your English summary here.",
"summary_nen": {
“language”: “Specified non-English language.",
"summary": "Your non-English summary here."
}
}
If there is not enough music-related information, return
‘None' instead.

{
"title": "Brejeiro",
"composer": "Ernesto Nazareth",
"genres": ["Choro", "Classical", "Instrumental"],
"description”: "\"Brejeiro\" is in A major and 2/4 time. A User
joyful melody begins at bar six, and a lively tango rhythm
starts at bar fourteen. It has a D.C. al Fine at bar fifty-
three and ends on two quarter notes in bar thirty-seven.
The piece, with its vibrant melodies and rhythms, reflects
celebration and carefreeness, embodying the spirit of
Brazilian music.",
"tags": ["Brazilian", "Choro", "Piano"],
"ensembles": ["Solo Piano", "Small Ensemble"],
"instruments": ["Piano"],
"nen_language": "Japanese"

}

o
v 3

{
i "summary_en": "Brejeiro, composed by Ernesto
i Nazareth, is a lively choro piece in A major and 2/4 time.
ah It features a joyful melody that begins at bar six and a
Assistant vibrant tango rhythm introduced at bar fourteen. The
piece includes a D.C. al Fine at bar fifty-three,
concluding on two quarter notes in bar thirty-seven.
With its themes of celebration and carefreeness,
Brejeiro beautifully captures the essence of Brazilian
music and is well-suited for solo piano and small
ensembles.",
"summary_nen": {
"language": "Japanese",
"summary":" [7L¥ A A] I, TILRRL -
FH LA L7ERH IS ND Y 3 —ODERT.
A RAD2/MAFTEINTVWE T, Fe/hHiL o
BEIENCELADT 4 — &, F1NEGTH
ASNBFRHDEZYTOY ALLEHTT, &
DEICIE, FESINEITODLC. al Fineh' & EN, 7
FEIVNH T OOMPZTHTHDH LA BNTLE
T, [7Lyz/0] ld. BRLEERIED
ToREFL, TIVNBEORGEEL A
THY., YAET /RINRRDT ¥ T ILIC
VoY DEZTT, "
}
}

"title": "Untitled",

"composer": "Unknown",

"description": "This is a good song.", User
"nen_language": "Russian"

}

t o
a“m

Assistant

None

Figure 8: GPT-4 is tasked with generating summaries
in English and a selected non-English language. The
prompt includes a system instruction and two exam-
ples: one shows how to process music metadata—Ilike
title, composer, and genre—into clear multilingual sum-
maries, while the other identifies entries lacking suffi-
cient musical information.
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"title": "Hard Times Come Again No More",

"composer": "Stephen Foster",

"genres": ["Children's Music", "Folk"],

"description": "\"Hard Times Come Again No More\" (sometimes referred to as \"Hard Times\") is an American parlor
song written by Stephen Foster, reflecting themes of sorrow and hope.",

"lyrics": "Let us pause in life's pleasures and count its many tears,\nWhile we all sup sorrow with the poor;\nThere's a
song that will linger forever in our ears;\nOh! Hard times come again no more.\n\nChorus:\n'Tis the song, the sigh of
the weary,\nHard Times, hard times, come again no more.\nMany days you have lingered around my cabin door;\nOh!
Hard times come again no more.\n\nWhile we seek mirth and beauty and music light and gay,\nThere are frail forms
fainting at the door;\nThough their voices are silent, their pleading looks will say\nOh! Hard times come again no
more.\nChorus\n\nThere's a pale weeping maiden who toils her life away,\nWith a worn heart whose better days are
o'er:\nThough her voice would be merry, 'tis sighing all the day,\nOh! Hard times come again no more.\nChorus\n\n'Tis
a sigh that is wafted across the troubled wave,\n'Tis a wail that is heard upon the shore\n'Tis a dirge that is murmured
around the lowly grave\nOh! Hard times come again no more.\nChorus",

"tags": ["folk", "traditional", "bluegrass", "nostalgic", "heartfelt", "acoustic", "melancholic", "storytelling", "American
roots", "resilience"],

"ensembles": ["Folk Ensemble"],

"instruments": ["Vocal", "Violin", "Tin whistle", "Guitar", "Banjo", "Tambourine"],

"summary_en": "\"Hard Times Come Again No More,\" composed by Stephen Foster, is a poignant American parlor
song that explores themes of sorrow and hope. The lyrics reflect on the contrast between life's pleasures and its
hardships, inviting listeners to acknowledge both joy and suffering. With a heartfelt chorus that repeats the line \"Hard
times come again no more,\" the song resonates with nostalgia and resilience. It is often performed by folk ensembles
and features a variety of instruments, including vocals, violin, guitar, and banjo, encapsulating the spirit of American
roots music.",

"summary_nen": {

"language": "Chinese (Simplified)",

"summary": " (YREREELRIRY RETF S BT OEN—ERAZRNEE/NTTHE, RIITRGSR
B FEE, FERM T EFNRBEREZEAXLL, BERTAERZRESHEENZR. KPR aREBIE
I REREBLRIE R EDFRETRES R, EEFTHRIZERANES, FEEAE. NMEE. SHAFEE
SRS, SR T EEREET ROMEFET.

}

}

{

"title": " eanss liy",

"genres": ["ely (s, e g, {

"description": "G cltine f 5 e Yaal D L&l yo 4 o 5¥ ey (lgn s iy Lo sl (5 ) 59 (ot i 3 iy sbafs iy LSl ) iy Sl 3 Slilae

D
e "ol e e Yint 3L\ A s (55 Sl S\ 30 s s 2 \ S5 1 0
ol (31 YA 5if\nele o 5 JUS Mg Dlaids oy i\ 5o aiaall il Yl JLuSal )\l winuly 3alis \nsani iy a5 gy 500 Lad
A \n S ) Ja el (il VTS i\ nesle o 5 QU8 Sliasa Slaiis als @lligl",

"tags": [ B!, Mt MR 1 Geaal) i,

"ensembles": [ (iaus"],

"instruments": ["o=si", g 5", Moy, ],

"summary_en": "\" =3 iy \" or \"While Going to Uskiidar,\" is a popular Ottoman song from Istanbul that tells the
story of a writer and a woman strolling in Uskiidar during the 19th century. The lyrics describe a rainy day when the
writer's long coat gets muddy, his sleepy state, and his feelings for the woman beside him. With themes of nostalgia and
cultural heritage, this piece is typically performed by folk ensembles and features vocals, oud, piano, and drums.",

"summary_nen": {

"language": "Amharic",

"summary": "$A8 NFN, DLIC \"ML ANNSC NARPLL \" NANFTFA PFDP MFP HLY 18- BU HLT NANASE NDC
PINZ MITAR ND-T ATRAA ML L1PNPN MPT LMEA: PLAPTE PHYFE ¢ P+MDS8A 17C AT HINA NLHD- NATRYF
AT NANN 2M8A: AT I°TANT 2NNGT NAhL®T P+aPAA HCHE & Mm-0-He"

}

}

Figure 9: Two examples of LLM-processed text data presented in JSON format, representing the original metadata
and LLM-generated summaries in multiple languages for different music pieces.
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D ¢SNE Visualizations of CLaMP 2
Representations

This section presents the -SNE visualizations of
feature representations extracted from CLaMP 2
across three benchmarks: WikiMT, VGMIDI, and
Pianist8. These visualizations illustrate the clus-
tering patterns of musical representations and re-
veal an intriguing alignment between the two data
modalities—ABC notation and MIDI—without
any fine-tuning of the model.

As demonstrated in Fig. 10, the clarity of cluster-
ing correlates with the classification performance
from Table 1. Pianist8, which achieves the highest
accuracy, displays well-defined and tight clusters,
signifying that the model adeptly apprehends the
minute stylistic subtleties at the composer level.

A particularly notable finding is the mirrored spa-
tial alignment between ABC and MIDI across all
datasets. This implies that, despite their dissimilar
musical encodings, CLaMP 2 capture comparable
latent structures within the feature space. The align-
ment indicates that CLaMP 2 extracts modality-
invariant features—resilient patterns that remain
consistent across ABC and MIDI formats. These
shared representations are likely to reflect profound
musical semantics such as harmonic progressions,
rhythmic architectures, or stylistic themes.

This symmetry has practical consequences. It
suggests that CLaMP 2 could enable cross-modal
tasks, for example, retrieving MIDI files based on
ABC queries, without requiring specialized adap-
tation. It also points to the potential for trans-
fer learning between modalities, where a model
trained on one format (e.g., ABC) could operate
effectively on another (e.g., MIDI). Future work
could explore whether introducing explicit align-
ment techniques, like contrastive learning, could
further enhance cross-modal performance between
these two modalities.

These results spotlight both the strengths and
limitations of CLaMP 2: the model demonstrates
strong generalization across datasets, capturing
meaningful musical patterns across diverse do-
mains. However, it struggles with tasks involving
overlapping or ambiguous genre boundaries, sim-
ilar to human perception, such as distinguishing
between entities like Bethel and Hillsong, which it
finds very similar. This suggests that while CLaMP
2 excels at identifying clear stylistic differences, it
may have difficulty differentiating between more
closely related or subtle variations.
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(c) t-SNE visualizations on the Pianist8 benchmark

Figure 10: #-SNE visualizations of feature represen-
tations from CLaMP 2 (without fine-tuning) for three
datasets: (a) WikiMT, (b) VGMIDI, and (c) Pianist8.
A noteworthy observation is the mirrored spatial align-
ment of the ABC and MIDI representations, suggesting
that CLaMP 2 effectively extracts modality-invariant
musical semantics from both formats.



