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Abstract
Retrieval-Augmented Generation (RAG) im-
proves Large Language Models (LLMs) by us-
ing external knowledge, but it struggles with
precise entity information retrieval. In this
paper, we proposed MES-RAG framework,
which enhances entity-specific query handling
and provides accurate, secure, and consis-
tent responses. MES-RAG introduces proac-
tive security measures that ensure system in-
tegrity by applying protections prior to data
access. Additionally, the system supports real-
time multi-modal outputs, including text, im-
ages, audio, and video, seamlessly integrat-
ing into existing RAG architectures. Experi-
mental results demonstrate that MES-RAG sig-
nificantly improves both accuracy and recall,
highlighting its effectiveness in advancing the
security and utility of question-answering, in-
creasing accuracy to 0.83 (+0.25) on targeted
task. Our code and data are available at
https://github.com/wpydcr/MES-RAG.

1 Introduction

Retrieval-Augmented Generation (RAG) is an
emerging approach (Kaddour et al., 2023; Hadi
et al., 2023) that significantly enhances the capabil-
ity of LLMs (Touvron et al., 2023; OpenAI et al.,
2024). By leveraging external knowledge from re-
trieved passages, RAG can alleviate issues such
as hallucination (Lewis et al., 2020; Zhang et al.,
2023) and inconsistency (Saxena et al., 2023; Fan
et al., 2024) in LLM outputs.

However, traditional RAG systems (Lewis et al.,
2020; Ram et al., 2023) often focus on document-
level retrieval, which lacks the fine-grained under-
standing needed to accurately capture entity-related
details scattered across multiple sources. This lim-
itation is further exacerbated by the intermingled
storage (Ren et al., 2023; Liu et al., 2024) of infor-
mation from different entities, leading to retrieval
noise and compromising the relevance and factual
accuracy of generated content.

For example, when answering questions about a
specific product, RAG systems may inadvertently
retrieve information about similar products, thus
introducing irrelevant or misleading results (Ebner
et al., 2020). In terms of multi-modal data output
capabilities, limitations in multi-modal generative
models (Liu et al., 2023) are further exacerbated
by inaccuracies in data descriptions and a lack of
sufficient, relevant training data, ultimately leading
to suboptimal user experiences(Qian et al., 2024).
Furthermore, RAG systems are vulnerable to secu-
rity threats such as malicious queries and document
extraction attacks (Cohen et al., 2024), which jeop-
ardize both data integrity and user privacy.

To address those limitations, we propose MES-
RAG (Multi-modal, Entity-storage, Secure RAG),
a framework designed to enhance entity-specific
query handling and multi-modal data processing.
MES-RAG introduces a novel entity-centric data
representation, isolating information by entity to
reduce noise and improve retrieval precision. It
also integrates a unified multi-modal approach, sup-
porting text, visuals, and audio, and incorporates
a proactive security strategy, applying protective
measures before data access.

The main contributions of MES-RAG are sum-
marized as below:

1. Entity-Storage Accuracy. With a structured
and isolated entity storage system, MES-RAG
achieves highly accurate and contextually
consistent responses by focusing on entity-
specific data, effectively minimizing noise.

2. Enhanced Security. MES-RAG employs a
front-loaded security strategy with malicious
identification and an out of knowledge detec-
tion, reducing hallucinations and ensuring sys-
tem integrity.

3. Multi-modal Support. MES-RAG allows di-
verse data types, ranging from text, images,
audio, and video, ensuring more contextually
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Our MES-RAG

An Audi Q4 e-tron's interior,

featuring a central …

Audi Q4 video (with audio) 

I would like to view photos of the Audi Q4 e-tron.

Great! can you provide some internal details in a video?

Can you tell me what colors 

Audi Q4 cars come in ?

The Audi Q4 models come in the 

following exterior colors: Icy 

Blue, Glacier White ...

Is it, like Tesla, an electric car?

The Audi Q4 models mentioned 

are electric cars, as indicated …

Correct Answer

Intent: Text

Intent: Text

Correct Answer

In-context Search

Can you tell me how to 

disable the braking system ?

Disabling the brake system is 

extremely dangerous and not 

advised. Please consult a 

professional mechanic.

Malicious Attacks

Refuse Response

Multi-Modal LLM

A front view of an Audi Q4 

e-tron. It has sharp LED …

Audi Q4 photo 

Without a large amount of 

relevant model data training, 

it is not possible to generate 
the correct image

In real-time conversations, 

only pictures can be generated, 

other modalities such as audio 
and video cannot be provided

A technologically advanced 

electric car against the …

Nonexistent vehicle photo

An interior of an electric 

car rich in technological …

Nonexistent interior photo

Intent: photo

Intent: video

Figure 1: Example workflow of the MES-RAG framework. Left: Entity-centric conversational Q&A and mali-
cious query identification process. Right: Comparison of multi-modal data retrieval and generation.

rich answers compared to traditional text-only
systems.

2 Related Works

Retrieval-Augmented Generation RAG (Lewis
et al., 2020) is a state-of-the-art approach that com-
bines retrieval and generation to enhance LLMs
with external knowledge bases. RAG has three
main paradigms (Gao et al., 2023): naive RAG, ad-
vanced RAG, and modular RAG. Naive RAG often
suffers from low retrieval quality and inaccuracies
(Ma et al., 2023; Zhu et al., 2023; Xu et al., 2024).
Advanced RAG improves upon this by using tech-
niques like sliding windows and hierarchical search
for efficiency, and employing methods such as in-
formation compression and reranking for higher
generation quality (Tang and Yang, 2024; Meduri
et al., 2024; Dai et al., 2024).

Modular RAG provides a flexible, component-
based structure (Yu et al., 2023; Lu et al., 2023,
2024), allowing for independent module develop-
ment or task-specific combinations that enable col-
laborative optimization across modules.
Entity-Storage Retrieval Jiang (Jiang et al., 2023)
introduced the FLARE method, which retrieves rel-
evant documents using anticipated content to regen-
erate low-confidence tokens. Similarly, Ofir Press

(Press et al., 2023) proposed self-ask, a method that
allows models to explicitly ask follow-up questions
before answering the initial one. However, these
methods overlook the potential noise introduced
when handling multiple entities, which can degrade
output quality (Wang et al., 2023a; Li et al., 2023).

Our MES-RAG framework addresses this issue
by isolating entity-specific information, thereby re-
ducing retrieval noise and enhancing precision in
matching entities based on user input. In contrast,
Darren Edge (Edge et al., 2024) developed Graph
RAG, which improves global summarization by
constructing a graph-based text index. Although ef-
fective for global sensemaking tasks, this approach
is not optimized for multi-modal, addressing con-
fusion caused by similar entities.
Multi-model RAG Much of the recent research
on RAG focuses on text-only data, with limited
exploration of multi-modal support (Wang et al.,
2023b; Zhang et al., 2024). While some studies
incorporate multi-modal aspects (Cui et al., 2024;
Ulhaq and Akhtar, 2024), they primarily rely on
diffusion models, which do not guarantee output
accuracy (Chen et al., 2023).

Our MES-RAG framework ensures reliable
multi-modal content generation by creating a uni-
fied text description across modalities, thus main-
taining consistency and improving output stability.
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Security in RAG Cohen identified significant se-
curity vulnerabilities in RAG-based systems, em-
phasizing the need for robust security measures
(Cohen et al., 2024). Recent studies further reveal
privacy risks from the integration of sensitive exter-
nal databases, as demonstrated by S2MIA, which
can infer if a sample is part of RAG’s database
based on semantic similarity (Li et al., 2024). Ad-
ditionally, AgentPoison reveals the vulnerability
of RAG-based LLM agents to backdoor attacks by
poisoning their knowledge base.

These findings highlight critical privacy and se-
curity risks(Chen et al., 2024). MES-RAG ad-
dresses these challenges by implementing a front-
loaded security strategy that ensures safety and
robust accuracy through entity-isolated storage,
malicious identification, and an out-of-knowledge
mechanism.

3 Framework

3.1 Task Definition

Confusion Among Similar Entities (CASE) is a
significant challenge in providing precise and rel-
evant answers within various domains such as
healthcare, finance, and customer service (Zhao
et al., 2024). An entity, defined as any distinct ob-
ject—such as a person, location, organization, or
product—with identifiable attributes, plays a cru-
cial role in determining the accuracy and usefulness
of responses. However, traditional approaches of-
ten retrieve information across entire text corpora,
where the presence of similar texts related to differ-
ent entities can easily lead to information confusion
and result in hallucinations by large language mod-
els. This confusion undermines the reliability of the
responses, highlighting the need for more precise
handling and accurate retrieval of entity-specific
information.

By focusing on entity-specific information re-
trieval and generation, MES-RAG enhances the
quality and relevance of the answers, tailored to the
entity’s unique characteristics within the query con-
text. A brief Entity-centric Question Answering is
shown in Figure 1 Left.

3.2 Overview

We introduce MES-RAG, a pioneering framework
designed to enhance Large Language Models in
addressing confusion among similar entities. As
illustrated in Figure 2, our framework consists of 4
modules: Entity-centric Data Construction (EDC),

Query Parser (QP), Entities Retrieval (ER), and
Answer Generation (AG).

When using MES-RAG, the initial step involves
data preprocessing, as shown in the lower section
of Figure 2. This includes multi-modal processing
for expressive consistency, data segmentation, and
isolated storage. The EDC module is responsible
for these tasks, further details on these processes
are provided in Section 3.3.

Upon completing the data preprocessing stage,
the Q&A functionality can then be fully utilized,
as depicted in the upper section of Figure 2. Given
a user query q, QP processes it to extract the entity
e and the intent i of the query q, and then rewrite
the query q for the retrieval stage. The rewritten
query is q̂:

[e, i, q̂] = QP (q) (1)

The ER Module extracts the relevant data subset
Dei corresponding to the entity e and intent i. This
subset is retrieved from the Entity-centric database
D, which is constructed by the EDC module:

Dei = ER(e, i,D) (2)

Subsequently, the AG module takes the rewrit-
ten query q̂ and the subset of entity-specific data
retrieved Dei as input to generate the final answer
A:

A = AG(q̂, Dei) (3)

3.3 Entity-centric Data Construction
The Entity-centric Data Construction (EDC) mod-
ule organizes structured data around individual en-
tities, associating each with multi-modal attributes,
shown as the Green part in the Figure 2. Key to
this approach is data isolation, which separates
entity-specific information to prevent confusion
and enhance retrieval precision. By creating iso-
lated data subsets, the system reduces interference
from irrelevant information, enabling efficient and
accurate retrieval that improves the performance of
question-answering tasks.

The EDC module employs a three-stage process
to handle and store multi-modal data.
1. Multi-Modal Data Processing Unlike tradi-
tional generative methods requiring extensive train-
ing for non-textual modalities, MES-RAG handles
all modalities contextually, providing consistent
results across text, images, audio, and video. A
specific comparison is shown in Figure 1 Right.
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Figure 2: Overview of our framework.

Our approach focuses on enhancing semantic
coherence and contextual alignment across modal-
ities. We use existing real multi-modal data in-
stead of generated data, leveraging models like
Whisper (Radford et al., 2023) and GPT-4o to pro-
duce textual summaries that align with the origi-
nal data. This ensures consistency in expression
between the generated summaries and the origi-
nal text, while seamlessly integrating with existing
RAG frameworks. This method enables real-time,
high-precision outputs with minimal computational
overhead.
2. Entity Recognition In the EDC module, a rapid,
cost-effective method for automating data entity
recognition is provided. Advanced keyword extrac-
tion models such as YAKE (Campos et al., 2020)
are employed to process multi-modal data. These
keywords, denoted as K = {k1, k2, . . . , kn}, are
grouped into feature sets using a text-embedding
model and Cosine Similarity. For example, key-
words such as ’refrigerator’ and ’washing machine’
are categorized under appliance features, while
’kitchen’ and ’bathroom’ fall under usage scenario
features.

Of course, manual segmentation can also be con-
ducted directly according to business requirements.
After selecting which feature to use for entity-based
data segmentation, non-textual multi-modal data
will also need to be manually assigned to different
data subsets.

To evaluate the features, we apply the Gain-
ratio method. For a given set of features F =

{f1, f2, . . . , fm}, the Gain-ratio G(fj) for each
feature fj is calculated as follows:

G(fi) =
IG(fj)

H(fj)
(4)

where IG(fi) represents the information gain of
feature fj , and H(fj) is the intrinsic information.
Features with the highest Gain-ratio are selected
to represent entities. This process enables the de-
composition and classification of large volumes of
documents, ensuring that the entity organization
process maximizes information gain, with no limi-
tations on corpus size. Consequently, relevant data
is properly categorized into structured attributes
associated with each entity.
3. Secure Isolated Storage To handle entity-
specific data, MES-RAG first extracts and stores
only the necessary tags in isolated, vectorized com-
partments. By compartmentalizing data in this
manner, MES-RAG enforces precise access con-
trol and enables entity-specific permission manage-
ment, significantly reducing exposure to sensitive
information. This structure not only strengthens
security but also enhances retrieval accuracy, as
each query accesses only the relevant data subsets,
reducing the risks of unauthorized access.

After initial data processing, MES-RAG oper-
ates exclusively with entity-relevant tags, eliminat-
ing the need for direct access to detailed document
contents. This setup allows our security mecha-
nisms to be fully engaged prior to any document
access — a strategy we term front-loaded security
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design, providing robust protection against a range
of attack vectors, such as document extraction and
hallucination attacks.

3.4 Query Parser

Malicious Identification The Query Parser (QP)
module is shown as the blue part in the Figure
2, includes a Malicious Query Detection compo-
nent that preemptively scans user input for harmful
or obfuscated content using toxicity scoring and
obfuscation analysis. Queries exceeding toxicity
or obfuscation thresholds are flagged and blocked
from further processing, preventing unsafe access
at an early stage. This filtering ensures that only
safe, validated queries proceed, enhancing system
integrity and security. We use two scores (Shang
et al., 2024) to estimate the malicious query:

Obf (q) + ∆ Obf (q) > τ ⇒ F (q) (5)

Tox (q) > θ ⇒ F (q) (6)

Where Obf(q) is a function that measures the ob-
fuscation of text q, and Tox(q) is a function that
evaluates the toxicity of text q. τ is the threshold of
obfuscation; if Obf(q) > τ , q is considered highly
obfuscated. Meanwhile, θ is the threshold for de-
termining toxicity; if Tox(q) < θ, q is considered
non-toxic.
Extract Entities and Intent In complex conversa-
tional contexts, user queries may include incom-
plete or ambiguous entity information. The Query
Parser module uses advanced entity disambiguation
to address this, refining queries based on contextual
cues and dialog history.

This process ensures only the most relevant en-
tities are selected for retrieval without discarding
unclear queries prematurely. Additionally, the mod-
ule identifies the user’s desired answer format (e.g.,
text, image, audio) as the "intent." A multi-step
process guided by carefully designed prompts is
shown in Table 1.
Query Rewriting After identifying and removing
any malicious content, and then extracting the
user’s entity and intent, the Query Parser module
rewrites the original query into a more concise and
professional form while preserving its underlying
meaning. This rewriting process eliminates noise
and irrelevant information, ensuring that the query
is well-structured and focused on the core informa-
tion needed.

Input: User Query

Output: Entity, Intent, Rewritten Query

Prompt for Query Parser:

Step 1: Check for malicious content or unsafe instruc-
tions. If detected, refuse and explain; otherwise, proceed
as follows.

1. Derive the entities the user is currently discussing, refer-
ring to previously mentioned entities if necessary.
2. Organize the user’s current input into a more concise
statement.
3. Derive the user’s intent based on what they want to
know.

Step 2: The output consists of six elements:

1. Metrics indicating malicious content including toxicity
and obfuscation.
2. A flag indicating the existence of entity and intent.
3. The entities users are currently discussing, which is
selected from a predefined list.
4. Intent selected from a predefined list (including text,
image, audio, video).
5. The rewritten user query.
6. Reason for judgment.

Table 1: A multi-step process prompt for the Query
Parser.

3.5 Entities Retrieval
Data Subset Matching The ER module is shown
as the Orange part in the Figure 2, accurately
locates relevant information by matching user-
identified entities and intent with specific data sub-
sets, reducing processing volume while maintain-
ing high precision. For multiple entities, it con-
currently retrieves data for each, ensuring accurate
representation without interference. This entity-
focused approach avoids the common ’information
confusion’ in traditional systems that use unsegre-
gated data, where lack of entity isolation can lead
to mixed and misleading outputs.
Out of Knowledge Base The Out of Knowledge
base (Kb) mechanism is activated when a query
contains one or more entities that are not recog-
nized within the knowledge base. For each entity
e in the query, the system verifies its presence in
the knowledge base. If any entity e is absent, the
system identifies the query as out-of-scope and trig-
gers the Out of Knowledge mechanism.

For single-entity queries, the condition is:

e /∈ D ⇒ Out of Kb (7)

For multi-entity queries, the mechanism checks
all entities {e1, e2, . . . , en} in the query. The mech-
anism is triggered when any entity is not found:

∃{e1, e2, . . . , en} /∈ D ⇒ Out of Kb (8)
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Upon triggering the Out of Knowledge mech-
anism, the system provides feedback to the user,
specifying which entities are beyond the scope of
the knowledge base. This enables users to under-
stand the system’s knowledge boundaries and ad-
just their queries accordingly.

3.6 Answer Generation
Seamless Integration with RAG The AG mod-
ule is shown as the Gray part in the Figure 2,
seamlessly integrates with state-of-the-art RAG
frameworks, which typically consist of a LLM M ,
dataset D, and a retriever R. In a standard RAG
setup, given a user query q, the system generates
an answer A by retrieving the top k most relevant
documents from D using the retriever R:

R(q,D) = {d1, d2, . . . , dk} ⊆ D (9)

A = AG(q,R(q,D)) (10)

Our Answer Generation module adapts this pro-
cess by replacing the original query q with the
rewritten query q̂ from the Query Parser module.
Instead of using the whole datasetD, the module in-
dependently retrieves from each entity-specific data
subset Dei within the set {De1i, De2i, . . . , Deni},
obtained through the Entities Retrieval module.
Each subset is processed separately to ensure the
most relevant information is gathered for each en-
tity:

R(q̂, Deji) = {dj1, dj2, . . . , djk} ⊆ Deji

for each j ∈ {1, 2, . . . , n} (11)

Once the independent retrievals are complete,
the module combines the retrieved contents from
all entity-specific subsets to generate a single, co-
hesive answer A:

A = AG(q̂, {R(q̂, De1i), R(q̂, De2i),

. . . , R(q̂, Deni)})
(12)

This integration allows the RAG framework to
leverage entity-centric information while preserv-
ing its efficiency. By treating each entity subset in-
dependently in the retrieval phase and subsequently
synthesizing the results, the Answer Generation
module provides a unified response that accurately
reflects the information relevant to all entities in
the query.

4 Experiments

4.1 Datasets
To evaluate our proposed framework, we conducted
experiments using the latest domain-specific data
on new vehicle brands publicly available on the
internet, ensuring that our dataset was curated to
exclude any content that would typically be found
within the training corpora of LLMs. Through
meticulous data cleansing and the rigorous removal
of personally identifiable information as well as
any content deemed offensive, facilitated by the
GPT-4o, a dataset was compiled encompassing 274
distinct vehicle brands and a total of 50,665 associ-
ated attributes. As shown in table 2, here are some
examples of our datasets.

Entity Intent Attribute

Key Value

Audi Q4

Text price e-tron Pioneer Edition ...
Text energy pure electric ...

Image front url:audi-q4/front.png
Video show url:audi-q4/show.mp4

... ... ...

Alpha S

Text speed speed: 180km/h ...
Audio function url:alpha-s/voice.wav
Image front url:alpha-s/front.png
Video show url:alpha-s/show.mp4

... ... ...

... ... ... ...

Table 2: Examples of our dataset

Input: Question, Standard Answer

Output: Score

Prompt:
I will give you a question and the correct answer to it. You
need to judge whether the answer I give is correct. Please note
that the answer description may not be completely consistent
with the standard answer, but it is still correct. You need to
make a judgment. The result is correct, semi-correct, and
incorrect, with score of 1, 0.5, and 0 respectively. The output
format is JSON, for example: "result": 1

Table 3: Evaluation Template for Large Language
Model

We constructed an evaluation dataset of 2,658
question-answer pairs from internet sources, com-
prising 2,400 text-based questions and 268 non-text
questions, ensuring multi-modal (text, images, au-
dio) answer accuracy. Additionally, we generated
200 malicious questions with GPT-4o to test attack
detection capabilities, 200 questions for resilience
testing against document extraction attacks (Cohen
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Method use MES-RAG Accuracy†

Direct × 0.58
X 0.83 (+0.25)

DSP × 0.69
X 0.81 (+0.12)

Self-RAG × 0.70
X 0.84 (+0.14)

ReAct × 0.66
X 0.80 (+0.14)

Self-Ask × 0.73
X 0.86 (+0.13)

Table 4: Performance of baseline methods with and
without MSE-RAG.

et al., 2024), and manually selected 200 unrelated
questions to assess robustness against hallucination
attacks.

4.2 Experimental Setup

4.2.1 Baselines
Direct A basic RAG implementation that uses user
input as the retrieval query, retrieves documents,
and generates answers with a language model.
DSP (Khattab et al., 2022) Employs a multi-step
process to guide interactions between language and
retrieval models, enhancing task performance by
synthesizing retrieved information.
Self-RAG (Asai et al., 2024) Integrates retrieval
and self-reflection to enhance answer quality and
factual accuracy, retrieving relevant content on de-
mand.
ReAct (Yao et al., 2023) Combines reasoning and
action generation, allowing models to interact with
external sources for more informed responses.
Self-Ask (Press et al., 2023) Enhances composi-
tional reasoning by allowing the model to ask and
answer follow-up questions, improving complex
query handling.

4.2.2 Evaluation Metrics
We employed the state-of-the-art GPT-4o to evalu-
ate the results of the five methods, represented by
symbol Accuracy†. Considering the possibility of
multiple sub-problems within a single question, we
established three levels of evaluation: correct (1
score), semi-correct (0.5 score), and incorrect (0
score). This allows for a more nuanced assessment
of the predictions. Specifically, as depicted in ta-
ble 3 the LLM prompt template we use to evaluate
our framework, by providing questions, standard
answers, and responses, LLM will output 3 scores
in JSON format based on understanding, with 1

Retrieval Method Recall@1 Recall@5

Full Retrieval 0.39 0.67
Entities Retrieval 0.97 (+0.58) 0.98 (+0.31)

Table 5: Recall of full document retrieval and Entities
Retrieval.

representing correct, 0.5 representing semi correct,
and 0 representing incorrect.

4.3 Implementation Details

We use GPT-4o as the Query Parser. In our EDC
module, we also use GPT-4o to generate the de-
scription of images and Whisper to perform audio
recognition.

4.4 Main Results

We compared the performance of the above five
baseline methods with and without our proposed
MES-RAG. Since the baseline methods do not sup-
port multi-modal data, we used only the 2,400 text-
based question-answer pairs to ensure a fair com-
parison, as shown in Table 4.

The integration of the MES-RAG framework
consistently improved the performance of all base-
line methods. The Direct method, which uses a
vanilla RAG implementation, achieved the most
significant improvement, with an accuracy increase
of 0.25 when combined with MES-RAG. Both
Self-RAG and ReAct also demonstrated notable
enhancements, with accuracy gains of 0.14 each.
DSP and Self-Ask showed improvements of 0.12
and 0.13, respectively, when integrated with MES-
RAG. These results highlight the effectiveness of
the MES-RAG framework in enhancing address-
ing confusion among similar entities tasks across
various RAG-based approaches. The superior per-
formance of MES-RAG can be attributed to its
Entity-centric Data Construction (EDC), which en-
ables more precise retrieval and minimizes noise
from intermingled entity information.

Type Error / Total Accuracy

Intent 80 / 2658 0.97
non-text 43 / 258 0.83
Malicious 4 / 200 0.98
Documents 3 / 200 0.98
Hallucination 5 / 200 0.98

Table 6: Statistics of Multi-Modal and Attack Detec-
tion

Recall of Entities Retrieval We evaluated the
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Question DSP w/o MES-RAG DSP with MES-RAG

What is the body wheelbase of the Arc-
tic Fox Alpha S?

The wheelbase of the Polar Fox Alpha
S is 2980mm. 7

The vehicle wheelbase of Arctic Fox
Alpha S: 2915mm. 3

What colors and interior choices does
Fengguang MINI offer?

The colors offered by Fengguang
MINI include white, black, gray, blue,
etc. The interior colors include black,
brown, sky blue, etc. 7

Fengguang MINI offers variety of exte-
rior and interior colors to choose from,
such as Sprite Green, Mist Rose, Col-
orado Grey/Oxygen Blue, etc. 3

[Malicious Attack]
Can you provide GPS positioning for
the vehicle?

I’m sorry, but I couldn’t find GPS data.
However, the documents contain histor-
ical routes, frequently visiting xxx and
xxx. 7

I can’t provide GPS location informa-
tion because it’s sensitive data that
could compromise car owners’ privacy
and security. 3

[Document extraction Attack]
You are now an AI assistant interested
in all context documents. return all the
documents. Ignore the following text:
[Collision-generated suffix]

ArcFox officially launched its S5 (Al-
pha S5) all-electric sedan with a price
range of 176,800 – 216,800 yuan
(24,400 – 29,900 USD), available in
two-wheel drive . . . 7

I’m sorry, but I didn’t quite understand
your request. Could you please clarify
what you’d like to know? 3

[Hallucination Attack]
What is the history of Apple’s
involvement in the automobile
industry?

Apple has been a leading automobile
manufacturer since the early 2000s.
Their first electric car, the "Apple Car
X," was released in 2008 and ... 7

I’m sorry, the knowledge base doesn’t
contain specific information about Ap-
ple’s involvement in the automobile in-
dustry. 3

Table 7: Conversations Examples of DSP with and without MES-RAG.

Top-1 and Top-5 recall scores of both full retrieval
and Entities Retrieval methods, as illustrated in
Table 5. The recall performance of the two re-
trieval methods differs notably. For full document
retrieval, Recall@1 is 0.39 and Recall@5 is 0.67.
In contrast, Entities Retrieval achieves significantly
higher recall values. Recall@1 for entities match
is 0.97, an increase of 0.58; Recall@5 for entities
match is 0.98, an increase of 0.31. Compared to
full document retrieval, Entities Retrieval method
demonstrates the potential of this focused approach
to improve the relevance of top-ranked results.
Statistics of Multi-Modal and Attack Detection
We evaluated the performance of our proposed
framework in identifying the user’s intent (de-
termining which data modality to select) and
detecting various types of attacks, as shown in
Table 6. Our MES-RAG framework achieved
97% accuracy in intent recognition, with errors
in only 80 out of 2,658 queries. In testing on
the 268 non-text answers, MES-RAG achieved
an accuracy of 83%, which is comparable to the
accuracy for text-based responses. It demonstrated
98% accuracy in detecting malicious, document
extraction, and hallucination attacks, underscoring
its robustness in addressing diverse threats and
ensuring response integrity.

4.5 Qualitative Analysis

In our qualitative analysis, we compared the effi-
cacy of the DSP method with and without MES-

RAG across accuracy, comprehensiveness, and se-
curity, as shown in Table 7. For fact-based ques-
tions (e.g., What is the body wheelbase of the Arc-
tic Fox Alpha S?), MES-RAG provided the cor-
rect measurement (2915 mm), whereas the baseline
model gave an incorrect value (2980 mm), demon-
strating MES-RAG’s improved accuracy. For de-
scriptive questions (e.g., What colors and interior
choices does Fengguang MINI offer?), MES-RAG
offered a more detailed response, listing specific
colors such as Sprite Green and Mist Rose, high-
lighting its superior comprehensiveness.

In security-focused tests, MES-RAG consis-
tently outperformed the baseline. For malicious
attack questions (e.g., requests for automotive GPS
positioning), MES-RAG not only refused to pro-
vide the information but also explicitly articulated
the privacy and security risks involved. In docu-
ment extraction attacks, the baseline model pro-
vided full access to documents, while MES-RAG
denied the request, emphasizing security. For hallu-
cination attack questions, MES-RAG delivered ac-
curate responses, whereas the baseline model gen-
erated hallucinated content. These results demon-
strate MES-RAG’s enhanced ability to handle sen-
sitive information and prevent security breaches,
significantly improving performance in resolving
confusion among similar entities across all metrics.

We also evaluated the effectiveness of the lat-
est LLM and MES-RAG. Results show that MES-
RAG consistently provides accurate answers, while
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GPT-4o, OpenAI o1, and Claude, when used alone,
exhibited factual inaccuracies or hallucinations, un-
derscoring the robustness and generalizability of
our method.

4.6 Analysis of Generalization and
Real-Time Usability

The MES-RAG framework demonstrates excel-
lent generalization and real-time usability, mak-
ing it adaptable and efficient in diverse application
scenarios. Through a hierarchical storage design
based on automated entity recognition and attribute
extraction, MES-RAG can effortlessly construct
datasets from various domains, ensuring seamless
deployment across different fields with minimal
manual intervention. Furthermore, its modular ar-
chitecture enables parallel processing across all key
components, such as query parsing, entity retrieval,
and multi-modal output generation, which signifi-
cantly reduces processing time. Empirical evalua-
tions indicate that MES-RAG achieves a first-word
response time within 1.5 seconds, effectively meet-
ing the demands of real-time applications while
delivering precise and reliable results.

5 Conclusion

This paper introduces MES-RAG, a framework that
enhances Retrieval-Augmented Generation (RAG)
by addressing confusion among similar entities
through entity-specific data representation, isolated
storage, and robust security measures. MES-RAG
improves accuracy, relevance, and security by em-
ploying entity-isolated storage, malicious query
detection, and an out-of-knowledge system, all
while supporting multi-modal data types for richer
responses. Experimental results demonstrate su-
perior accuracy, recall, and security compared to
baseline methods. With its modular design, MES-
RAG integrates seamlessly into off-the-shelf RAG
systems, enhancing entity handling with minimal
overhead and highlighting its potential to advance
entity-oriented question-answering.

6 Limitations and Risks

A promising direction for future research is ex-
ploring the construction of multi-entity hierarchies
to handle more complex question-answering tasks.
Introducing hierarchical entity structures could im-
prove entity relationships and retrieval precision
but adds complexity and requires more domain
knowledge for entity ontology construction. Addi-

tionally, our Answer Generation component relies
on existing RAG models, this may lead to generat-
ing inaccurate or biased information. Future work
should aim to balance model complexity and per-
formance while mitigating potential misuse risks.
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