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Abstract

This study analyzes the attention patterns of
fine-tuned encoder-only models based on the
BERT architecture (BERT-based models) to-
wards two distinct types of Multiword Expres-
sions (MWEs): idioms and microsyntactic units
(MSUs). Idioms present challenges in semantic
non-compositionality, whereas MSUs demon-
strate unconventional syntactic behavior that
does not conform to standard grammatical cat-
egorizations. We aim to understand whether
fine-tuning BERT-based models on specific
tasks influences their attention to MWEs, and
how this attention differs between semantic and
syntactic tasks. We examine attention scores
to MWEs in both pre-trained and fine-tuned
BERT-based models. We utilize monolingual
models and datasets in six Indo-European lan-
guages — English, German, Dutch, Polish,
Russian, and Ukrainian. Our results show that
fine-tuning significantly influences how mod-
els allocate attention to MWEs. Specifically,
models fine-tuned on semantic tasks tend to dis-
tribute attention to idiomatic expressions more
evenly across layers. Models fine-tuned on
syntactic tasks show an increase in attention to
MSUs in the lower layers, corresponding with
syntactic processing requirements.

1 Introduction
Attention mechanisms in Natural Language Pro-
cessing (NLP) enhance the ability of models to
focus on relevant aspects of input data by adjusting
the model’s focus dynamically. Such capabilities
are foundational in models like BERT (Devlin et al.,
2019), which utilize attention mechanisms to man-
age deep contextual understanding and complex
linguistic phenomena.

Multiword Expressions (MWE) consist of two or
more (lexical) components and function as a single
unit. This is characteristic of idioms, collocations,
and formulaic expressions, all of which exhibit a
degree of semantic cohesion that distinguishes them
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Figure 1: Layer-wise attention distribution in BERT-
based models for idioms and microsyntactic units
(MSUs). Results shown for English (EN) and Ukrainian
(UK). Models fine-tuned on syntactic tasks (Dependency
Relation Classification – DepRel, Part-of-Speech Tag-
ging – POS) are on the left, and semantic tasks (Named
Entity Recognition – NER, Topic Classification – Topic)
are on the right. The y-axis shows the percentage of
attention scores directed from other sentence tokens to-
wards Multiword Expressions, with higher percentages
indicating stronger attention focus.

from literal combinations of the contained words
(Masini, 2019; Shwartz and Dagan, 2019). Warren
(2005) notes that such expressions are pervasive
in language use, often outnumbering single words.
In this study, we are specifically interested in two
distinct MWE types, each presenting its unique
challenges: idioms and microsyntactic units.

Idioms, such as spill the beans or das Handtuch
werfen (”throw in the towel”) in German, embody
the challenge of semantic non-compositionality.
These expressions, characterized by meanings that
cannot be deduced simply from their literal compo-
nents, require a deeper understanding of language
beyond its surface structure. The complexity of
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idioms poses significant challenges for NLP sys-
tems, as they must navigate these non-literal, often
figurative expressions to achieve accurate under-
standing and generation of language (Baldwin and
Kim, 2010; Fadaee et al., 2018; Zeng and Bhat,
2021; Tan and Jiang, 2021).

Microsyntactic units (MSU), such as all the same
or тем не менее (translit.: ”tem ne menee”,
”nevertheless”) in Russian, fall out of standard
grammatical categorization and analysis, due to
syntactically unpredictable behavior (Iomdin, 2015).
For instance, the MSU all the same can function in
multiple ways: it may express persistence despite
a fact, as in ’She was kind, but all the same she
terrified me’, or indifference, as in It is all the
same to me whether you stay or go (Iomdin, 2016).
Avgustinova and Iomdin (2019) highlight the role
of MSUs in challenging the boundaries between
lexicon and grammar, noting the need for advanced
parsing strategies that can adapt to their unique
syntactic structure.

In this paper, we analyze the attention patterns of
both pre-trained and fine-tuned encoder-only mod-
els based on the BERT architecture (BERT-based
models) towards two distinct MWE types: idioms
and MSUs. We adopt the approach of Jang et al.
(2024), who examine whether the attention scores
in BERT change during the fine-tuning process for
downstream tasks. Extending their methodology
to MWEs allows us to contrast how these models
handle the semantic non-compositionality in idioms
against the syntactic non-conformity in MSUs. To
validate our results, we employ monolingual mod-
els and datasets in six Indo-European languages
coming from two language groups: Slavic and Ger-
manic. The languages are English (EN), German
(DE), Dutch (NL), Polish (PL), Russian (RU), and
Ukrainian (UK). The choice of these languages
is motivated by extensive linguistic resources and
pre-trained models available for them, which is
essential for our analyses. While we acknowledge
that the language sample is not typologically di-
verse and does not include languages outside of
Indo-European language family, leveraging these
specific languages allows for a more controlled
analysis within the scope of our research.

Our results indicate that fine-tuning enhances
the models’ ability to appropriately focus atten-
tion on MWEs, with distinct patterns observed
between idioms and MSUs. Models fine-tuned on
semantic tasks show a more even distribution of at-
tention to idiomatic expressions, reflecting the need

for integrating information across layers. In con-
trast, models fine-tuned on syntactic tasks exhibit
increased attention to MSUs in lower to middle lay-
ers, according to syntactic processing requirements.
These findings suggest that attention mechanisms
in BERT-based models adapt during fine-tuning to
better handle different types of MWEs, aligning
with the linguistic characteristics of idioms and
MSUs.

To facilitate further research, we have made our
datasets and fine-tuned models publicly available at
github.com/IuliiaZaitova/mwe-attention.

2 Related Work

Interpreting BERT’s Attention. While the atten-
tion mechanisms in BERT-based models have been
extensively studied, some works stand out for their
relevance to our current study.

Tenney et al. (2019) investigate how linguistic
information is represented across different layers
within BERT, discovering that the model architec-
ture implicitly mirrors the classical NLP pipeline,
contradicting the often criticized ”black box” nature
of such models. Their findings indicate that lower
layers of BERT are better at encoding local syntac-
tic information, while higher layers progressively
engage with more complex semantic processing.
In addition, they observe that syntactic informa-
tion is more localizable, with weights related to
syntactic tasks tending to be focused on a few lay-
ers, while information related to semantic tasks is
generally spread across the entire network. These
findings suggests that despite BERT’s holistic train-
ing approach, it may maintain an interpretable and
hierarchical structure.

Jang et al. (2024) specifically examined how
BERT’s attention scores vary with lexical categories
during the fine-tuning process on downstream tasks.
Their study explores the model’s behavior during
the fine-tuning phase on the GLUE benchmark tasks
(Wang et al., 2018), hypothesizing that BERT’s at-
tention mechanism is selectively sensitive to the
lexical category of tokens — with increased at-
tention to content words for semantic tasks and
to function words for syntactic tasks. Their find-
ings confirm that BERT’s attention is not uniformly
distributed but is instead strategically adjusted to
emphasize relevant lexical categories based on the
task, demonstrating a certain level of linguistic
adaptability.

MWE Processing in Language Models. Prior
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studies have explored both the extent to which Lan-
guage Models understand MWEs and their different
types (Kurfalı, 2020; Walsh et al., 2022; Miletić
and Walde, 2024; Dankers et al., 2022; Rambelli
et al., 2023; Tian et al., 2023). Further research has
investigated how these models can be fine-tuned to
improve their performance on the classification of
MWEs (Boisson et al., 2022; Avram et al., 2023;
Bui and Savary, 2024).

A work that has a particular relevance is Zaitova
et al. (2023). This study proposes an approach to
detect MSUs by using cosine similarity retrieved
from five Word Embedding Models (WEMs), and
evaluates how well these models capture syntac-
tic idiosyncrasies. The results demonstrate the
effectiveness of WEMs in capturing MSUs across
six Slavic languages. Additionally, it shows that
WEMs adapted for syntax-based tasks consistently
outperform other WEMs at the task.

In spite of these contributions, there is still a gap
in understanding how BERT-based models attend
to different types of MWEs, particularly in a multi-
lingual context. Previous studies often focus on a
single language or do not consider different types of
MWEs. Our study addresses these limitations by an-
alyzing how fine-tuning affects attention to MWEs
in BERT-based models across six languages.

3 Methodology

3.1 Datasets
We conducted our experiments with BERT-based
models using idiom and MSU datasets. While the
idiom dataset includes two groups of Indo-European
languages – Germanic (DE, EN, NL) and Slavic
(PL, RU, UK), the MSU dataset only includes the
Slavic languages (PL, RU, UK).

An example of the data in all languages is given
in Table 1. To ensure a fair comparison between
idioms and MSUs, we selected or created a subset
of 227 idioms in context for each language where
possible, matching the number of MSUs in the
MSU dataset to allow for balanced analyses.

3.1.1 Microsyntactic Unit Dataset
The Slavic MSU dataset (Zaitova et al., 2023)1 was
compiled using the list of MSUs provided in the
Russian National Corpus(rus, 2003–2023). The
selection process focused on the most frequently

1https://huggingface.co/datasets/izaitova/
slavic_fixed_expressions

occurring MSUs, resulting in a total of 227 instances
for Russian.

These 227 Russian MSUs are accompanied by
their translational equivalents and parallel bilingual
context sentences across five Slavic languages. The
translational equivalents were manually sourced
from the parallel sub-corpora of the Russian Na-
tional Corpus and the Czech National Corpus
(Machálek, 2020), generating parallel sets for the
analysis. In our study, we only use the MSU sets
for Polish, Russian, and Ukrainian.

3.1.2 Idiom Dataset
English, German, Dutch, and Polish Idiom
Dataset. For the languages EN, DE, NL, and
PL, we used the ID10M dataset (Tedeschi et al.,
2022), which provides idiom annotations in 10
languages. The dataset was developed as part of
a complete framework for idiom identification in
several languages. It includes automatically created
training and development data with idioms, their
context sentences, and their annotations. Addition-
ally, the test sets for four languages were curated
manually. Among the languages in our analysis,
the test sets were available for EN and DE.

Russian Idiom Dataset. For Russian, we used 85
idioms from the dataset by Aharodnik et al. (2018).
The remaining 142 idioms in context were manually
retrieved from the ”Academic Dictionary of Russian
Phraseology” (Baranov and Dobrovolsky, 2015),
ensuring comprehensive coverage. The resulting
idioms were proofread by two native speakers (a 28
year old female, and a 24 year old male), who are
also professional linguists.

Ukrainian Idiom Dataset. For Ukrainian, due
to the absence of pre-existing idiom datasets, we
created our own dataset by generating idioms with
OpenAI’s ChatGPT, specifically using the GPT-4
model. Each idiom was subsequently verified by a
native Ukrainian speaker (age: 24; gender: male),
who is also a professional linguist to ensure its
accuracy.

3.2 Models
We used six large 24-layer encoder-only transformer
models based on the BERT architecture trained
using only the masked language modeling objec-
tive on monolingual texts (BERT-based models).
Specifically, for English we utilized BERT-large-
cased, for German – GBERT-large (Chan et al.,
2020), for Dutch – RobBERT-large (Delobelle and
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Lang Type Sentence English Translation

EN Idiom They covered the whole field from A to Z in
eight classes.

-

DE Idiom Ihre große Liebe sei Jonathon, sagt Sarah. Sarah then says that Jonathon is her great love.
NL Idiom Af en toe verzorgde ze nog een gastoptreden. Now and then, she would make a guest

appearance.
PL Idiom Ca ly czas by lo mi zimno z nim. I was constantly cold because of him.
PL MSU Z trudem kojarzy l i pojmowa l, co do niego

mówia.
He barely understood what was said to him.

UK Idiom
Для нього робота — це альфа i омега
всього життя.

For him, work is the be-all and end-all of life.

UK MSU
Я все ще сподiвався на банальну аварiю.

I was still hoping it was just a mundane accident.

RU Idiom
За что позор за позором валится на мою
голову?

Why does disgrace after disgrace fall on my
head?

RU MSU
Я всё время думал о тебе, день и ночь.

I thought about you all the time, day and night.

Table 1: Idioms and microsyntactic units in context.

Remy, 2023), for Polish – HerBERT-large-cased
(Mroczkowski et al., 2021), for Russian – ruBERT-
large (Zmitrovich et al., 2023), and for Ukrainian –
Liberta-large (Haltiuk and Smywiński-Pohl, 2024).

3.3 Fine-tuning Process

To analyze how task-specific training affects the
attention mechanisms of pre-trained models when
processing idioms and MSUs, we fine-tuned each
model on two syntactic and two semantic NLP tasks.
The selection of tasks was guided not only by the
availability of fine-tuning datasets in the studied
languages, but also by their relevance to linguistic
properties of MWEs.

3.3.1 Syntactic Tasks

Dependency Relation Classification (DepRel) pre-
dicts the dependency relation tag for each token in
a sentence. This task assesses the model’s ability to
understand syntactic relationships between tokens,
which is crucial for parsing the often non-standard
structures of MWEs. For DepRel, we used datasets
based on Universal Dependencies (Nivre et al.,
2020).

Part-of-Speech (POS) Tagging assigns gram-
matical categories to each token, testing the model’s
grasp of syntactic roles and morphological forms.
POS tagging is essential for handling tokens that
may have unconventional syntactic functions in id-
iomatic versus literal contexts. Datasets for this task
are also sourced from the Universal Dependencies.

3.3.2 Semantic Tasks
Named Entity Recognition (NER) identifies and
classifies entities in texts into categories like people,
organizations, and locations, evaluating the model’s
ability to extract semantic information. The task of
NER is relevant to our study goal because MWEs
are often culture-specific and can include named
entities. We utilized the WikiANN dataset (Pan
et al., 2017) for this task.

Topic Classification (Topic) assigns sentences
to predefined topics based on content, requiring
understanding of broader semantic context. Topic
classification is relevant since MWEs often require
broader context to be interpreted correctly. The
SIB-200 dataset (Adelani et al., 2023) was used for
this task.

3.3.3 Training and Evaluation
The datasets were divided into training, develop-
ment, and test sets, with sizes varying depending
on the language and dataset. Table 2 shows the
number of training samples used for fine-tuning
the models on each downstream task across the six
languages studied.

All models were fine-tuned for 10 epochs using
the Hugging Face Transformers library (Wolf et al.,
2020), with the development set for validation and
hyperparameter tuning. We evaluated the models on
the test set using the F1 score to ensure consistent
comparison across tasks. The models achieved
competitive performance, with F1 scores exceeding
0.75 across all tasks and languages.
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Lang DepRel POS NER Topic
EN 5000 7000 5000 701
DE 5000 7000 5000 701
NL 5000 7000 5000 701
PL 5000 7000 5000 701
RU 5000 5400 7000 701
UK 5496 5000 7000 701

Table 2: Number of training samples for fine-tuning by
task.

4 Experimental Setup

4.1 Data Preprocessing and Setup
Each context sentence with an MWE is tokenized
using the pre-trained model tokenizer (e.g., BERT-
large-cased tokenizer for English). This ensures
consistency and accuracy in mapping MWE tokens
to attention vectors. After tokenization, the inputs
are fed into both the pre-trained and the fine-tuned
models, and the attention outputs are extracted for
analysis.

To maintain alignment between the tokens of
the MWEs and the attention weights, we carefully
handle cases where MWEs are split into subword
tokens. We aggregate the attention weights corre-
sponding to all subword tokens that compose an
MWE, treating them as a single unit in our analysis.

4.2 Attention Extraction
For each model, we extract the multi-head attention
matrices from all layers during the forward pass.
These matrices represent the attention weights that
each token in the input sequence assigns to every
other token, including itself. Specifically, for a
model with 𝐿 layers and 𝐻 attention heads per
layer, we obtain 𝐿 × 𝐻 attention matrices per input
sequence.

To simplify our analysis, we average the attention
matrices across the 𝐻 heads in each layer. This
results in a single averaged attention matrix per
layer of size 𝑇 × 𝑇 , where 𝑇 is the length of the
tokenized input sequence. By examining these
averaged matrices, we can analyze how attention is
distributed across the model’s layers.

4.3 Attention Analysis
To quantify the attention patterns related to MWEs,
we adopt and extend the metrics proposed by Jang
et al. (2024). Specifically, we additionally study the
layer-wise changes in attention distribution across

MWE categories both within MWE and from con-
text to MWE.

Our analysis focuses on the following aspects:

• Attention from Context to MWEs: For each
layer in the model, we compute the average
attention scores directed from all other tokens
in the sentence towards tokens of MWEs.

• Attention within MWEs: We also analyze the
attention among tokens within MWE, calcu-
lating the average attention that MWE tokens
pay to one another at each layer.

• Impact of Fine-tuning: We compare the pre-
trained models to fine-tuned models and as-
sess how fine-tuning on syntactic or semantic
tasks changes the model’s attention to MWEs.
Moreover, we analyze the direction of changes
in attention scores (positive or negative) for
all models and both categories of MWEs.

• Attention Differences between types of
MWEs: We look at the attention distribu-
tions for idioms and MSUs to compare the
patterns for two types of MWEs.

• Language-Specific Attention Patterns: We
examine how different language-specific
BERT-based models process MWEs to iden-
tify similarities and differences in attention
patterns across languages and model architec-
tures.

5 Results and Discussion
In this section, we present our analysis of the at-
tention patterns by the pre-trained and fine-tuned
BERT-based models when processing two types of
MWEs: idioms and MSUs across different layers.

5.1 Pre-trained vs. Fine-tuned Models
Figure 1 shows the percentage of attention scores
directed towards MWEs by layer in PL, UK, and EN.
The figure compares the pre-trained models with
models fine-tuned on syntactic and semantic tasks.
As can be seen from the figure, in the pre-trained
models, the attention directed towards both idioms
and MSUs is more uniform across middle and
upper layers, indicating a tendency towards general-
purpose representation. The models fine-tuned
on both syntactic and semantic tasks demonstrate
noticeably higher attention peaks. This implies
that fine-tuning improves the model’s ability to
concentrate on MWEs in general.
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Task EN DE NL PL RU UK
T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

Pre-trained 1 4 5 3 2 1 12 3 7 3 2 5 1 2 10 4 6 5
DepRel 1 5 4 3 2 1 5 3 6 3 2 5 1 3 2 1 11 12
POS 1 11 4 3 2 5 12 7 3 3 2 1 1 2 9 1 2 12
NER 1 5 6 3 6 2 12 7 6 3 2 5 1 2 3 1 2 12
Topic 1 4 5 3 1 2 3 7 5 3 2 5 1 9 2 7 5 4

(a) Idioms

Task EN DE NL PL RU UK
T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

Pre-trained – – – – – – – – – 3 2 1 2 4 3 3 2 12
DepRel – – – – – – – – – 3 2 1 2 3 5 3 2 12
POS – – – – – – – – – 3 2 1 11 2 12 3 2 12
NER – – – – – – – – – 3 2 1 2 3 6 3 2 1
Topic – – – – – – – – – 3 2 1 2 4 3 3 2 1

(b) Microsyntactic Units

Table 3: Top three layers with highest attention percentage allocated to idioms and microsyntactic units (MSUs)
across six languages. The layers with the highest attention percentages are labeled as T1 (highest), T2 (second
highest), and T3 (third highest). Lower layers (1-8) are marked in blue color and middle layers (9-16) in yellow
color and bold font to illustrate where the model focuses its attention.
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Figure 2: Layer-wise attention distribution within Multi-
word Expressions (MWEs) in German (DE), Dutch (NL),
and Russian (RU) BERT-based models. The graphs
show attention distribution within tokens of idioms and
microsyntactic units (MSUs), comparing pre-trained
models with those fine-tuned on syntactic tasks (Depen-
dency Relation Classification – DepRel, Part-of-Speech
Tagging – POS) and semantic tasks (Named Entity
Recognition – NER, Topic Classification – Topic). The
y-axis represents the percentage of attention between
tokens within the same MWE.

In addition to attention from other tokens in the
sentence to MWEs, we analyzed the attention scores
within the tokens of MWEs. Figure 2 illustrates the
percentage of attention scores within idioms and
MSUs by layers in the DE, NL, and RU models.
Here, we can again observe stronger attention peaks
in the fine-tuned models as compared to the pre-
trained models.

According to attention scores both within MWE
and from context to MWE, models fine-tuned on
semantic tasks – NER and Topic – show an increase
in attention to MWEs in the higher layers compared
to the pre-trained model. This is consistent across
all six languages studied except for RU.

Figure 3 shows the differences in the percentage
of average attention values from the pre-trained
model across layers for two types of MWEs in RU.
From the figure, we can see that fine-tuning leads
to mostly decreased attention to both idioms and
MSUs across most layers, and particularly in higher
layers. Fine-tuning on syntactic tasks (Topic and
DepRel) leads to a sharp decrease in middle to
upper layers, except for POS task when processing
MSUs. Fine-tuning on semantic tasks (NER and
Topic) results in mixed changes. For both NER and
Topic, attention to idioms and MSUs decreases in
most layers but slightly increases in some lower to
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Figure 3: Differences in Attention Patterns for Idioms and Microsyntactic Units (MSUs) in Russian. The bars show
layer-wise changes in attention percentage after fine-tuning on syntactic tasks (Dependency Relation Classification –
DepRel, Part-of-Speech Tagging – POS) and semantic tasks (Named Entity Recognition – NER, Topic Classification
– Topic). Positive values indicate increased attention and negative values show decreased attention compared to the
pre-trained model.

middle layers.
These mixed changes suggest that fine-tuning

on NER and Topic classification may cause the
model to redistribute attention in a more nuanced
way, possibly balancing between capturing named
entity-specific information and broader contextual
cues.

The consistent decrease in attention across most
layers and tasks may indicate that fine-tuning re-
duces the model’s sensitivity to MWEs. The
changes in attention are especially pronounced
in higher layers. Since higher layers are often
associated with capturing abstract and semantic
information, as mentioned in Section 2, their de-
creased attention suggests a possible trade-off be-
tween task performance and the model’s ability to
handle MWEs.

5.2 Idioms vs. Microsyntactic Units
Regardless of whether the model is only pre-trained
or has been fine-tuned, a consistent pattern where
attention peaks at the lower layers (3-4) when pro-
cessing MSUs is observed across all models for all
languages.

The presence of attention peaks in the lower
layers for MWEs, and especially for MSUs in both
figures, suggests that these units are more closely

associated with syntactic processing. As stated
before, lower layers of neural networks are typically
more focused on syntactic features of a language
since they process more structural aspects of the
input data before passing higher-level semantic
information to upper layers.

For MSUs, attention percentage is in general
more varied across layers in models fine-tuned on
syntactic tasks, while semantic tasks lead to a flatter,
more uniform distribution. In Figure 3, we can see
that attention to MSUs increases in middle and
upper layers when fine-tuned on the POS task. The
other syntactic task, DepRel, does not show the
same pattern. In contrast, the attention scores for
MSUs drop even more compared to idioms, except
for a slight increase in layer 2. This could be because
DepRel relies more on understanding grammatical
relations rather than the specific syntactic categories
like POS.

5.3 Comparison between Language Groups
With the Germanic languages (EN, DE, NL), the
models produce more uniform attention patterns
towards idioms within MWE and from context to
MWE. This may be attributed to lower morphologi-
cal complexity in Germanic languages, allowing the
models to adapt more uniformly during fine-tuning.
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In contrast, the models for Slavic languages (PL,
RU, UK), especially for PL, display more varied
attention patterns, as can be seen in Figure 1. PL
also stands out from all other languages by the
presence of a large attention peak in the lower layers,
exactly at the layers where the attention drops for
other languages. Since this is only observed when
processing PL idioms and not PL MSUs, such
anomaly is more likely to be related to the dataset
rather than the language or the model.

Table 3 provides an overview of top three layers
with highest attention percentage towards idioms
and MSUs in six languages. The table shows that,
in general, for EN, NL, RU, and UK, the layers with
highest attention to MWEs are spread across both
lower and middle layers. For DE and PL, all MWEs
receive high attention in the lower layers. We can
see, however, that MSUs are mostly attended to
in lower layers as opposed to idioms, which is
expected given that idioms typically attract more
attention in higher layers.

6 Conclusion

In this study, we analyzed the attention patterns
of fine-tuned BERT-based models in relation to
idioms and MSUs across six Indo-European lan-
guages from two language groups. By extending
the methodology of Jang et al. (2024) to MWEs,
we demonstrated that fine-tuning on syntactic and
semantic tasks significantly affects how models
allocate attention to different types of MWEs.

Our results indicate that:

• In general, models fine-tuned on syntactic
tasks exhibit increased attention to MSUs in
lower to middle layers, in accordance with
syntactic processing requirements.

• Models fine-tuned on semantic tasks show a
tendency to distribute attention more evenly
across layers, which could reflect a need for
integrating information across different layers.

• Cross-linguistic differences exist both between
Germanic and Slavic languages, as well as
across languages of the same language group.
This underscores the complexity of how trans-
former models manage attention distribution.

• While there is a general trend towards de-
creased attention in syntactic tasks and more
evenly distributed attention in semantic tasks,

the anomalies highlight the non-uniform be-
havior of attention mechanisms in BERT-
based models.

These findings suggest that attention mechanisms
in transformer models adapt during fine-tuning
to better handle complex linguistic phenomena,
according to the linguistic properties of the target
language and task.

Future work could explore larger and more di-
verse datasets, different model architectures, and
additional languages to build upon our findings and
expand the understanding of how neural models
process MWEs.

Limitations

While our study provides valuable insights into
how BERT-based models process MWEs across
different languages and tasks, several limitations
should be acknowledged.

Our research utilized idiom datasets obtained
from various sources, which differ in composition
and definition. The concept of an idiom itself lacks
a precise, universally accepted definition, which
might lead to inconsistencies in interpreting the
results. This variability could affect the generaliz-
ability of our findings, as the models’ performance
might be influenced by the idiosyncrasies of the
datasets used. Our dataset of microsyntactic units
includes only the Slavic language groups, which
could also bias the analysis.

Moreover, while our study focuses on semantic
tasks like Named Entity Recognition and Topic
Classification, which require semantic understand-
ing, these tasks may involve only shallow semantic
processing. This limitation could affect the extent
to which fine-tuning on these tasks enhances the
model’s attention to idioms. The performance of
BERT-based models on other semantic NLP tasks,
such as summarization and paraphrasing, could pro-
vide additional insights into their ability to handle
MWEs.
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