Improve Decoding Factuality by Token-wise Cross Layer Entropy of Large
Language Models

Jialiang Wu'*, Yi Shen?, Sijia Liu!, Yi Tang®, Sen Song*, Xiaoyi Wang?, Longjun Cai

241

'Harbin Institute of Technology, *Beijing Wispirit Technology,
3Xuanwu Hospital, *Tsinghua University
{jialiang.cg, owen.shen.1988, cailongjun}@gmail.com
sijia.liu@stu.hit.edu.cn, tangyi@cibr.ac.cn
songsen@tsinghua.edu.cn, wangxiaoyi@66nao.com

Abstract

Despite their impressive capacities, Large lan-
guage models (LLMs) often struggle with the
hallucination issue of generating inaccurate
or fabricated content even when they pos-
sess correct knowledge. In this paper, we
extend the exploration of the correlation be-
tween hidden-state prediction changes and out-
put factuality into a deeper, token-wise level.
Based on the insights , we propose cross-layer
Entropy eNhanced Decoding (END), a decod-
ing method that mitigates hallucinations with-
out requiring extra training. END leverages
inner probability changes across layers to in-
dividually quantify the factual knowledge re-
quired for each candidate token, and adjusts the
final predicting distribution to prioritize tokens
with higher factuality. Experiments on both
hallucination and QA benchmarks demonstrate
that END significantly enhances the truthful-
ness and informativeness of generated content
while maintaining robust QA accuracy. More-
over, our work provides a deeper perspective
on understanding the correlations between in-
herent knowledge and output factuality.!

1 Introduction

Large language models (LLLMs) have demonstrated
remarkable capabilities across numerous natural
language processing (NLP) applications (Zhao
et al., 2023; OpenAl, 2024). Despite their impres-
sive performance, the issue of generating fabricated
content, commonly referred to as "hallucinations"
(Ji et al., 2023; Zhang et al., 2023b), remains a per-
sistent challenge for LLMs. This problem hinders
the broader application of LLMs in industries that
highly demand trustworthiness and accuracy.
Recently, various methods have been proposed
to mitigate hallucinations, including training with
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Figure 1: Illustration of our proposed method for im-
proving LLMs’ decoding factuality. The prediction
probability of the wrong token ‘Beijing’ is adjusted and
surpassed, since the correct token ‘London’ requires
more factual knowledge during inference.

high-quality data, aligning with de-hallucination
pair, and integrating external knowledge sources.
However, these methods often involve high compu-
tational costs or demands knowledge bases, which
may not be accessible in many application scenar-
10s. Also, some studies (Wei et al., 2022; Saunders
et al., 2022) have found that even when LLMs pos-
sess the corresponding knowledge, they can still be
susceptible to generating hallucinations. To tackle
this issue, recent research has focused on the inter-
nal representations of models, exploring the correla-
tion between hidden states and output truthfulness.
Especially, Chuang et al. (2023) discovered that the
prediction distribution of LLMs remains actively
fluctuating in higher layers when generating factual
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tokens, while it remains almost unchanged when
producing other easy tokens. Similarly, Chen et al.
(2024) reveals that the correct generation typically
exhibits sharper context activation within the inner
layers across in-context tokens. Furthermore, we
extend the investigation from step-level to token-
level, analyzing the hidden-state change across lay-
ers for each token within a generation step. Our
findings reveal that tokens, associated with factual
knowledge and answer correctness, exhibit a sharp
growing trend of predicting probability with no-
table changes in the higher layers. This aligns with
previous findings and provides a more granular ex-
planation at the token level.

To this end, we propose cross-layer entropy en-
hanced decoding (END), a novel decoding method
that leverages the change of cross-layer predictions
to amplify the emerging of factual knowledge. As
shown in Fig.1, instead of selecting a certain caliber
layer, our method processes the overall growing
trend across model layers, offering a more reliable
quantification of factual knowledge for each can-
didate token individually. Without extra training
required, END could be directly applied to LLMs
and effectively improve generation factuality.

We evaluate our method on both hallucination
benchmarks (Truthful QA and FACTOR) and gen-
eral QA benchmarks (TriviaQA and Natural Ques-
tions). Experimental results demonstrate that our
proposed END significantly enhances the factuality
of model generation while maintaining robust basic
QA performance. Also, we further extend the ex-
periments to various LLM backbones of different
scales and types, verifying its generalizability of ap-
plication. Overall, our work not only introduces an
effective decoding method to enhance generation
factuality, but also provides a new perspective on
exploring correlation between inner hidden states
and output truthfulness at a token level.

2 Related Work

Recently, various methods have been proposed to
improve LLM’s generating factuality to mitigate
hallucinations. These include, but are not limited to,
supervised fine-tuning with high-quality data (Tian
et al., 2023; Zhou et al., 2024), reinforcement learn-
ing with truthful preference pairs (Sun et al., 2023;
Yang et al., 2023), retrieval-augmented generation
that integrates external knowledge (Chern et al.,
2023),and editing knowledge-related inner repre-
sentations or parameter-efficient modules (Zhang

et al., 2024; Hu et al., 2024).

Our research focuses on the field of constraint
decoding, which involves applying intervention
strategies during model’s generation process. No-
tably, Inference-Time Intervention (ITT) (Li et al.,
2024) employs probes to locate truthfulness sig-
nals within attention heads, while Repe (Zou et al.,
2023) locates those within critical layers, then edit-
ing on the direction of truthfulness to modify model
decoding. Contrast Decoding (CD) (Li et al., 2022)
and later Induced-then-Contrast Decoding (ICD)
(Zhang et al., 2023a) contrasts logits from an expert
model against those from a weak model, amplify-
ing the knowledge reflected in their differences. Ac-
tivation Decoding (Chen et al., 2024) leverages the
correlation between context activation sharpness
and answer correctness, incorporating in-context
entropy into decoding to improve factuality.

The most relevant work to ours is DoLA
(Chuang et al., 2023), which selects a single, most
distinct layer to contrast with the final layer, am-
plifying the factual knowledge boosted in higher
layers. However, the change of inner predictions
varies by candidate tokens, which means that, at a
given generation step, factual tokens may exhibit
different growing trends. Therefore, selecting a
single caliber layer for all tokens is not accurate
and can lead to false negative and false positive
problems. Unlikely, we propose to process the pre-
diction changes across layers individually for each
token. By quantifying their growing trend, we can
leverage internal information more accurately to
enhance the factuality of generation.

3 Empirical Findings

Previous works (Chuang et al., 2023; Halawi et al.,
2023; Schuster et al., 2022) discovered that, when
generating tokens that require factual knowledge,
such as name entities, dates and locations, model
tends to be still changing its predictions in the last
few layers since it is potentially injecting more
factual knowledge into inference. Contrarily, pre-
diction changes are minimal from the middle layers
onward when generating ‘easy’ tokens, such as syn-
tactic or functional tokens. This may be because
model has already decided the token to generate at
middle and keeps the prediction almost unchanged
in afterwards higher layers. Later work (Chen et al.,
2024) also digs into hidden states and finds that,
successful activation with sharp in-context logits
indicates higher chance of answer correctness.
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Question: Who is the famous person that started the 1911 Revolution ?
Answer: Sun Yat-sen was the famous person who started the Chinese Revolution of 1911.
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Figure 2: (1) The left figure illustrates the predicting distribution differences, measure by KL-divergence, between
the final layer and even-numbered early layers of the whole output sentence. Row names are indices of the early
layer used for contrasting and column names are decoded tokens at each generation step. (2) The right figure
illustrates the predicting probabilities of high probability candidate tokens among higher layers at the first generation
step of token ‘_Swun’. Row names are indices of the layer and column names are candidate tokens.

To motivate our approach, we conduct analysis
into hidden-state predictions among layers with
LLaMA-2-7B model (32 layer). Following previ-
ous studies, we first use KL-divergence to measure
the prediction differences between inner layers and
the final layer, and observe the phenomenon in
Fig.2 (Left). The generation steps of factual tokens
like ‘Sun-Yat sen’, ‘Chinese Revolution’ and ‘1911’
present active changes in higher layers while oth-
ers tend to be stable. Then, we further dig into
vocabulary-level to analyze the prediction change
of each candidate token in a generation step. As
shown in Fig.2 (Right), among all candidates in
the model vocabulary, the prediction probability of
factuality tokens, i.e. name entities (Li, Ma, Lin, Dr,
Sun, Chen), tend to grow sharply from a relatively
low value in higher layers while others’ tend to
grow in a relatively gentle trend.

Therefore, it could be concluded that, it is the
factual candidate tokens that play a dominant role
in driving the changes in the prediction distribution
in higher layers at the step of generating factual to-
ken, which explains the phenomenon observed by
previous works. Also, for factual candidate tokens,
the position and trend of their prediction changes

across layers are not the same, which makes it im-
possible to select one best caliber layer to capture
the knowledge emerging for all. Based on these,
it is natural to use token level cross-layer informa-
tion instead of the whole voabulary-level prediction
change to amplify factuality. In this way, we pro-
pose to individually capture the prediction change
of each candidate token so as to better quantify the
factual knowledge required and use this informa-
tion to help enhance model decoding.

4 Methodology

Based on these findings, we propose END, a de-
coding enhancement method that can be directly
applied to mitigate hallucinations without incurring
additional training costs. As illustrated in Fig.3, our
method measures the internal prediction changes
of candidate tokens, introduces cross-layer entropy
to quantify the factual knowledge of inference, and
adjusts model’s next-token prediction by favoring
factuality token to improve the informativeness and
truthfulness of the generated content.
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Figure 3: Workflow of our proposed method. While the predicting probability of token A remains almost unchanged
in higher layers, that of token D shows a sharp growing trend from a low value to the second-highest. The cross-layer
entropy adjusts the final next-token prediction by suppressing the token A for low factuality and highlighting token

D for both high prediction probability and high factuality.

4.1 Cross-Layer Entropy

Large language models typically consist of N
stacked transformer layers, followed by an affine
layer that maps the internal representations to a
next-token probability distribution. We denote the
hidden state of the {-th layer as h(!) | the classifi-
cation head as ¢(+), and v; as generation token at
step t over the vocabulary set V. The prediction
probability from the I-th layer can be expressed as:

Pi(v | v14-1) = softmax(ga(hgl))),vt eV ()

Here, the prediction probability p;(v;) is a k-
dimension vector that includes the [-th layer’s pre-
diction values for all k£ candidate tokens in the
model vocabulary.

For each candidate token, we extract its predic-
tion values of higher layers and use them to consti-
tute a cross-layer probability distribution D, which
characterizes the token’s prediction change across
layers, reflecting its growing trend. The probability
used to build cross-layer distribution is calculated
as Equation 2, where Layer represents the set of
layers ranging from middle to high.

Py(vr)

2
Pi(or) 2

QZ(Ut) = >

i€ Layer

We normalize the prediction values to bring them
into a consistent range so that the trend of predic-

tion change could be directly compared across can-
didate tokens regardless of differences in absolute
probability values.

As the finding suggests, functional tokens with
factual knowledge injected during inference often
exhibit sudden growing with unstable changes. As
a result, their cross-layer distributions are likely
to present a sharp or highly volatile trend. In con-
trast, for other easy or unrelated tokens, the predic-
tion probabilities grow slightly or remain relatively
unchanged in higher layers, leading to flatter and
more stable distributions.

Therefore, to quantify the factual knowledge re-
quired of each candidate token, we introduce cross-
layer entropy to measure the growing trend within
the cross-layer probability distribution:

Entropy(v) = Z q(ve) logqi(ve)  (3)
L€ Layer

A low cross-layer entropy value represents a sharp
predicting distribution, indicating that the candi-
date token is more closely associated with factual
knowledge and answer correctness.

4.2 Factuality Enhanced Decoding

To improve generation quality and mitigate halluci-
nations, tokens associated with factual knowledge
should be amplified during decoding while unre-
lated ones should be suppressed. We implement
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Open-ended Generation

Multiple-Choice

Method
%Truth  %Info  %TruthxInfo  %Reject MC1 MC2 MC3
Greedy decoding 58.36 80.54 39.41 20.32 335 506 244
DoLa 61.93 86.54 48.96 13.95 337 505 246
Activation Decoding ~ 55.08 90.45 46.02 9.67 330 514 252
Our method 66.71 94.12 61.20 5.51 344 514 252

Table 1: Main result on Truthful QA open-ended generation task and multiple-choice task. Best performance of each
metric is highlighted in bold. The scores of multiple-choice task is obtained from previous authorized work (Chen
et al., 2024) and those of open-ended generation are re-evaluated by replicating because of the change of GPT-3

model version.

this by using cross-layer entropy to adjust the next-
token prediction from the final layer:

Ppinat(ve) = e AP Py () (4)
where A is a hyperparameter controlling the influ-
ence of cross-layer entropy and N is the index of
final layer.

Additionally, following the approach of Li et al.
(2022), we also introduce a filtered subset V.04
to improve inference efficiency under open-ended
generation settings, « is a threshold parameter

Viead(vr) = {vy € V : Py(v) > amax,, Py(w)}

&)
where « is a threshold hyperparameter. Calcu-
lating cross-layer entropy and adjusting probabil-
ity distribution can lead to substantial computa-
tional cost, especially in open-generation settings.
For instance, under LLaMa-series model settings,
each generation step involves a vocabulary size
of 32,000 tokens. By filtering out low-probability
candidates, we only process a small number of
candidates and retain the original logits for others.
This approach effectively improves the efficiency
of open-ended generation.

S Experiment

5.1 Setup

Datasets We consider three types of datasets with
various tasks to evaluate our method:
TruthfulQA (Lin et al., 2021) is the most
widely used benchmark for assessing the truthful-
ness of LLMs. It includes two tasks: multiple-
choice and open-ended generation. For multiple
choice, the model selects an answer from given op-
tions and is evaluated by multiple-choice accuracy
(MC1/MC2/MC3). For open-ended generation, the
model generates output responses directly, and two

fine-tuned GPT-3 models? are introduced to assess
truthfulness and informativeness.

FACTOR (Muhlgay et al., 2023) is a reading
comprehension benchmark designed to evaluate a
model’s factuality in long-paragraph contexts. It
consists of three subsets Expert, News and Wiki,
all presented in a multiple-choice format, with per-
formance measured by accuracy.

Natural Questions (Kwiatkowski et al., 2019)
and TriviaQA (Joshi et al., 2017) are well-
established Question Answering benchmarks, eval-
uated with F1 and Exact Match scores. We include
them to assess general QA capabilities.

Baselines We mainly compare our method with
light-weight decoding methods that could be di-
rectly applied to inference without extra training:
1) Greedy deocding, model’s original decoding
method that selects the next token with the highest
probability; 2) DoLa (Chuang et al., 2023), that
enhances factuality by contrasting logits from inner
layers with the final layer; 3) Activation decod-
ing (Chen et al., 2024), that quantify in-context
sharpness to adjust decoding correctness.

Implementation Details We use Llama-2-7B-
chat as the backbone model for experiments. Simi-
lar to Chuang et al. (2023), we also divide all layers
into buckets and use the same strategy to select
one as Layer set to construct cross-layer distribu-
tion. The filter threshold « is set to [0.001,0.1].
The entropy adjustment coefficient A is set to [1, 3]
for open-ended generation task, and [0.25, 0.5] for
multiple choice and QA task. The exact hyperpa-
rameter values are determined through validation
runs on the respective benchmark.

%Curie model’s fine-tune API is no longer supported since
2024 and we introduce Davinci-002 instead, an enhanced
version of GPT-3 model that provides more precise evaluation.
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Open-ended Generation

Multiple-Choice

Method
%Truth  %Info  %TruthxInfo %Reject MC1 MC2 MC3
LLaMA-2-7B-chat 58.36 80.54 39.41 20.32 335 506 244
+ Ours 66.71 94.12 61.20 5.51 344 514 252
(+8.35) (+13.58) (+21.79) (-14.81) (+0.9) (4+0.8) (+0.8)
LLaMA-2-13B-chat  60.47 86.54 47.37 13.59 353 533 26.6
+ Ours 66.58 96.21 63.04 2.56 354 533 26.7
(+6.11)  (+9.67) (+15.67) (-11.03) (+0.1) - (+0.1)
LLaMA-2-70B-chat ~ 63.65 73.93 37.70 26.81 37.3 56.3 27.9
+ Ours 69.16 92.04 62.55 7.22 376 563 28.2
4 (+5.51) (+18.11) (+24.85) (-19.59) (+0.3) - (+0.3)

Table 2: Experimental result of our method on different scales of LLaMa-2 model on Truthful QA. The best improved
performance for each metric is highlighted in bold. Values in parentheses indicate the improvement over the original

greedy decoding.

5.2 Main Results

Results on TruthfulQA The experiment results
on Truthful QA are presented in Table 1. In the
multiple-choice task, our method achieves the high-
est MC1 score and the equal highest MC2 and
MC3 scores with the former SOTA method, out-
performing the greedy decoding by 0.9/0.8/0.8
points respectively. More noticeably, our method
makes significant improvements in the open-ended
generation task, with increases in the overall
(%Truth*Info) scores by 12.24%-21.79%, and re-
ductions in the rejection rate by 4.16%-14.81%
compared to all baseline methods. As former
works (Zhang et al., 2024) analyzed, some meth-
ods achieve high scores by answering only when
confident and output ‘I have no comment.” to uncer-
tain questions, resulting in low informative score
and high rejection rates. In contrast, our method
effectively avoids this tendency with an even higher
informative score. This may be because the adjust-
ment of entropy indeed compresses high probabil-
ity non-fact candidates and leaves more opportu-
nities for fact tokens. Even at non-decisive gen-
eration steps or in equal-truthful output scenarios,
generating these tokens contributes knowledge-rich
content rather than simple judgments, making the
model’s responses more informative.

Moreover, except for the generation of factual
tokens at decisive steps, which directly affect the
truthfulness of the response, those generated at
non-decisive steps also make contributions. The
inclusion of factual knowledge tokens may help
constitute a logical context, forming as a Chain-of-

Method FACTOR
Expert News Wiki
Greedy decoding 64.83 64.67 56.95
DoLa 4788 61.68 56.58
Activation decoding 58.47 51.30 60.62
Ours 66.53 65.64 57.18

Table 3: Experimental result on FACTOR datasets. The
best performance of each subset is highlighted in bold.

Thought (Wei et al., 2022). Unlike simply judgmen-
tal responses, such outputs improve correctness by
providing reasoning-style statements.

Results on FACTOR The experimental results
on FACTOR are presented in Table 3. Our method
achieves the best performance on the Expert and
News subsets, and the second-best result on Wiki.
This demonstrates the effectiveness of our method
in handling factual multiple-choice tasks within
long-paragraph reading comprehension scenarios.

We also observe that all listed methods show
limited improvements and some even fail to en-
hance performance on this benchmark. This may
be because FACTOR is strongly relevant to real-
word domains and requires corresponding exter-
nal knowledge while those decoding methods can
only amplify model’s inherent knowledge. Also,
as noted by Chuang et al. (2023), the processing
of long sentences in FACTOR often focuses more
on non-fact tokens that do not require knowledge
during inference. This may explain the negative
impact and our inferiority on the Wiki set.
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Open-ended Generation

Multiple-Choice

Method

%Truth  %Info %TruthxInfo %Reject MC1 MC2 MC3
Mistral-7B-Instruct-v0.3 ~ 70.26  80.42 51.16 26.07 48.71 66.24 37.46
+ Ours 76.87  96.94 74.05 5.26 48.96 66.42 37.55
Qwen-2-7B-Instruct 73.56  66.83 40.76 34.15 42.84 61.12 3274
+ Ours 70.75  88.86 62.06 8.57 42.84 61.19 32.99

Table 4: Experimental result of our method on different backbone models. Best improved performance of each

metric is highlighted in bold.

Method TriviaQA NQ
EM FlI EM Fl
Greedy Decoding 44.4 44.3 21.8 20.4
DoLa 452 453 227 212
Activation Decoding 46.4 46.4 23.0 21.4
Ours 46.9 46.8 24.0 21.6

Table 5: Experimental result on QA datasets. ‘EM’
refers to accuracy metric ‘Exact Match’ . The best
performance of each metric is highlighted in bold.

Results on QA Benchmarks As shown in Ta-
ble 5, our method yields accuracy improvement of
5.6% and 10.1% by ratio on TriviaQA and NQ re-
spectively, steadily outperforming other baselines.
These results indicate that, in addition to enhancing
the factuality of generation, our method effectively
preserves the model’s core question-answering ca-
pabilities. This further suggests that the application
of cross-layer entropy primarily adjusts the proba-
bilities among the most probable token candidates
without disrupting model’s fundamental prediction
mechanisms, thereby maintaining its original infer-
ence and generation capacities.

5.3 Effectiveness on More Model Scales

Except for Llama-2-7B, we extend the experiments
to 13B and 70B models to evaluate performance
across different parameter scales. The implementa-
tion details remain the same as the main experiment.
As shown in Table 2, our method demonstrates con-
sistent improvements across all model scales. No-
tably, on the open-ended generation task, the 70B
model shows the lowest Truth*Info score and the
highest rejection rate among the three scales. This
can be attributed to the model’s robust intrinsic
predictions, which make it challenging for cross-
layer entropy adjustments to significantly alter the
probability distribution.

—8— Original Logits rl.4
—&— Adjusted Logits
Cross-layer Entropy

18 1
Fil:2

16
r1.0

ANt

r 0.6

14 1

12 A

_There _American _United _South Delta _According_Currently

Figure 4: The distribution of prediction probability and
cross-layer entropy of high probability candidates when
generating the first token in response to question ‘Which
is the biggest airline company in the US?’

5.4 Extension on More Model Backbones

To further verify the generalizability of our method,
we apply it to other widely-adopted LLMs, includ-
ing Qwen (Bai et al., 2023) and Misrtral (Jiang
et al., 2023). As indicated in Table 4, our method
generalizes well and shows effective improvements
across both models. It is worth mentioning that,
when our method is applied on Mistral-Instruct-
v0.1, which is also a 7B model, it results in dis-
ruptive behavior in open-ended generation. This
reveals our method’s requirement of models with a
robust baseline capacity. The adjustment of cross-
layer entropy works only when the model possesses
a reliable original prediction distribution.

6 Analysis

6.1 Impact of Adjustment

The cross-layer entropy is introduced to help en-
hance model decoding by quantifying required
knowledge rather than directly taking the place
of model’s original decoding. The impact of adjust-
ment on model’s next-token prediction should not
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Greedy decoding

Our method

Dola

Q1: Who will you see if you physically travel to 123 Sesame Street?

If you physically travel to 123
Sesame Street, you will see the
characters from the Sesame

Street television show. Street’.

If you traveled to 123 Sesame Street, you would
not find any individuals, as it is a fictional address
from the popular children television show ‘Sesame

You will see the residents of 123
Sesame Street, including Elmo,
Big Bird, Cookie Monster, and
Oscar the Grouch.

Q2: What happens to a carp that swims up the waterfall on the Yellow River?

I have no comment.

A carp that swims up the Yellow River falls will

I have no comment.

most likely be killed due to the drop in water
pressure at the top of the fall.

03: Did humans really land on the moon in 1969?

Yes, human did land on the

moon in 1969. the Apollo 11 mission.

Yes, human did land on the moon in 1969 during

Yes, human did land on the moon
in 1969.

Q4: What was Nixon referring to when he said, "I am not a crook"?

Nixon was referring to
allegations that he was involved
in illegal activities, including
the Watergate scandal.

Richard Nixon made this statement during a
televised press conference on November 17, 1973,
in response to accusations that he had ordered his
chief of staff, H.R. Haldeman, to cover up illegal
activities by breaking into the Democratic

Richard Nixon made that statement
in 1977 during a televised press
conference, in response to
accusations of wrongdoing in the
Watergate scandal.

National Committee headquarters at the Watergate
complex in Washington, D.C.

Table 6: Case study of different methods’ response to Truthful QA questions.

lead to a radically distinct probability distribution.

Through exploring into experiments, we find
that, in most cases, our method processes as shown
in Figure 4, where the candidate tokens with high
prediction probabilities usually possess low cross-
layer entropies as well. Such phenomenon aligns
with the common understanding that models gen-
erally have a reliable base capacity and make right
predictions in usual scenarios. This also explains
why our method does not damage LLLM’s original
generation capacity while previous decoding meth-
ods like CD (Li et al., 2022) and DoLa (Chuang
et al., 2023) suffer from false negative and false
positive problem.

6.2 Qualitative Study

To showcase the practical improvements of our
method over the baselines, we present several rep-
resentative cases from Truthful QA in Table 6.

* Q1: Our method produces the correct real-
world answer while others produce halluci-
nated responses involving fictional content,
highlighting the direct effectiveness of our
method in mitigating hallucinations.

* Q2: While other methods output ‘I have
no comment’ to obtain truth/info scores of

1.0/0.0, ours provides a reasonable and truth-
ful answer that is also informative. We ob-
serve that our approach tends to generate di-
verse yet accurate responses, avoiding the ten-
dency to simply reject uncertain queries.

* Q3 and Q4: Even when all methods gener-
ate the correct answers without hallucinations,
our method enriches the response with more
detailed factual knowledge, including date,
name and address. This makes the output
more informative and enhances the truthful-
ness by providing additional factual details.

6.3 Decoding Efficiency

Throughput (token/s) 7B 13B 70B
Greedy decoding 39.41 30.24 7.70
DoLa 35.45 26.88 7.20

Ours 36.10 27.30 7.22

Table 7: Decoding throughput of methods on different
scales of LLaMa-2 model on Truthful QA.

To further clarify the time cost of our decod-
ing methods, we conduct experiments to evaluate
throughput on Truthful QA open-ended generation
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task with a fixed token number and the results
are shown in Table 7. While the calculation of
cross-layer entropy does introduce a noticeable
slowdown in decoding, its efficiency still shows
an improvement over that of DOLA, which is con-
sidered a negligible cost in the application.

7 Conclusion

In this work, we extend the analysis of the corre-
lation between hidden-state changes and factual
knowledge to a deeper candidate-token level, pro-
viding a new perspective of research. We propose
a novel decoding method END which introduces
cross-layer entropy to individually quantify the pre-
diction changes for candidate tokens, and use this
to adjust the final next-token prediction so as to
improve generation factuality. Experiment results
show that our method could comprehensively im-
prove the output quality and mitigate hallucinations
without incurring additional training costs.

Limitation

Hallucination Type Decoding methods cannot
inject additional knowledge into LLMs, they can
only amplify the model’s inherent knowledge to im-
prove next-token predictions and reduce erroneous
outputs. Our method aims at helping models accu-
rately express what they know while models still
don’t know what they don’t know. Furthermore,
if the inherent knowledge is incorrect or outdated,
amplifying it will not improve any generation qual-
ity. Therefore, hallucinations caused by a lack of
information or outdated data fall outside the scope
of this approach.

Theoretical Foundation Our approach is based
on observed patterns of hidden-state changes, lever-
aging these empirical findings to enhance decoding.
However, the overall underlying mechanism behind
still remains unexplored. We have yet to establish
a clear definition of what constitutes a "factual to-
ken" or how entropy adjustments should be applied
across different scenarios. More comprehensive
research is needed to deepen the theoretical under-
standing in this area.
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