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Abstract

Despite the success of Large Language Mod-
els (LLMs), they still face challenges related
to high inference costs and memory require-
ments. To address these issues, Knowledge
Distillation (KD) has emerged as a popular
method for model compression, with the use
of student-generated outputs (SGOs) as train-
ing data being particularly notable for re-
ducing the mismatch between training and
inference. However, SGOs often produce
noisy and biased sequences, which can lead
to misguidance from the teacher model, espe-
cially in long sequences. To mitigate these
challenges, we propose SWITCH (Studying
WIth TeaCHer for Knowledge Distillation),
a novel approach that strategically incorpo-
rates the teacher model during the student’s
sequence generation. SWITCH identifies dis-
crepancies between the token probabilities of
the teacher and student models, allowing the
teacher to intervene selectively, particularly in
long sequences that are more prone to teacher
misguidance. Extensive experimental results
across three model families and five instruction-
following datasets show that SWITCH sur-
passes traditional KD methods, particularly
excelling in the generation of long sequential
data.

1 Introduction

Despite the strong performance of large language
models (LLMs, Taori et al., 2023; OpenAl, 2023),
their immense scale incurs high resource demands,
leading to efforts to compress them while pre-
serving performance (Hsieh et al., 2023; Jiang
et al., 2023; Zhong et al., 2024). To address
this issue, Knowledge Distillation (KD, Hinton
et al., 2015) has emerged as a promising method
for compressing LLLMs, aiming to transfer knowl-
edge from a large teacher model to a smaller
student model without substantial loss in perfor-
mance. While traditional KD techniques have fo-
cused on natural language understanding (Sanh
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Figure 1: Rouge-L scores of the distilled models against
KD. Dataset split by ground truth length.

et al., 2019; Mirzadeh et al., 2020), recent re-
search has shifted towards applying KD to nat-
ural language generation (Lin et al., 2020; Wen
et al.,, 2023). In this vein, methods utilizing
Student-Generated Outputs (SGOs)—where the
student model’s own outputs are used as training
sequences—have been proposed to improve text
generation performance. These approaches help
mitigate the training-inference mismatch (Bengio
et al., 2015), leading to notable performance im-
provements (Agarwal et al., 2024; Gu et al., 2024).

However, SGO methods primarily emphasize ef-
ficient training of the student model while often
overlooking the necessity of precise guidance from
the teacher model. This approach accounts for
the training-inference mismatch from the student’s
perspective but neglects the analogous mismatch
from the teacher’s perspective, potentially resulting
in misguidance during training (Ko et al., 2024).
This misguidance is due to the inherent capacity
gap between the teacher and student models, and
the problem becomes more pronounced as the gap
widens. Furthermore, such misguidance is a sig-
nificant concern, as the KD method is based on
the assumption that the teacher offers reliable guid-
ance. Specifically, it causes the student to receive
high loss penalties for correct predictions and low
penalties for incorrect ones, resulting in inaccurate
knowledge transfer.
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Moreover, the autoregressive nature of language
models exacerbates this issue, as biases from the
student model can accumulate over long sequences
(Arora et al., 2022). This problem manifests in
instruction-following tasks, which are a general
form of sequence generation (Ouyang et al., 2022).
We observe that existing KD methods utilizing
SGOs struggle with long sequential data, as shown
in Figure 1, underscoring the need for more so-
phisticated strategies when applying SGOs in KD
frameworks. Therefore, excessive reliance on out-
puts generated solely by the student model may
lead to misguidance from the teacher.

To address this issue, this paper proposes an in-
novative approach, termed SWITCH (Studying
WIth TeaCHer for knowledge distillation), which
strategically incorporates the teacher model into
the generation of student sequences to ensure ac-
curate guidance from the teacher. By detecting
discrepancies in the probability distributions of
the next token between the teacher and the stu-
dent, our method selectively generates tokens with
the teacher model instead of the student model.
This teacher intervention is particularly effective
for long sequences, where the risk of cumulative er-
rors and the following misguidance becomes more
significant. To manage this, SWITCH leverages an
exponentially decaying threshold that increases the
teacher’s involvement as the sequence progresses,
preventing misguidance in long outputs.

Through comprehensive experiments, we
demonstrate that the SWITCH method out-
performs existing baseline approaches. This
performance improvement has been verified
across five instruction-following benchmarks and
three model families, and it remains effective
across different student model sizes. Notably, the
performance gains achieved by SWITCH increase
as the size difference between the student and
teacher models grows, suggesting that our method
effectively mitigates the misguidance issues caused
by excessive reliance on student-generated outputs.
Furthermore, we observe significant performance
improvements in generating long sequences.
This highlights the critical role of our method in
applying KD for long sequences.

To summarize, our contributions are three-fold:

* We propose SWITCH, a novel approach that
utilizes selective intervention of the teacher
model to mitigate misguidance from student-
generated outputs.

¢ We demonstrate that SWITCH achieves state-
of-the-art performance across various bench-
marks and model sizes.

* Our method particularly excels when there is a
substantial size difference between the student
and teacher models and when handling long
sequences.

2 Methodology

In this section, we introduce SWITCH, a novel
approach designed to enhance the knowledge dis-
tillation process for language models. We begin by
formalizing the problem of sequence-level knowl-
edge distillation and then delve into the specifics of
SWITCH, explaining how it addresses the limita-
tions of traditional student-generated output (SGO)
methods. Our methodology emphasizes the strate-
gic involvement of the teacher model during se-
quence generation, aiming to reduce the accumula-
tion of errors and improve the overall performance
of the student model.

2.1 Preliminaries

In knowledge distillation for language models, a
smaller student model ¢ learns to emulate a larger
teacher model p. Given a prompt x and ground-
truth sequence y = (y1, Y2, .., Y, ), the training
objective for the student model is to minimize the
divergence D of token-level distribution between
the student and teacher.

|yl
Dl )lx) =Y > D |l ) (wly<i, z)
t=1 y;€V

ey

where y+ denotes the sequence of tokens gener-
ated up to time ¢ — 1, and V is the vocabulary.

Meanwhile, in SGO methods, the student model
generates sequences based on its own probability
distribution:

v ~q(- | y<t,x) 2

Using student-generated sequence, the student
learns by comparing its output distribution to that
of the teacher, aiming to minimize the divergence
between their respective distributions. The ratio-
nale behind the use of SGO is to use its own outputs
to reduce training-inference mismatch.

However, since the student model g typically has
less capacity than the teacher model p, it tends to
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Figure 2: An overview of our SWITCH method. To mitigate misguidance, SWITCH selectively intervenes the
generation process of SGO using distribution discrepancy. More intervention is given as the sequence gets longer to
balance the benefits of student learning from their own outputs and the mitigation of teacher misguidance.

produce noisier and more biased sequences. Due to
the autoregressive nature of sequence generation,
these errors can accumulate over time, leading to
significant divergence from the teacher’s behavior.

2.2 SWITCH

To overcome the limitations of SGO methods, we
propose SWITCH, which strategically incorporates
the teacher model into the sequence generation pro-
cess. The key idea is to selectively switch from
the student to the teacher model to generate the
next token when significant discrepancies between
their distributions are detected in order to minimize
distribution mismatch from the teacher model’s per-
spective, thereby reducing misguidance. To address
accumulated bias in long sequences, SWITCH in-
creases teacher involvement as the sequence pro-
gresses. This selective involvement aims to min-
imize the misguidance from the teacher model
caused by accumulated errors from SGO while
preserving the benefits for the student to learn from
its own outputs. Figure 2 provides an overview.

Measuring Distribution Discrepancy for Selec-
tive Token Generation To determine when to
involve the teacher model, we need a reliable mea-
sure of the discrepancy between the student and
teacher distributions for the next token. We em-
ploy the Jensen-Shannon divergence (JSD), which
provides a symmetric and bounded measure of di-
vergence between two probability distributions.

The JSD between the teacher distribution p(- |
x<¢) and the student distribution ¢(- | x<¢) is de-
fined as:

ISD(p || q) = %DKL(p | m) + %DKL(Q | m) (3)

where m = % (p + ) is the average distribution,
and Dk, denotes the Kullback-Leibler divergence
(KLD). The JSD ranges between 0 and 1, facilitat-
ing a consistent thresholding mechanism.

At each time step ¢, we compute the JSD be-
tween the student and teacher distributions condi-
tioned on the current context. If the divergence
exceeds a predefined threshold 7;, we switch from
using the student model to the teacher model for
generating the next token:

) Sample from q(- | y<¢, z), ifJSD; <7y
| Sample from p(- | y<¢,z), ifISD; > 7
4)

This strategy allows the student to produce se-
quences that are reliable enough for the teacher to
interpret and offer accurate guidance, as the teacher
only intervenes when there is a significant deviation
between the two distributions.

Handling Accumulated Bias with Exponentially
Decaying Threshold To address the accumula-
tion of bias in long sequences due to the autoregres-
sive nature of the model, we introduce an exponen-
tially decaying threshold for the JSD:

=170 e N (5)
where:

* 79 is the initial threshold at ¢ = 0, set to 1.

* ) is the decay rate controlling how quickly
the threshold decreases over time.
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This approach encourages the student model to
learn from its own outputs at the beginning of the
sequence. As the sequence progresses, the thresh-
old 7 decreases exponentially, increasing the likeli-
hood of teacher involvement in later tokens. Since
noises of student generations accumulate in long
sequences, a lower threshold in subsequent steps
ensures that the teacher model can step in to main-
tain correct guidance. The exponentially decaying
threshold thus balances the need for the student to
learn from their own outputs with the necessity of
preventing error accumulation in long sequences.
We summarize the SWITCH algorithm in Algo-
rithm 1

Algorithm 1 SWITCH

Input: Dataset (X,Y") of prompts and gt responses
teacher model p, initial student model gy,
divergence D for training
divergence Djsp for discrepancy
decay rate A, learning rate n

Output: Trained student model gy,

for zin (X,Y) do
while 3y # EOS do
Compute threshold 7, <— e~
Get student distribution ¢: < qo (- | y<t, )
Get teacher distribution p: < p(- | y<¢, )
Compute divergence Disp < Disp(p: || qt)
if D]SD S Tt then
Sample y; ~ q;
else
Sample y; ~ p;
end if
end while
Update student model 6 <— 6 — nVoD(p || ¢o)(y|z)
end for

At

3 Experiments

3.1 Experimental Setup

Implementation Details For training, we ran-
domly split databricks-dolly-15k (Conover
et al., 2023) data into 14K samples for training and
500 samples for validation, following the experi-
mental setup of Gu et al. (2024); Ko et al. (2024).
Following Gu et al. (2024) and Ko et al. (2024),
we incorporate a language modeling loss (Radford,
2018) using the OpenWebText (Gokaslan et al.,
2019) corpus in all experiments. Similar to Agar-
wal et al. (2024), we use a mix of generated and
ground-truth sequences, setting it at 0.5, to reduce
the computational load during training. We use a
decay factor of 0.1 for the main experiments. Fur-
ther details can be found in Appendix A.

We evaluate our models on instruction-following
tasks (Ouyang et al., 2022) across five datasets.

We use Dolly (Conover et al., 2023), com-
prising a 500-sample test set derived from
databricks-dolly-15k. SelfInst (Wang et al.,
2022a), contains 252 samples from a user-oriented
instruction-following collection. Vicuna (Chiang
et al., 2023) provides 80 questions from its evalua-
tion, spanning nine categories such as writing, role-
play, math, coding, and knowledge. S-NI (Wang
et al., 2022b) features a 9K test set from Super-
Natural Instructions, with samples from a wide
range of tasks. UnNI (Honovich et al., 2022) con-
sists of a 10K test set, randomly sampled from
the core set of Unnatural Instructions. Similar to
Gu et al. (2024), we split the Dolly and SelfInst
datasets into two subsets based on the ground truth
response length for further analysis, as discussed
in Section 4 .

As the metric for evaluation, we report Rouge-L
(Lin, 2004) for all experiments. Following Gu et al.
(2024) and Ko et al. (2024), we also report GPT-4
feedback scores (Zheng et al., 2023) to DollyTest,
SelfInst and VicunaEval for the results in Table
1. We report the ratio of the total score of model
responses and ground truth answers, using temper-
ature 0.7 with evaluation prompt following Zheng
et al. (2023) and Ko et al. (2024). Following Ko
et al. (2024), for all test sets we report the average
score by sampling 5 responses with different seeds
using temperature 1.0.

Models To evaluate the effectiveness of
SWITCH, we examine the instruction-following
capabilities across three different pre-trained
model families, which include GPT-2 (Radford
et al., 2019), OPT (Zhang et al., 2022), and
OpenLLaMA-2 (Geng and Liu, 2023). For the
GPT-2 model family, we use GPT-2 XL (1.5
billion parameters) as the teacher model, while
the student models include GPT-2 Base (120M
params), GPT-2 Medium (340M params), and
GPT-2 Large (760M params). Regarding the OPT
model family, the teacher model is OPT-2.7B, and
the student models are OPT-125M, OPT-350M,
and OPT-1.3B. In the OpenLLaMA-2 model
family, the teacher model employs OpenLLaMA-2
with 7 billion parameters, while the student model
uses OpenLLaMA-2 with 3 billion parameters.
Consistent with prior studies, we use the teacher
model that is fine-tuned on the Dolly training set
prior to knowledge distillation. The student model
is similarly fine-tuned on the same dataset for three
epochs. Evaluation is conducted using the models
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Dolly

Selflnst Vicuna S-NI  Unnatural

Model Parameters Method

GPT4 R-L GPT4 RL GPT4 RL RL  RL
15B  Teacher (SFT) 492 270 385 155 391 162 252 334

SET 341 228 232 103 244 151 172 213

KD 349 232 237 112 243 159 177 222

SeqKD 347 237 238 101 250 150 150 232

120M  GKD 351 237 251 124 271 172 231 265
MiniLLM 352 238 254 127 272 172 242 271

DistiLLM 364 256 261 131 291 184 275 280

Ours 369 262 269 137 296 186 281 284

SFT 382 241 275 126 317 156 242 213

GPT2 KD 381 247 277 129 319 162 242 274
SeqKD 386 245 276 131 321 164 252 275

340M  GKD 401 245 283 144 333 172 263 282
MiniLLM 405 25.1 281 147 334 175 268 294

DistiLLM 414 270 287 151 341 182 282  30.1

Ours 419 274 290 152 343 180 285  30.2

SFT 443 254 331 137 340 165 232 275

KD 446 257 334 141 345 167 245 294

SeqKD 446 262 333 146 345 170 247 281

760M  GKD 461 251 351 149 351 173 266 312
MiniLLM 465 264 352 152 358 179 280 323

DistiLLM 471 284 358 155 362 185 292 341

Ours 473 285 361 157 361 184 293 345

27B  Teacher (SFT) 487 262 321 133 369 166 234 304

MiniLLM 312 227 235 101 241 153 165 203

125M  DistiLLM 316 249 244 107 247 161 214 232

Ours 320 251 249 112 256 165 231 245

OPT MiniLLM 361 248 265 132 282 159 204 240
350M  DistiLLM 369 251 271 142 295 168 220 257

Ours 370 254 269 137 297 170 223 261

MiniLLM 431 259 281 143 271 166 217 273

13B  DistiLLM 439 268 294 151 281 164 245 304

Ours 441 270 295 155 285 169 249 302

7B Teacher (SFT) 632 288 609 205 531 17.1 348 345

MiniLLM 582 274 571 198 500 194 354 362

OpenLLaMA2 3B DistiLLM 589 283 584 197 520 195 361 358
Ours 594 286 585 200 521 196 365  36.3

Table 1: Evaluation results on 5 instruction-following datasets. Each GPT4 and ROUGE-L score is averaged over 5
random seeds. The best score for each model size is highlighted in boldface.

with the highest ROUGE-L score on the validation
set. For the training of OpenLLaMA-2, we employ
low-rank adaptation (Hu et al., 2021), as in Ko et al.
(2024).

Baselines We conduct a comprehensive compari-
son of our method against a diverse set of baseline
approaches, such as SFT, which directly fine-tunes
the student model on the training data without in-
volving knowledge distillation. KD (Hinton et al.,
2015) employs KLD using the teacher’s output dis-
tributions as supervision at each token step. SeqKD
(Kim and Rush, 2016) applies SFT to sequences
generated by the teacher model. GKD (Agarwal
et al., 2024) utilizes Generalized JSD and leverages

both ground-truth sequences and sequences gener-
ated by the student model. MiniLLM (Gu et al.,
2024) employs reverse KLD, using sequences gen-
erated by the student model and updating through
policy gradient. DistiLLM (Ko et al., 2024) uses
skew reverse KLD and adaptively selects whether
to use ground-truth sequences or those generated
by the student model.

Compared to other methods, the distinctive as-
pect of SWITCH is its use of sequences generated
not only by the student model but also with se-
lective involvement from the teacher model. We
employ reverse skew divergence with a weight of
0.1 for our main results, following the approach
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used in (Ko et al., 2024), while also demonstrating
the performance enhancement of SWITCH using
different divergence losses in section 4.

3.2 Experimental Results

Main Results Table 1 illustrates the instruction-
following performance, showing that SWITCH
consistently outperforms state-of-the-art methods
across various teacher-student configurations and
evaluation metrics. Notably, the performance gains
are more pronounced in smaller student models
that have a larger performance gap than the teacher
model. This indicates that our method effectively
bridges the gap between student and teacher mod-
els, especially when the student’s capacity is signif-
icantly lower. By outperforming various methods
that utilize SGOs, we emphasize the importance of
strategic teacher intervention during the distillation
process, rather than relying on outputs generated
solely by students. Full table results for OPT and
OpenLLaMA-2 families can be found in the Ap-
pendix D.

Performance on Different Response Lengths
To further evaluate the effectiveness of our method,
we analyze model performance across responses
with varying ground truth lengths. In Figure 1,
we compare different distillation methods using
SGOs against standard KD, which does not use
SGOs. The experiment, conducted with GPT-2
Base (120M) and GPT-2 XL (1.5B), reports Rouge-
L scores.

It is evident that methods that utilize SGOs, such
as Gu et al. (2024) and Ko et al. (2024), which are
based on outputs generated exclusively by student
models, experience a significant performance drop
as the response length increases. In contrast, our
SWITCH method maintains higher performance
levels for instructions that require both short and
long responses. This reduced performance degrada-
tion highlights the effectiveness of our approach in
mitigating teacher misguidance in autoregressive
sequence generation.

4 Analysis

Mitigating Misguidance in Lengthy SGOs In
this section, we aim to determine whether teacher
misguidance tends to increase with longer outputs
and demonstrate that SWITCH can effectively mit-
igate this issue. To measure the extent of misguid-
ance when using SGOs as training sequences, we
calculate the correlation between Rouge-L scores

of SGOs and training loss. To evaluate the impact
of SWITCH on mitigating misguidance, we repeat
the process, this time using the training loss ob-
tained from sequences generated with SWITCH.
We interpret students who require further tuning
for the sample instruction based on the Rouge-L
scores of the SGO—a lower coefficient indicates
that students with an incorrect understanding of
the given sample receive higher losses, while those
with a correct understanding receive lower losses.

In this experiment, we use GPT-2 Base (120M)
at the start of the distillation process and GPT-2 XL
(1.5B) as the teacher. To sample, we utilize the full
Dolly train split for instructions. We use Spearman
correlation for the scale-invariant measures (Zar,
2005).

SGO token length  Correlation coefficient ({)
SWITCH X v

1~10 -0.78 -0.79

11 ~50 -0.68 -0.73

51 ~ inf. -0.59 -0.69

Table 2: Spearman’s correlation coefficient between
Rouge-L scores for SGOs and divergence loss, both
with and without the use of SWITCH. Results are split
by SGO token length. A lower coefficient suggests that
incorrect students tend to have higher losses.

The results in Table 2 show that SGOs with
longer sequences exhibit a greater tendency for
misguidance. More importantly, they demonstrate
that the SWITCH method effectively mitigates this
misguidance, especially in longer SGOs. This un-
derscores the crucial role of SWITCH in enhancing
the training process by reducing teacher misguid-
ance from lengthy SGOs.

. Datasets
Intervention Strategy

Dolly  Selflnst S-NI
Exponentially decaying threshold 26.2 13.7 28.1
w/ Linear decrease 25.1 12.7 27.1
w/ Exponential growth 234 12.3 24.8
Constant threshold 255 12.9 27.0
Teacher prob mix-in 24.6 12.7 26.3
Random teacher gen 24.8 125 252

Table 3: Comparison of the performance using different
teacher involvement strategies.

Analysis of Teacher Intervention Strategies To
analyze the key factors in mitigating misguidance,
we conduct an ablation study to assess the impact
of different teacher intervention strategies on the
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student model’s performance. The following strate-
gies are compared:

Linear decrease: To explore the necessity of ex-
ponential intervention scaling, we implemented a
linearly decreasing threshold. This threshold dimin-
ishes linearly from a value of 1 to 0 across the max-
imum response length, offering a straightforward
comparison to assess whether a more constant re-
duction in guidance affects performance differently.
Exponential growth: Contrasting with our primary
method, this strategy employs an exponentially
increasing threshold, prioritizing early sequence
token selection. This approach tests whether in-
creased early incorporation in sequence generation
helps the knowledge transfer. Constant threshold:
A threshold of 0.2 was used to determine if a fixed
threshold could maintain or improve model per-
formance compared to dynamic strategies. This
constant threshold serves as a measure to examine
the benefits of adaptive thresholds. Teacher prob
mix-in: To investigate an alternative to incorpo-
rate the teacher model during the generation, we
compare it against a strategy that combines the sam-
pling distributions of teacher and student models.
This method, devised in Gu et al. (2024) to address
reward hacking, employs a confidence-based prob-
ability weighting as in Equation (6). We define the
mix-in strength a as 0.2, consistent with the set-
tings from Gu et al. (2024). This approach allows
us to assess whether combining the probabilities
can effectively train the student model compared
to divergence-based thresholds.

Pe(ye | y<t- ) = - p(ye | y<t, )+

6
(1—a)-qo(ye | y<t, ) ©

Random Teacher Generation: This strategy ran-
domly selects between the teacher and student mod-
els for generating each token, exploring whether
arbitrary teacher involvement might either benefit
or hinder the knowledge transfer.

The results shown in Table 3 indicate that our ex-
ponential decaying threshold strategy significantly
outperforms other teacher intervention methods.
This underscores the importance of dynamically
adjusting teacher involvement based on the diver-
gence between student and teacher distributions as
the sequence progresses. Specifically, methods like
the teacher probability mix-in that combines the
teacher probabilities perform less effectively be-
cause they do not adjust teacher intervention based

on divergence. By employing an exponentially de-
creasing threshold, our approach ensures that the
teacher’s guidance is applied when it is most ben-
eficial, thereby enhancing knowledge transfer and
effectively mitigating misguidance in the student
model.

Performance Across Various Loss Functions
To demonstrate the flexibility of our method, we ex-
periment with various loss functions. Specifically,
we compare performance both with and without
applying our approach. We focus on various dis-
crepancy measures commonly used in knowledge
distillation for autoregressive models, including
KLD, reverse KLLD (RKL) (Hinton et al., 2015; Gu
et al., 2024). We also experiment with General-
ized JSD and skew reverse KLD (SRKL), using the
weight 0.9 and 0.1 following (Agarwal et al., 2024;
Ko et al., 2024).

0 without SWITCH 0 with SWITCH

Dolly S-NI

aldl

Figure 3: Application of our method SWITCH to differ-
ent distillation loss

Rouge-L

o

JSD SRKL

As shown in Figure 3, the consistent improve-
ments across various loss functions highlight the ro-
bustness and adaptability of our SWITCH method.
This versatility allows SWITCH to handle a wide
range of distillation objectives and remain compati-
ble with emerging loss functions aimed at capturing
complex teacher distributions. Its ability to general-
ize across tasks ensures reliable performance under
varying distillation requirements, making it a valu-
able contribution to autoregressive model training.

Impact of Decay Factor on Performance and
Token Generation Ratio To examine the impact
of various decay factors in the exponential decay
threshold on performance and the ratio of tokens
generated by the student versus the teacher model,
we conduct experiments using different decay fac-
tors. Table 4 summarizes the results.
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Rouge-L Tokens generated

Decay factor

Dolly SelfInst S-NI Student Teacher
1/5 249 124 26.0 22% 78%
1/10 262 137 28.1 47% 53%
1/15 26.0 13.6 27.6 81% 19%
1725 257 13.1 27.5 93% 7%

Table 4: Performance and token generation ratio using
different decaying factor.

The decay factor of 1/10 yields the best perfor-
mance, with a balanced proportion of tokens gener-
ated by the student and teacher models. This sug-
gests that while our teacher intervention strategy
offers significant advantages, excessive reliance on
the teacher during training can negate the bene-
fits of addressing the training-inference mismatch.
Therefore, a cautious and balanced approach is nec-
essary to optimize performance.

5 Related Works

KD for non-autoregressive models Knowledge
Distillation (KD, Hinton et al., 2015) trains a
smaller student model under the guidance of a
more powerful teacher model, to have the student
model replicate the teacher model’s rich and com-
plex representations. Various KD methods have
been explored, including logit-based (Sun et al.,
2019; Sanh et al., 2019), feature-based (Heo et al.,
2019; Chen et al., 2021) and relation-based (Park
et al., 2019; Wang et al., 2020). These methods are
primarily applied to non-autoregressive architec-
tures such as BERT and its variants for classifica-
tion tasks.

KD for autoregressive models KD for autore-
gressive models can be broadly classified into
black-box and white-box methods. Black-box
methods resemble supervised fine-tuning (SFT),
where the teacher model’s generated outputs are
used to train the student model (Hsieh et al., 2023;
Jiang et al., 2023). In contrast, white-box methods
utilize the teacher model’s output distribution, min-
imizing the discrepancy between the student and
teacher distributions at each time step to provide
training signals (Kim and Rush, 2016).

An area of development in white-box KD in-
volves exploring various loss functions to better
align the probability distributions between teacher
and student models. Due to the complexity of gen-
erative tasks and the asymmetric nature of KLD,
the student distribution may fail to capture the

teacher distribution (Wen et al., 2023). To ad-
dress these issues, alternative loss functions such
as reverse-KLD and skew divergence have been
employed (Gu et al., 2024; Ko et al., 2024). In
this work, we conduct experiments to assess the
compatibility of our method with these loss func-
tions, a consideration given their impact on the
effectiveness of the distillation process.

Another approach involves using student-
generated outputs (SGOs) as the training sequence
in the distillation process. This method aims to ad-
dress training-inference mismatch—often referred
to as exposure bias—where autoregressive models
suffer from distribution mismatch between output
sequences seen during training and those generated
by the student during inference (Agarwal et al.,
2024). By simulating the student’s own learning
trajectory, SGOs have been applied to various dis-
tillation methods (Agarwal et al., 2024; Gu et al.,
2024). However, the use of SGOs introduces po-
tential risks of misguidance from the teacher, due
to the distribution mismatch between the student
and teacher models. Ko et al. (2024) addresses
this issue with an adaptive SGO scheduler, which
mixes SFT with ground-truth data while gradually
increasing the usage of SGOs. Our approach differs
by directly adjusting SGOs based on discrepancies
with the teacher model, addressing the accumula-
tion of errors, which hinders effective knowledge
transfer in long sequences (Arora et al., 2022). This
work strategically incorporates the teacher into the
generation process, ensuring the sequence is re-
liable from the teacher’s perspective for accurate
guidance while preserving the benefits of SGOs.

6 Conclusion

We propose SWITCH, a novel knowledge distilla-
tion approach that strategically incorporates the
teacher model during the student’s training se-
quence generation. By detecting discrepancies
in token probabilities and applying an exponen-
tially decaying threshold for selective teacher in-
tervention, SWITCH balances the benefits of stu-
dent learning from its own outputs while effectively
mitigating teacher misguidance in long sequences.
Comprehensive experiments across various model
families and datasets show that SWITCH outper-
forms baseline methods, particularly in enhancing
knowledge transfer for long sequences.
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Limitations

While SWITCH achieves state-of-the-art perfor-
mance, it faces limitations in terms of computa-
tional resources due to the involvement of larger
teacher models in the generation process. How-
ever, our approach significantly improves perfor-
mance, and the additional training time does not
affect the deployment of the compressed language
model. This aligns with the overall goal of knowl-
edge distillation, which is to produce a smaller,
more efficient model for deployment.

Ethics Statement

Pre-trained language models come with inherent
ethical and social risks (Bommasani et al., 2021;
Weidinger et al., 2021; Kim et al., 2024; Koh
et al., 2024). Additionally, model compression
techniques can amplify existing biases in the orig-
inal models (Hooker et al., 2020; Gongalves and
Strubell, 2023). SWITCH employs pre-trained lan-
guage models and applies compression methods,
making it susceptible to these risks. However, since
most compression studies use pre-trained models,
these risks are general and not specific to SWITCH.
In this work, we used publicly available datasets,
ensuring they were applied in accordance with their
original purposes. Our evaluations were conducted
using the official API, and all models and source
codes were obtained from their respective official
repositories.

While writing this paper, we used an Al assistant
to help draft and refine sentences at the sentence
level, as well as to check for grammatical errors.
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A Additional Implementation
Information

Our experimental setup largely follows the imple-
mentation of (Gu et al., 2024; Ko et al., 2024),
with the exception of batch size. For models with
fewer than 1B parameters, we search for learn-
ing rates in {5e-4, le-4, 5e-5} and batch sizes of
{8,16}, training for 20 epochs. For models with
more than 1B parameters, we search for learning
rates in {5e-5, le-5, 5e-6} with a batch size of 8,
training for 10 epochs. We exclude samples from
databricks-dolly-15k that exceed the models’
context length. For the generation of sequences
during training, we use a temperature of 1.0.

To train OpenLLLaMA2, we apply low-rank adap-
tation (LoRA) (Hu et al., 2021) to the query and
value weights with a rank of 16, as described in (Ko
et al., 2024). We conduct our experiments using
2 A100 80GB GPUs. Distilling OPT-2.7B from
OPT-1.3B takes less than 12 hours.

For instruction-following prompts, we use the
prompt shown in Figure 4 for both training and
evaluation. For GPT-4 feedback scores, we use the
prompt template in Figure 5, as outlined in (Zheng
et al., 2023; Ko et al., 2024).

[System]

Please act as an impartial judge and evaluate the
quality of the response provided by an Al assistant to
the user question displayed below. Your evaluation
should consider factors such as the helpfulness, rele-
vance, accuracy, depth, creativity, and level of detail
of the response. Begin your evaluation by providing
a short explanation. Be as objective as possible.
After providing your explanation, please rate the
response on a scale of 1 to 10 by strictly following
this format: “[[rating]]”, for example: “Rating: [[5]]”.

[Question]
{question}

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Figure 5: The prompt template for evaluation from GPT-
4 feedback following Zheng et al. (2023) and Ko et al.
(2024).

B Training Time Analysis

We provide a brief comparison of training times and
Rouge-L scores across baselines utilizing SGOs in
Table 5. This experiment is conducted with OPT-
2.7B as the teacher model and OPT-1.3B as the
student model for 10 epochs, using a batch size of
8 on 2 A100 GPUs.

Rouge-L against KD

### Instruction:
{instruction}

### Input:
{input}

### Response:

Figure 4: The prompt template for training and evalua-
tion of instruction-following task experiments, follow-
ing Gu et al. (2024).

Method  Relative Training Time
SelfInst S-NI
Below is an instruction that describes a task. GKD Ix 0.7 0.4
Write a response that appropriately completes the MiniLLM 1.74x 0.9 0.9
request. DistiLLM 0.64x 1.7 34
SWITCH 1.84x 2.1 3.8

Table 5: Relative training time and performance

C Qualitative Results

We present responses generated by models dis-
tilled using different methods based on GPT-2
Base (120M) models distilled from GPT-2 XL
(1.5B) in Table 6. The prompts are sampled from
databricks-dolly-15k. Our results show that
SWITCH consistently produces more accurate re-
sponses compared to other knowledge distillation
baselines.

D Full Table Results

The full results for the OPT family Zhang et al.
(2022) are provided in Table 7, and for the
OpenLLaMA-2 family Geng and Liu (2023) in
Table 8.
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Case # 1

Instruction What is a dispersive prism?
In optics, a dispersive prism is an optical prism that is used to disperse light, that is, to separate light into its spectral components
(the colors of the rainbow). Different wavelengths (colors) of light will be deflected by the prism at different angles. [ 1 | This is a
Input result of the prism material’s index of refraction varying with wavelength (dispersion). Generally, longer wavelengths (red) undergo
a smaller deviation than shorter wavelengths (blue). The dispersion of white light into colors by a prism led Sir Isaac Newton to
conclude that white light consisted of a mixture of different colors.
A dispersive prism is an optical prism that disperses the light’s different wavelengths at different angles. When white light is shined
Ground Truth . . L . e .
through a dispersive prism it will separate into the different colors of the rainbow.
SFT A dispersive prism is a glass prism used toatters sunlight, that is, to reduce the blinding sunlight.
KD A dispersive prism is a prism used to bring light into a single component. The dispersion of red light into colors by a lens produces a
spectrum of colors similar to that of a prism and thus it can be described as a prism.
SeqKD A dispersive prism is a optical prism that is used in the cinema to film light.
GKD A dispersive prism is a light that occurs when the light from a red light source is scattered. It is also known as a rainbow
MiniLLM A dispersive prism is used to provide effective infrared light scattering, which reduces incoming light as light travels out higher from
tectonic plates in space.
DistiLLM A dispersive prism is a prism that is used to distribute light, that is, against the background.
A dispersive prism is an optical prism that is used to distribute light, that is,to separate light into its spectral components (the colors
SWITCH .
of the Rainbow).
Case #2
Instruction How long does it take for a mustard seed to germinate?
Mustard seeds are the small round seeds of various mustard plants. The seeds are usually about 1 to 2 millimetres (0.039 to 0.079
in) in diameter and may be colored from yellowish white to black. They are an important spice in many regional foods and may
Input come from one of three different plants: black mustard (Brassica nigra), brown mustard (B. juncea), or white mustard (Sinapis
P alba).Grinding and mixing the seeds with water, vinegar or other liquids creates the yellow condiment known as prepared mustard.
Mustard seeds generally take eight to ten days to germinate if placed under the proper conditions, which include a cold atmosphere
and relatively moist soil.
Mustard seeds generally take eight to ten days to germinate if placed under the proper conditions, which include a cold atmosphere
Ground Truth . . ;
and relatively moist soil
SFT The yellowish-white to black color of a mustard seed usually starts about 1 to 2 millimeters (0.079 to 0.079) in diameter and may
vary color to black or white depending on the plant.
KD It takes thousands of days to germinate a mustard seed.
The length of mustard seeds depends on the type of mustard they are grown in. A common type of mustard is yellow mustard, which
SeqKD is grown on the outer side of a mustard plant. A yellow mustard seed can germinate into a white mustard. A brown mustard seed can
germinately germinate into a red mustard.
It takes about two to three days for a mustard seed to grow. The seeds germinate from 1 to 2 millimetrons diameter each. They can
GKD . T . .
be colored from yellowish to black. They are a key spice in many regional foods.
MiniLLM The term mustard seed germinates about 1 to 2 months
DistiLLM The time between germination and the onset of yellowish-white-to-black is about 1-2 months.
SWITCH Mustard seeds take about 8 to 10 days to germinate.

Table 6: Instruction-following cases from the databricks-dolly-15k (Conover et al., 2023) dataset.
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Dolly SelfInst Vicuna S-NI  Unnatural
GPT4 R-L GPT4 R-L GPT4 R-L R-L R-L
2.7B Teacher (SFT) 487 262 321 133 369 166 234 30.4

Model Parameters Method

SFT 29.1 205 219 87 19.7 135 157 17.4

KD 287 221 223 89 201 147 16.5 18.4

SeqKD 294 214 224 84 19.6 146 174 18.1

125M GKD 301 225 231 95 223 151 194 214
MiniLLM 312 227 235 101 241 153 165 20.3

DistiLLM 31.6 249 244 107 247 161 214 23.2

Ours 320 251 249 112 256 165 23.1 24.5

SFT 33.7 231 243 119 251 151 1838 21.6

OPT KD 33.6 235 248 123 270 16.1 189 21.5
SeqKD 353 238 241 128 272 153 195 224

350M GKD 359 239 263 136 273 163 19.6 244
MiniLLM 36.1 248 265 132 282 159 204 24.0

DistiLLM 369 251 271 142 295 168 22.0 25.7

Ours 370 254 269 137 297 170 223 26.1

SFT 40.1 248 251 131 264 155 20.8 27.0

KD 40.7 251 261 134 268 154 21.1 27.2

SeqKD 415 261 262 128 26.1 157 21.1 26.6

1.3B GKD 431 258 276 141 272 161 215 274
MiniLLM 431 259 281 143 271 166 21.7 27.3

DistiLLM 439 268 294 151 281 164 245 30.4

Ours 4.1 27.0 295 155 285 169 249 30.2

Table 7: Evaluation results on 5 instruction-following datasets with OPT model family (Zhang et al., 2022). Each
GPT4 and ROUGE-L score is averaged over 5 random seeds. The best score for each model size is highlighted in
boldface.

Dolly SelfInst Vicuna S-NI  Unnatural
Model Parameters Method

GPT4 R-L GPT4 R-L GPT4 R-L R-L R-L

7B Teacher (SFT) 632 28.8 609 205 53.1 17.1 348 34.5

SFT 513 253 502 165 415 157 297 30.1

KD 525 261 517 166 431 16.1 30.1 32.1

SeqKD 53.1 258 531 163 46.1 165 30.5 31.1

OpenLLaMA?2 cd

3B GKD 573 270 572 192 494 195 343 354

MiniLLM 582 274 571 198 509 194 354 36.2

DistiLLM 589 283 584 197 520 195 36.1 35.8

Ours 594 28,6 585 200 521 19.6 36.5 36.3

Table 8: Evaluation results on 5 instruction-following datasets with OpenLLaMA?2 family (Geng and Liu, 2023).
Each GPT4 and ROUGE-L score is averaged over 5 random seeds. The best score for each model size is highlighted
in boldface.
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