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Abstract

The fusion of speech and language in the era
of large language models has garnered signif-
icant attention. Discrete speech token is of-
ten utilized in text-to-speech tasks for speech
compression and portability, which is conve-
nient for joint training with text and have good
compression efficiency. However, we found
that the discrete speech tokenizer still suffers
from information loss. Therefore, we propose
a simple yet effective continuous speech tok-
enizer named Cont-SPT, and a text-to-speech
model based on continuous speech tokens. Our
results show that the speech language model
based on the continuous speech tokenizer has
better continuity and higher estimated Mean
Opinion Scores (MoS). This enhancement is
attributed to better information preservation
rate of the continuous speech tokenizer across
both low and high frequencies in the frequency
domain. The code and resources for Cont-
SPT can be found in https://github.com/Yixing-
Li/Continuous-Speech-Tokenizer.

1 Introduction

Autoregressive modeling is a common method for
processing language sequences and is effective in
token prediction (Vaswani, 2017; Radford, 2018;
Yang et al., 2024). The success of large language
models continues to inspire and develop this field
(Tay et al., 2020; Dao et al., 2022; Zhuang et al.,
2023). Transformer-based models are becoming
more and more prominent due to the interest in
speech language models utilized to understand
and generate speech (Borsos et al., 2023; Wang
et al., 2023a; Rubenstein et al., 2023; Wang et al.,
2024). These models are designed to solve a range
of speech-related tasks such as Text-to-Speech
(TTS) (Wu et al., 2024) and Automatic-Speech-
Recognition (ASR) (Kheddar et al., 2024). A sig-
nificant difference between the text and speech do-
mains is the discrete nature of text tokens versus the
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continuous nature of speech, whereas a commonal-
ity of language models is the utilization of discrete
speech representations (Wang et al., 2023b; Yang
et al., 2023b; Wu et al., 2024). The current discrete
speech representation can be divided into two types:
tokenizer-based compressed tokens such as VALL-
E (Wang et al., 2023a), MusicLM (Agostinelli et al.,
2023), CosyVoice (Du et al., 2024), and seman-
tic tokens such as AudioLM (Borsos et al., 2023).
The tokenizer-based model utilizes residual vector
quantization (RVQ) and hierarchical quantizers to
compress speech tokens, and semantic tokens are
usually based on self-supervised pre-trained mod-
els. Many works have been studying the use of
speech tokens, but the best speech representation
remains unresolved (Défossez et al., 2022; Yang
et al., 2023a; Zhang et al., 2023).

We observe that discrete speech tokenizers have
potential information loss in text-to-speech tasks,
which is reflected in different degrees of loss in low-
frequency and high-frequency components. There-
fore, we utilized a speech encoder that models con-
tinuous speech vectors for TTS. Based on this,
we conducted experiments to demonstrate the ad-
vantages of continuous speech tokens over discrete
versions. Continuous speech tokens have better
information retention than discrete tokens in all
frequency bands and better robustness to the sam-
pling rate in text-to-speech tasks. Specifically, our
contributions include:

1. We proposed a continuous speech tokenizer
based text-to-speech model and provided a com-
prehensive training framework.

2. We conducted experiments to demonstrate the
effectiveness of our approach in the text-to-
speech task and showed the significance of the
training pipeline.

3. We verified the advantages of the continuous
speech tokenizer over the discrete version, in-
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cluding the retention of high-frequency informa-
tion and the robustness of the sampling rate.

2 Method

2.1 Continuous Speech Tokenizer

Most contemporary speech language models utilize
the RVQ quantizer (Défossez et al., 2022; Wang
et al., 2023a; Agostinelli et al., 2023) as a ba-
sic building block to accomplish the process of
speech discretization. As illustrated in Figure 1a,
the quantizer usually contains multiple codebooks
that convert speech features into discrete tokens.
The quantization process usually involves distance
grounding based on the content within the code-
book, which suffers from great information loss.

We propose to adopt a continuous speech tok-
enizer (Cont-SPT) for text-to-speech tasks. After
the input audio is resampled at 24 kHz, it is passed
through the encoder to obtain the speech feature
vector. In the discrete version, this step is typically
followed by RVQ to generate discrete tokens. In
contrast, our continuous speech tokenizer retains
the audio resampling step and integrates the en-
coder layer to obtain continuous speech tokens, and
then utilizes the output continuous speech tokens
directly as the input for the language model.

Figure 1b shows the continuous speech tokenizer.
The decoder corresponds to the encoder, which is
utilized to decode the output of the autoregressive
language model. The two can be pre-trained to-
gether in a VAE-like form, and our experiments
show that this is beneficial for TTS tasks.

2.2 Continuous Speech Tokenizer Based TTS

We propose a TTS model based on the continu-
ous speech tokenizer and regards the TTS task as
an autoregressive token generation task. Different
from predicting discrete speech codes, our method
predicts continuous speech tokens. Given the input
speech A and text T, we calculate the continuous
speech token and text embedding respectively,

A = Cont-SpeechTokenizer (A) . (1)

where A denotes for the continuous speech token.
Text processing includes text tokenizer and lan-
guage model embedding layer,

x = Text Tokenizer (T),7 = Embeds (z). (2)

The speech token and text embedding are concate-
nated together as the input for the language model

during autoregressive generation. After generating
the predicted continuous speech token, we utilize
the audio decoding layer and flow matching to con-
vert the audio.

2.3 Flow Matching

We utilize the optimal-transport conditional flow
matching (OT-CFM) following the codec decoder
to generate a speech mel-spectrogram based on the
generated continuous speech features. By leverag-
ing the idea of optimal transport, CFM can be con-
structed to generate an ordinary differential equa-
tion (ODE) with simple vector fields.

Moreover, de-noising module is added for final
output adjustment, consisting of frequency limiting
and off-the-shelf denoising model.

2.4 Training Objective
2.4.1 Speech Tokenizer Reconstruction Loss

For the pre-training of the speech tokenizer, we
use a training method similar to VAE, connecting
the continuous speech tokenizer with the speech
decoder for overall training. Given the training
audio A and the corresponding text label Y, the
calculation process is as follows,

A = AD (Cont-SpeechTokenizer (A)). (3)

where AD refers to AudioDecoder. And the
estimated audio-to-text is calculated by the ASR
decoder:

Y = ASR-Decoder (.&) . 4

The reconstruction loss contains two parts, the
similarity loss between the regenerated audio Aand
the original signal A, and the CTC loss between
the decoded ASR results Y and the text label Y .

£spt = Erec + EASR

— SIM (A,Kx) +CTC (Y,S?) . O

2.4.2 Language Modeling Loss

In the language model training part, we also acti-
vate the speech continuous tokenizer as a training
state and train it together with the language model,
while these two components are updated with dif-
ferent learning rates. Given the model output O
and the speech label M, the speech label is first en-
coded into continuous speech tokens, and the loss
function is calculated by the distance between the
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Figure 1: Continuous Text-to-speech Model. (a) Traditional audio tokenizer structure, using preset or trainable code
table for RVQ. (b) Continuous speech tokenizer, replace RVQ with an embedding module to generate continuous
speech token representations. (c) Audio decoder, consisting of codec decoder, flow-matching and de-noising

modules. (d) Overall continuous TTS model structure.

continuous speech token of the label and the model
output.

M = Cont-SpeechTokenizer (M) . (6)

Ly =MSE (O, M). (7

2.4.3 Training Pipeline

The training consists of two steps, the pre-training
of the tokenizer and the joint training of the entire
model. First, the tokenizer encoder is connected to

the decoder and pre-trained as described in 2.4.1.

In the second step, the decoder is frozen, and the

entire model is jointly trained as outlined in 2.4.2.

During this step, the learning rate of the tokenizer
is set to 0.05 of that of the language model.

3 Experiments

3.1 Experiment Setup

Datasets. For training, we utilize the LibriSpeech
(Panayotov et al., 2015) dataset, which contains a
corpus of approximately 1,000 hours of English

speech. We use the dev-clean subset for validation
and the test-clean subset for evaluation.

Model Settings. Following VALL-E (Wang et al.,
2023a), we construct the continuous speech to-
kenizer based TTS model, while the number of
model blocks are set to the default values.

Baselines. For the speech tokenizer experiments,
we use the commonly used discrete speech tok-
enizer Encoder as the baseline. For the TTS model
experiment, we use the following models as the
baseline: VALL-E (Wang et al., 2023a), MELLE
(Meng et al., 2024).

Evaluation Metrics. For the speech tokenizer,
we utilize an estimated transfer function to show
the ability of the speech tokenizer in preserving
information. For the TTS model, we employ the
following metrics: (1) WER (Word Error Rate), (2)
SIM (Speaker Similarity), (3) EMoS (Estimated
Mean Opinion Score), (4) CLVP Score, (5) STOI,
(6) Noisiness, Continuity, Loudness Quality, and
Naturalness. Details of the metrics are shown in
the Appendix A.2.
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Model \ Metrics WER | SIM*

Origin 2.61 0.86
VALL-E 12.73 0.53
MELLE 7.26 0.67

Ours 6.59 0.73

Table 1: Evaluation of WER (%) and SIM on the Lib-
riSpeech.

Metrics VALL-E Cont-SPT
EMoS 1 0.83 1.32
CLVP | 3.52 2.94
STOI 1 0.20 0.42
Noisiness Quality T 1.27 1.82
Continuity Quality 1 1.80 3.61
Loudness Quality 1 1.56 1.65
Naturalness 1 1.31 1.45

Table 2: Evaluation of speech generation quality. Cont-
SPT that based on continuous speech tokens achieved
higher speech quality than baseline model based on
discrete tokens.

SPT \ Freq 2k 5k 8k
Discrete 095 0.78 0.34
Continuous 0.94 0.81 0.55

Table 3: The retention rate of audio after the tokenizer at
different frequencies. The continuous speech tokenizer
has high information retention in all frequency bands,
especially in the high frequency part.

3.2 TTS Evaluation

In this section we evaluate and compare the re-
sults of the continuous speech tokenizer based TTS
model. Our text-to-speech model based on contin-
uous speech tokens achieves better performance in
various aspects and shows its value in TTS tasks.
Table 1 shows the comparison between our
method and the baseline, and our method outper-
forms the baseline in most cases. More detailed
evaluation indicators shown in Table 2 elucidate
the specific advantages of our method. In the eval-
uation of relative indicators including CLVP Score,
STOI, and absolute indicators such as noisiness
quality and continuity quality, the model based on
continuous speech tokenizer exceeds the baseline.
The ablation study is shown in Appendix A.1.

3.3 Analysis on Different Frequencies

We are interested in how continuous speech tok-
enizers can help TTS models improve their perfor-
mance. As mentioned above, the number of tokens
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Figure 2: Evaluation of modifying window length and
sampling rate utilizing the average attention rate after
the tokenizer.

in the codebook of discrete tokenizers is limited,
which constrains the space that discrete tokeniz-
ers can represent to be limited and increases the
information loss. In this section, we demonstrate
the advantages of continuous speech tokenizers in
retaining information by studying the transfer func-
tion of speech tokenizers.

Table 3 presents the estimated transfer functions
of the continuous and discrete speech tokenizers
across various frequency ranges. It can be seen that
in the high-frequency range, the transmission ef-
fect of the discrete speech tokenizer drops sharply,
while the continuous speech tokenizer maintains a
good effect in this range. In fact, the continuous
speech tokenizer has a great information retention
ability in the entire frequency range.

3.4 Sampling Rate and Window Length
Robustness

We further study the robustness to different sam-
pling rates. Due to the presence of narrowband
data, robustness to sampling rate is also worth not-
ing. To ensure the consistency of input dimensions,
we modify the sampling rate and window length
synchronously. As shown in Figure 2, the contin-
uous speech tokenizer is more robust than the dis-
crete tokenizer, especially when the window length
ratio is larger. This is due to the better information
preservation of continuous speech tokenizer, and
this conclusion is consistent with Section 3.3.

4 Conclusion

In this paper, we propose a method based on con-
tinuous speech tokenizer in TTS and demonstrate
its effectiveness through experiments. In addition,
we conduct a series of experiments on continuous
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and discrete speech tokenizers to illustrate the ad-
vantages of continuous tokenizer in terms of infor-
mation retention and robustness. Finally, the TTS
model based on continuous speech token proposed
in this paper provides a complete framework and a
foundation for subsequent research.

Limitations

Although we proposed a novel continuous speech
token based approach in the TTS field and com-
pared it with discrete methods, there are limitations
for future studies. Our work focuses on TTS tasks
as well as joint training of speech and text, and has
not yet been verified and evaluated on the Multi-
modal Large Language Model (MLLM) (Zhang
et al., 2024). The addition of multiple modalities
brings challenges. The continuous speech tokenizer
proposed in our work could improve the informa-
tion carrying capacity, but it may also bring diffi-
culties of training. Future research will continue to
explore these unexplored aspects.
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A Experiments Illustration

A.1 Ablation Study

Model \ Metrics WER | SIM{
Ours 6.59 0.73
w/o SPT Joint Training 6.83 0.71
w/0 Ly Pre-train 8.42 0.64

Table 4: Ablation study of our model.

We conduct the ablation study on our method.
Table 4 shows the effect of continuous speech tok-
enizer pre-training, the impact of speech tokenizer
joint training. Our method provides a complete and
usable framework for continuous speech tokenizer
and continuous speech token based TTS.

A.2 Metrics

In this section, we elucidate the details of the met-
rics used in this paper.

WER The Word Error Rate is caculated by per-
forming ASR using Whisper Large (Radford et al.,
2023) on the generated speech.

SIM The Speaker Similarity is obtained by first
calculating the speaker embeddings of both the
generated speech and the ground truth speech us-
ing WavLM-TDNN (Chen et al., 2022), and then
calculating the cosine similarity between the em-
beddings.

EMoS The Mean Opinion Score is a commonly
used indicator for evaluating TTS quality. We use
model-estimated EMoS (Lo et al., 2019) to provide
a more general evaluation, and the open source
library we utilize is located at (SPE).

CLVP Score The CLVP Score measures the dis-
tance predicted by Contrastive Language-Voice Pre-
trained model between text and an audio clip where
that text is spoken, and the open source library we
utilize is located at (Betker, 2022)
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STOI The Short-Time Objective Intelligibility
(Taal et al., 2010) is used to reflect the clarity of
speech, ranging from O to 1. The open source
library we utilize is located at (SPE).

Noisiness, Continuity, Loudness Quality, and
Naturalness The Noisiness, Continuity, Loudness,
and Naturalness are calculated by NISQA (Mittag
et al., 2021) model, and the open source library we
utilize is located at (Ivan, 2024)

B Supplement to Related Work

In this section, we briefly supplement the related
work on speech tokenizers in the TTS field. Since
the currently commonly used Encodec (Défossez
et al., 2022) was proposed, many works have stud-
ied the form and properties of tokenizers such as
Audiodec (Wu et al., 2023). AudioLM (Borsos
et al., 2023) propose a hybrid tokenization scheme
to achieve the combination of reconstruction qual-
ity and long-term structure. Hifi-codec (Yang et al.,
2023a) propose the group-residual vector quantiza-
tion (GRVQ) technique. SpeechTokenizer (Zhang
et al., 2023) proposed to unify semantic and acous-
tic tokens by combining semantic distillation in the
RVQ process. Concurrent work MELLE (Meng
et al., 2024) proposed a TTS model based on mel-
spectrogram feature extraction and vocoder. It is
worth noting that MELLE also questioned the con-
cept of discrete speech tokens. Unlike us, they
removed the speech tokenizer. We retained this
concept and conducted pre-training and ablation
experiments on the continuous speech tokenizer.
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