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Abstract

While language models (LMs) excel at generat-
ing code, many programs are difficult to gener-
ate using only parametric knowledge. Despite
the success of retrieval-augmented generation
(RAG) in text-centric tasks, its potential for
code generation remains under-explored. This
work introduces CODERAG-BENCH, a holis-
tic retrieval-augmented code generation bench-
mark covering tasks like basic programming,
open-domain, and repository-level problems
and provide reproducible evaluations on both
retrieval and end-to-end code generation perfor-
mance. We further create a diverse, open datas-
tore for code retrieval, aggregating sources such
as competition solutions, tutorials, library doc-
umentation, StackOverflow posts, and GitHub
repositories. Based on CODERAG-BENCH, we
conduct large-scale evaluations of 10 retrievers
and 10 LMs and systematically analyze when
retrieval can benefit code generation models
and identify remaining challenges. We find that
while retrieving high-quality contexts improves
code generation, retrievers often struggle to
fetch useful contexts, and generators face limi-
tations in using those contexts effectively. We
hope CODERAG-BENCH encourages further
development in code-oriented RAG methods.

1 Introduction

Generating code from natural language has rapidly
advanced with language models (LMs; Chen et al.
2021; Li et al. 2022, 2023; Roziere et al. 2023).
However, most models follow an NL (Natural
Language)-to-code approach without integrating
external context, which is crucial in complex sce-
narios like using unfamiliar libraries (Zhou et al.,
2023; Jimenez et al., 2024). Relying solely on para-
metric knowledge also limits adaptation to new
data distributions at test time, such as evolving pub-
lic libraries or private code bases not seen during
training (Zhang et al., 2023; Jimenez et al., 2024).

*Equal contribution.

Retrieval-augmented generation (RAG; Lewis
et al. 2020; Guu et al. 2020) addresses this by re-
trieving relevant documents at inference time, re-
ducing reliance on model parameters (Asai et al.,
2024) and improving accuracy across tasks (Izac-
ard et al., 2022b). Despite success in text-based
tasks, its application to diverse coding problems
and retrieval sources remains under-explored (Zhou
et al., 2023; Su et al., 2024).

We present CODERAG-BENCH, a holistic
benchmark designed to advance research in
retrieval-augmented code generation (RACG; §2).
CODERAG-BENCH (as in Figure 1) covers six pro-
gramming tasks across four categories: basic pro-
gramming, open-domain coding, repository-level,
and code retrieval tasks. For each task, we man-
ually annotate canonical documents as references
for evaluating RACG systems. We also compile
a diverse corpus of documents from five sources:
programming solutions, online tutorials, Python
library documentation, StackOverflow posts, and
GitHub files. In total, CODERAG-BENCH has 9k
coding tasks and 25 million retrieval documents,
providing a robust foundation for reproducible and
reliable evaluations in retrieval and RACG.

We conduct holistic evaluations in retrieval, gen-
eration, and RACG (§3). Code generation mod-
els significantly benefit from access to canonical
documents (i.e., from the canonical retrieval cor-
pus) in various scenarios. For example, GPT-40
achieves a 27.4% gain on SWE-Bench and a 6.9%
gain on the harder ODEX subset when canonical
documents are provided. In RACG settings, where
models retrieve top relevant documents, some even
surpass their performance when using gold docu-
ments, highlighting the strong potential of retrieval-
augmented approaches for enhancing code genera-
tion. However, current retrieval models face chal-
lenges in selecting useful documents, particularly
for open-domain and repository-level tasks. Ad-
ditionally, generation models with limited context
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Figure 1: Overview of CODERAG-BENCH.

windows exhibit smaller improvements, suggesting
considerable room for future advancements.
Beyond canonical retrieval, we also explore
RACG with open retrieval, i.e., retrieving docu-
ments from various sources with different chunk-
ing strategies (§4). We find that models can benefit
from functionally relevant snippets from certain
sources, and chunking documents to 200—800 to-
kens often gives the best results. For instance, by
retrieving from StackOverflow or online tutorials,
both StarCoder and GPT4o can significantly im-
prove, while on repository-level tasks, the gains
are rather limited. Overall, we hope CODERAG-
BENCH can serve as a testbed for future work ex-
ploring, analyzing, and improving RACG systems.

2 The CODERAG-BENCH

For CODERAG-BENCH (Figure 1), the curation
is driven by three factors: (i) Diverse tasks:
Code generation spans multiple levels (line, func-
tion, repository) across closed and open do-
mains. (ii) Rigorous evaluation: We offer high-
quality ground-truth annotations for retrieval and
execution-based evaluation to measure functional
correctness. (iii) Unified interface: Our codebase
provides a consistent interface for retrieval, aug-
mented generation, and evaluation, unlike current
datasets with varied pipelines.

In this section, we introduce the creation process
of CODERAG-BENCH: programming problem in-
tegration (§2.1), retrieval source collection (§2.2),
canonical document annotation (§2.3), and the eval-
uation pipeline (§2.4). Examples with canonical
documents are available in §A.

2.1 Programming Problems

We categorize existing Python-based coding
datasets into four types:1 code retrieval, basic pro-
gramming, open-domain problems, and repository-
level problems. To ensure the diversity of datasets,
we choose and unify multiple frequently adopted
datasets for each category, as listed in Table 1.
Basic programming problems This category
includes interview-style problems that mostly re-
quire Python built-in operations and pose algorith-
mic challenges. We select the two most widely
used datasets: HumanEval (Chen et al., 2021)
and MBPP (Austin et al., 2021), which ask the
model to complete a function from an NL prob-
lem description. However, due to limited public
knowledge about model training data, it is unclear
whether models suffer from data contamination on
HumanEval and MBPP (Jain et al., 2024). Hence,
we also include LiveCodeBench (Jain et al., 2024)
with problems collected from coding websites af-
ter the training cutoff of LMs that we consider, to
decrease the risk of contamination.

Open-domain problems Open-domain coding
problems require Python libraries beyond the stan-
dard libraries used in basic programming prob-
lems. We adopt the DS-1000 (Lai et al., 2023)
and ODEX (Wang et al., 2023b) datasets that cover
data-science and general open-domain coding prob-
lems. DS-1000 collects data science problems
with programs using seven common data-related
libraries such as pandas and numpy. ODEX cov-

"In this work we focus on Python-related tasks because
it is the most widely-used programming language for bench-
marking code generation. We leave extensions to other pro-
gramming languages for future work.
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Type Dataset \ # Examples # Corpus Ground-Truth Docs Evaluation
HumanEval 164 164 program solutions execution
Basic programming MBPP 500 500 program solutions execution
LiveCodeBench 400 - - execution
Open-domain DS-1000 1000 34,003 docs execution
P ODEX 945 34,003 docs, stackoverflow execution
Repository-level RepoEval (function) 373 237 github repository execution
P y SWE-bench-Lite 300 40,868 github repository execution
Code retrieval CodeSearchNet-Py | 22,177 22177 CSN functions ndcg@10

Table 1: Overview of the datasets in CodeRAG-Bench. CSN stands for CodeSearchNet.

ers problems using a broader range of 79 libraries,
such as web requests with requests and database
operations with sqlalchemy.

Repository-level coding problems Beyond
function-level, some problems require editing files
in the context of an entire GitHub repository. We
thus adopt RepoEval (Zhang et al., 2023) and SWE-
bench (Jimenez et al., 2024) for repository-level
code generation and issue-solving tasks. We inte-
grate all three splits of RepoEval but only report
its function split, as it is the only split supporting
execution-based evaluation.” Notably, our code-
base is the first to enable reproducible execution
evaluation on RepoEval. SWE-bench focuses on re-
solving GitHub issues by asking models to edit mul-
tiple files that pass the required test cases. We use
SWE—bench—Lite,3 a 300-problem subset whose re-
sults can be reproduced, with a packaged Docker
container (Wang et al., 2024).

Code retrieval problems In addition to retrieval
for augmenting generations, we adopt the Python
split of CodeSearchNet (CSN) as a code retrieval
task. CSN searches for the correct implementation
of an NL query from a pool of functions collected
from GitHub repositories. Instead of monitoring
how generation changes with various retrieval re-
sults, CSN can directly measure retrieval quality.

2.2 Retrieval Sources

We collect retrieval documents from five commonly
used resources for program developers, listed in Ta-
ble 2. CODERAG-BENCH supports two retrieval
setups: canonical retrieval—retrieves documents
from only the canonical datastore (§2.3), and open
retrieval—retrieves documents from any datastore.
Programming solutions = We create one doc-
ument from each basic programming problems
that have canonical solutions (i.e., HumanEval and

*Two other splits (API and line) are evaluated by lexical
measures that have been shown as ineffective in signifying
functional correctness (Chen et al., 2021; Wang et al., 2023b).

3https ://www. swebench.com/lite.html

MBPP), following VoyageAl (2024), by concate-
nating its NL problem and program solution.

Online tutorials We collect tutorials from multi-
ple websites including GeeksforGeeks, W3Schools,
tutorialspoint, and Towards Data Science,4 via the
raw HTML pages obtained from ClueWeb22 (Over-
wijk et al., 2022), a large-scale crawled web corpus.
Each page contains code snippets and their text
explanations, covering topics from basic program-
ming techniques to advanced library usage.

Library documentation We collect the offi-
cial documentation provided by devdocs.io for
all Python libraries following (Zhou et al., 2023).
These could be especially useful for open-domain
and repository-level problems that use some library
functions to realize complex setups.

StackOverflow posts  StackOverflow (SO) is
among the most frequently visited sites for develop-
ers. We collect all SO posts from the RedPajama-
1T (Computer, 2023) stackexchange split. We
treat each post as a retrievable document, that has a
question, code responses, and textual explanations.

GitHub repository = We collect high-quality
repositories from GitHub, using the github split of
RedPajama-1T (Computer, 2023), as developers of-
ten refer to popular repositories when writing their
programs. Following this practical paradigm, we
enable LMs to retrieve files from other repositories
as contexts to write the current program.

Resource Corpus size  Avg. length
Programming solutions 1.1k 194.6
Online tutorials 79.4k 1502.5
Library documentation 34k 953.4
StackOverflow posts 23.5M 689.2
Github files 1.7TM 51354

Table 2: Five sources to form our retrieval datastore.

4https://geeksforgeeks.org; https://www.
w3schools.com/; https://www.tutorialspoint.com/;
https://towardsdatascience.com
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2.3 Canonical Document Annotation

To ensure reliable retrieval evaluation and estimate
the upper bound of a RACG system with an ideal
retriever, it’s essential that all examples include
canonical documents—the documents containing
the necessary context to solve the programming
problem. As most existing datasets lack these
canonical documents, we annotate them from the
corresponding retrieval pool, as shown in Table 1.
Basic programming problems The canonical
document for examples in HumanEval and MBPP
is the documents we created in §2.2 in the program-
ming solutions pool. Since LiveCodeBench does
not provide solutions to its problems, we do not
annotate canonical documents for it.
Open-domain problems Since open-domain
problems require libraries, we annotate the canoni-
cal library documentation for DS-1000 and ODEX
examples. We first automatically parse out the li-
brary functions used in each program, and find
their corresponding documentation entries. Then,
we manually verify the functions and remove in-
correct ones. This yields an average of 1.4 and 1.2
entries for DS-1000 and ODEX.
Repository-level problems We adopt canoni-
cal code from the original dataset as our canonical
documents: 20-line code snippets of the missing
functions in RepoEval, and the ground-truth edited
files in SWE-bench. We obtain these from the com-
pleted local repositories from the original datasets.

2.4 Evaluation Metrics

For retrieval, we evaluate NDCG, Precision and
Recall (Thakur et al., 2021) and use NDCG@10
percentage as our primary metric, following prior
work (Izacard et al., 2022a). For code generation,
we adopt the pass@k metric (Chen et al., 2021)
to measure the execution correctness of programs.
We evaluate the final RAG performance both in
canonical and open retrieval setups.

3 Canonical RACG

We evaluate 10 top retrieval and 10 generation
models on CODERAG-BENCH with canonical data
sources. We report results of document retrieval
(§3.2), direct NL-to-code generation (§3.3), and
end-to-end RACG with retrieved context (§3.4).

3.1 Experimental Setup

Retrieval baselines We adopt 10 top-performing
retrievers from three categories: sparse, dense,
and proprietary APIs. For sparse retrievers,

we use BM25 (Robertson and Zaragoza, 2009),
known for its robustness in domain adapta-
tion (Thakur et al., 2021). Dense retriev-
ers include BGE-base/large (Xiao et al., 2023),
GIST-base/large (Solatorio, 2024), and SFR-
Embedding-Mistral (Meng et al., 2024), all top-
ranked on the MTEB leaderboard (Muennighoff
et al., 2022). We also include open code em-
bedding models, Codesage-small (Zhang et al.,
2024) and Jina-v2-code Giinther et al., 2023,
which are specifically trained for code retrieval.
Proprietary APIs include voyage-code-2 (Voy-
ageAl, 2024), optimized for code retrieval, and
openai-text-embedding-small-03, selected for
its cost-effectiveness. Finally, we apply rerank-
ing with BGE-reranker-base(Xiao et al., 2023) on
top-100 openai results before generation.
Generation baselines We adopt both code-
specific LMs and strong general text-oriented
LMs. For code-specific LMs, we use StarCoder2
(Lozhkov et al., 2024), CodeGemma (Team, 2024),
CodeLlama (Roziere et al., 2023), and DeepSeek-
Coder (Guo et al., 2024) in various sizes. For gen-
eral text LMs, we include three top-performing
models: Llama3 (Meta, 2024), Command-R (Co-
hereAl, 2024) specially optimized for RAG, and
proprietary GPT models gpt-3.5-turbo-0125
and gpt-40. We use the instruct version of all
generation models if available, since they often
perform better than the base versions.
Experimental setup For retrieval, we imple-
ment BM25 retrievers using pyserini (Lin et al.,
2021) with parameter k; = 1.2 and b = 0.75, and
use sentence-transformers (Reimers and Gurevych,
2019)5 for all dense models with open checkpoints.
We prepend the top-5 retrieved documents to the
original problems (we study the number of docu-
ments in §E), and do not include other contexts
such as few-shot examples. For code generation,
we use temperature ¢t = 0.2, top_p = 0.95 and
sample one response for all generations, following
prior work (Li et al., 2023). Specifically on SWE-
bench-Lite, we adopt the n = 21 way sampling
and majority-vote reranking strategy proposed by
Agentless (Xia et al., 2024).6

3.2 Retrieval Results

Table 3 shows retrieval results on six tasks.

5https: //sbert.net/

SWe found that without these approaches, performance
even with state-of-the-art GPT40 remains around 1-2%.
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Method Problem Solutions Library Docs In-Repository Files Avg.
HumanEval MBPP CSN | DS-1000 ODEX | RepoEval SWE-bench-Lite | All

BM25 | 100.0 98.6 89.1 | 52 67 | 932 43.0 | 57.7
GIST-base (768) 98.0 98.0 89.9 12.0 12.1 81.2 46.8 58.0
GIST-large (1024) 100.0 98.9 89.6 13.6 28.0 82.9 47.8 61.7
BGE-base (768) 99.7 98.0 90.0 10.8 22.0 71.5 44.9 58.8
BGE-large (1024) 98.0 99.0 90.6 8.9 11.5 80.4 40.1 56.3
SFR-Mistral (4096) 100.0 99.0 - 19.3 371 83.8 62.7 67.0
Codesage-small (768) 100.0 96.3 90.7 8.9 14.3 94.1 47.1 60.1
Jina-v2-code (768) 100.0 97.7 - 26.2 19.9 90.5 58.3 65.4
OpenAI-03 (1536) 100.0 98.9 - 18.2 16.5 93.0 433 61.7
Voyage-code (1536) 100.0 99.0 - 33.1 26.6 94.3 29.1 63.7

Table 3: Retrieval performance (NDCG@ 10) on code generation datasets. LiveCodeBench is excluded due to lack
of ground-truth solutions. RepoEval is at the function level with 2k context tokens. Embedding dimension sizes are
listed next to method names. Bold indicates best performance, underline indicates second-best. Highlighted models
are specifically trained for code domains. Avg. reflects overall scores, excluding CodeSearchNet.

Comparison of lexical and neural retrievers
BM25 has been widely used as a primary retrieval
model in recent RACG work (Zhou et al., 2023;
Jimenez et al., 2024), yet comprehensive compar-
isons against diverse retrieval systems are often
under-explored. While prior studies indicate that
neural retrieval systems often underperform BM25
baselines in out-of-domain scenarios (Thakur et al.,
2021), our analysis of CODERAG-BENCH reveals
that dense embedding models frequently surpass
BM25. We hypothesize that this is because many
competitive retrieval models are trained on diverse
tasks across various domains, including code data
(Asai et al., 2023; Su et al., 2023), enhancing their
robustness in code retrieval setups.

Do code retrieval models perform better?
At similar parameter scales, models specifically
trained for code retrieval tasks typically show su-
perior performance. Notably, Jina-v2-code outper-
forms GIST-base and BGE-base by 7.4 and 6.6
average NDCG @10, respectively, while Voyage-
code significantly outperforms OpenAI-03.

Do larger retrieval models perform better?
Among dense retrieval models, increasing model
size often leads to better retrieval performance, sim-
ilar to the trends observed in LMs (Brown et al.,
2020). In particular, GIST-large (340 M) constantly
outperforms GIST-base (110M), and SFR-Mistral
(7B) achieves the best among all open sparse and
dense models on all tasks, surpassing proprietary
embedding models on several tasks.

Efficiency While larger retrieval models often
outperform smaller ones, they often introduce sig-
nificant costs. We analyze efficiency, focusing on
(i) encoding latency: latency to encode documents
offline, and (ii) search latency: latency to encode
queries/documents and calculate their similarities,

Method Encoding Search Model Index

BM25 0.15ms  0.02ms - 141MB
GIST-base 3.7ms 9.7ms 440MB 307MB
GIST-large 13ms 18ms 1300MB 409MB
SFR-Mistral 316ms  113ms 14220MB 1638 MB
Voyage-code 22ms 40ms - 1172MB
OpenAlI-03 31ms 47ms - 1172MB

Table 4: Efficiency analysis for document retrieval.

(iii) model storage requirements, and (iv) index
storage requirements. We conduct efficiency analy-
sis on sampled CodeSearchNet Python data.” See
experimental details in §B. As shown in Table 4,
BM25 indexing and searching takes only seconds
to finish. Compared to base-size GIST-base, the
SFR-Mistral model is more powerful in retrieval,
yet requires over 5X larger index storage, and adds
nearly 100X latency to encode documents, sug-
gesting that the efficiency aspect should also be
carefully studied for RAG pipelines.

3.3 Generation with Canonical Documents

We first evaluate possible lower- and upper-bounds
on RACG results by testing generation (i) without
any retrieval, and (ii) with ground-truth documents.
We report both results in Table 5. Compared to
the base generation without contexts, incorporating
canonical contexts improves in most setups, and
substantially so on basic programming problems.

On open-domain tasks, most code-specific LMs
increase up to 5.2 points, signifying that most mod-
els can benefit from indirectly helpful documents.
In contrast, GPTs show no gains with retrieval.
We hypothesize that this is because both datasets
mostly test on common Python libraries, which

"Due to the costs, we randomly sample 10k queries and
100k from CodeSearchNet Python split. For API models, we
use a batch size of 64 for encoding.
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Basic Programming Open-Domain Repo-Level

Method HumanEval MBPP LCB DS-1000 ODEX ODEX-hard RepoEval SWE-bench

w/o gold | w/o gold | wlo | wio gold | wo gold | wio gold | wio gold | wio gold

StarCoder2-7B 31.7 945 | 104 348 1.5 1292 300 | 146 175 | 103 172 | 265 420 | 0.0 0.7
CodeGemma-7B 494 774 | 480 522 | 215 | 20.1 19.8 | 189 182 | 13.8 138 | 247 322 | 0.0 0.3
CodeLlama-7B 348 872 | 23.8 428 | 135 | 21.8 26.1 | 358 410 | 276 31.0 | 241 383 | 0.0 0.0
CodeLlama-34B 4277 848 | 512 88.0 58 | 347 370 | 349 38.0 | 172 276 | 298 42,6 | 0.0 0.0
DeepSeekCoder-7B 70.1 87.8 | 60.8 63.6 | 305 | 41.4 432 | 392 417 | 172 241 | 282 437 | 0.0 0.0
DeepSeekCoder-33B | 78.0 95.7 | 61.0 922 | 338 | 402 40.1 | 28.0 289 | 24.1 31.0 | 324 453 | 03 0.7
Llama3-8B 579 652 | 356 528 2.8 | 289 31.1 | 374 337 | 13.8 172 | 26.0 432 | 0.0 0.3
Command-R 433 512 | 372 37.8 | 100 | 258 285 | 355 36.0 | 20.7 20.7 | 239 37.0 | 0.0 0.3
GPT-3.5-turbo 726 915 | 70.8 72.6 | 353 | 43.7 429 | 41.7 403 | 172 24.1 | 239 39.1 | 0.7 6.3
GPT-40 756 92,6 | 794 814 | 43.8 | 527 512 | 446 442 | 207 276 | 324 46.1 | 23 307

Table 5: Code generation pass@ 1 without additional contexts (w/0), and with ground-truth documents (gold). We
only report w/o for LCB because LCB does not have ground-truth documents. We highlight results showing gold >
w/o with green (darker green when having 10+ increases), and with red if gold < w/o.

powerful models may have already memorized,
similar to their memorization of factual knowledge
(Mallen et al., 2023; Kandpal et al., 2023), thereby
reducing the need for retrieval. To verify this hy-
pothesis, we build an ODEX subset of examples
with the 20 least used libraries, i.e., ODEX-hard.
As shown in Table 5, adding documents retrieved
with most methods improves the results by 20.3—
40.1%, showing the effectiveness of RACG on chal-
lenging coding tasks using unfamiliar libraries.
Repository-level challenges All models show
gains of 7.5-17.2 points with canonical snippets in
RepoEval, but SWE-bench Lite proves much more
challenging — only GPT-3.5-turbo and GPT-40
achieve non-trivial results, consistent with previ-
ous findings (Yang et al., 2024). Notably, GPT-40
shows a 27.4% increase when using gold docu-
ments on SWE-bench, indicating that retrieval sig-
nificantly enhances performance when paired with
strong core generation capabilities, even in highly
challenging coding tasks.

3.4 Retrieval-Augmented Code Generation

We now experiment with top-performing retrieval
and generation models in the full RACG setting,
which requires both retrieve documents and gen-
erating conditioned on the documents. We select
the best retrieval models from each type: BM25,
GIST-large, Voyage, and OpenAl embeddings. For
generation, we select (i) StarCoder2-7B: a weaker
model that benefits the most from contexts; (ii)
DeepSeekCoder-7B: one of the strongest open code
LMs; and (iii) GPT-3.5-turbo: one of the top propri-
etary models. For each dataset, we retrieve the most
relevant contexts from its canonical source marked
in Table 1, and retrieve programming solutions for
LiveCodeBench. Table 6 shows the results. Note
that we exclude canonical docs (answers) from the
retrieval corpora for basic programming tasks.

Overall, the best retrieval models vary depending
on the task and underlying LMs. In some cases, top-
performing retrieval models do not lead to the best
RACG outcomes, highlighting the need to evaluate
RACG systems holistically across varied tasks.

Basic programming problems Most retrieved
contexts help StarCoder2 generations. On MBPP,
RACG even outperforms canonical setup by
15.6-17.8. However, RACG does not improve
DeepSeekCoder generations, which we observe
is due to over-complicated and ungrammatically
repetitive generations when with additional con-
texts. In comparison, GPT-3.5-turbo can effectively
improve with added contexts, showing its better
ability to leverage augmented contexts.

Open-domain problems The weaker Star-
Coder?2 benefits from retrieved library documenta-
tion across all datasets, while DeepSeekCoder and
GPT-3.5 show gains mainly on ODEX-hard prob-
lems. This aligns with findings from the canonical
document setup, indicating that RACG is particu-
larly effective for less popular libraries. Interest-
ingly, despite relatively low NDCG @ 10 scores, the
best-performing RACG combinations match their
canonical results on ODEX-hard.

Repository-level problems All models show
improvements with retrieved code snippets on Re-
poEval, with RACG using strong retrievers like
openai-embeddings performing on par with—or
even surpassing—the canonical setup, likely due
to the additional context provided to the models.
On SWE-Bench, the best-performing combination,
Retrieval-then-Rerank and GPT4o, yields a 21-
point improvement over the no-retrieval baseline.
However, there remains a 9-point gap compared to
the gold setup, indicating room for improvement
on the retrieval side, as reflected in the limited code
retrieval performance shown in Table 3.
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Method Basic Programming Open-Domain Repo-Level
HumanEval MBPP LCB | DS-1000  ODEX ODEX-hard | RepoEval SWE-bench
w/ StarCoder2-7B
None 31.7 24 1.5 29.2 14.6 10.3 26.5 0.0
BM25 43.9 51.8 1.0 36.7 14.1 13.8 36.7 0.0
GIST-large 38.7 50.4 0.5 35.9 17.3 13.8 40.8 0.3
Voyage, code 39.0 52.6 0.3 36.0 15.3 10.3 45.8 0.3
OpenAl, small 39.0 52.6 1.5 35.5 15.9 17.2 51.2 0.0
OpenAl, rerank 34.8 534 0.5 334 14.1 17.2 53.9 0.3
Gold 94.5 34.8 - 30.0 17.5 17.2 42.0 0.7
w/ DeepseekCoder-7B-instruct
None 70.1 60.8 30.5 414 39.2 17.2 28.2 0.7
BM25 68.9 60.0 31.8 36.6 37.8 20.7 373 0.0
GIST-large 66.3 56.6 33.8 35.9 34.9 20.7 44.5 0.3
Voyage, code 66.5 56.4 31.8 359 394 17.2 46.6 0.3
OpenAl, small 68.9 58.6 32.0 35.5 37.1 20.7 55.2 0.3
OpenAl, rerank 53.0 60.6 31.5 36.5 37.1 24.1 55.5 0.3
Gold 87.8 63.6 - 43.2 41.7 24.1 48.1 0.0
w/ GPT-3.5-turbo GPT-4o
None 72.6 70.8 353 43.7 41.7 17.2 23.9 2.3
BM25 73.2 72.4 35.5 36.9 41.0 24.1 30.8 6.7
GIST-large 73.2 68.2 34.8 36.7 36.2 13.8 383 19.3
Voyage, code 75.0 66.8 34.5 374 41.0 20.7 432 15.7
OpenAl, small 73.8 68.4 35.8 36.9 40.3 17.2 48.0 21.0
OpenAl, rerank 64.0 72.6 33.5 374 40.5 17.2 49.6 21.7
Gold 91.5 72.6 - 429 40.3 24.1 39.1 30.7

Table 6: Performance of retrieval-augmented code generation, with top retrieval and generation models. We
bold-type the best RACG results. We test gpt-40 on SWE-bench to show non-trivial results than gpt-3.5-turbo. Note
that we exclude code canonical answer from the retrieval corpora for basic programming tasks.

Model Retriever ‘ HumanEval H ODEX
| wio Prog Tut Docs SO GitHub | All || wio Prog Tut Docs SO GitHub | All
BM25 97.6 274 293 329 30.5 97.6 182 134 141 11.6 15.9 16.2
StarCoder  GIST 31.7 67.1 348 267 323 32.9 69.1 146 146 157 173 114 15.5 17.1
OpenAl 97.6 293 244 36.0 31.1 97.6 18.7 141 159 109 16.9 15.3
GPT-40 OpenAl ‘ 756 945 902 909 915 84.8 ‘ 95.1 ‘ ‘ 446 492 442 476 403 39.4 ‘ 39.6

Table 7: Comparing five retrieval sources on HumanEval and ODEX, using StarCoder2 (top) and GPT-4o (bottom).

4 RACG with Open Retrieval

Besides retrieving documents from the canonical
source, we explore RACG with open retrieval from
all sources (§2.2) on three category-representative
datasets: HumanEval, ODEX, and RepoEval. We
also study mixed retrieval with documents from all
sources, where we aggregate the top-1 documents
from all five sources as augmented contexts.® We
use the three top retrievers along with StarCoder2
and OpenAl retrieval with GPT-40 generation, to
study open RACG with weak and strong LMs.

General programming: HumanEval Among
all sources, SO posts can improve the results by
1.8-4.3, regardless of the choice of retrievers. Tuto-
rials can improve results by 2.1 only with the GIST
retriever.From manual examinations of the results,
many retrieved posts and tutorials are about the
same programming problem as the HumanEval ex-

*We use the first 500 tokens of each document for all
experiments in this section, which we show to be optimal in
ablation studies (§4), and satisfies all model context limits.

ample, with code and detailed textual explanations,
hence could hint or disclose the answer. Other re-
trieval sources do not often contain relevant content
thus do not bring improvements. Surprisingly, gen-
eration with mixed documents performs as well
as using the gold documents, suggesting that the
model can discern and integrate the most useful
content from a mixture of texts.

Open-domain: ODEX  Programming solutions
are the most helpful source by bringing 3.8—4.3
gains, even surpassing gains of canonical documen-
tation. Notably, both GPT-40 and StarCoder using
OpenAl retrieval from programming solutions, out-
perform their variants retrieving from documenta-
tion by 3.2 and 1.6 points. Although the retrieved
content is only sometimes functionally relevant to
the ODEX examples, they can exemplify the cor-
rect usage of libraries such as regex in solutions
and requests in GitHub files, thus guiding the
generation to be more functionally correct. Simi-
lar to HumanEval, GIST-large is particularly good
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at retrieving tutorials, while BM25 and OpenAl
embeddings find higher-quality program solutions,
indicating their respective domain advantages.

Repository-level: RepoEval Open sources are
less useful than code snippets in the local repository.
Understanding local code contexts is crucial and
irreplaceable than external resources. When using
both local and open-source contexts (L+0), models
surpass the no-retrieval baseline, yet are still only
comparable with Local, suggesting more efforts
and insights to benefit from both sources.

Method | w/o Local Prog Tut Docs SO  GitHub | Open L+O

StarCoder2-7B

BM25 36.7 236 252 239 236 255 236 314

GIST 265 408 241 233 21.7 247 244 24.1 418

OpenAl 512 239 241 241 231 22.8 249 509
GPT-40

OpenAl ‘ 324 622 354 287 278 290 282 ‘ 303 542

Table 8: RACG with open retrieval on RepoEval.

Exploring optimal chunking strategies Adding
many documents may exceed model context lim-
its hence impairing RACG, we thus explore vari-
ous chunking strategies to better integrate retrieval.
Compared to the no-chunking baseline, we study (i)
post-retrieval chunking that takes the first N-tokens
of each document, (ii) post-retrieval with reranking
using BGE-reranker-base (§3.1) to find the most
relevant N-token chunk from each document, and
(iii) pre-retrieval chunking that chunks documents
beforehand and retrieves N-token pieces directly.9

@ Tutorials e Library Documentation
StackOverflow posts e Github files

40

o et
"

20

10
200 400 600 800
Number of Tokens

Figure 2: Performance with different chunking sizes.

We compare (i) using the first N-tokens for N from
200 to 1500 (Figure 2). Most sources are best rep-
resented by the first 800 tokens except for SO posts.
However, we find (ii) reranking within this optimal
range of 200-800 tokens greatly degrades the re-
sults, showing limited utility of current rerankers.
Lastly, (iii) pre-retrieval achieves the highest scores
on almost all document sources (Table 9).

*We do not chunk programming solutions since they are
typically short (average <200 tokens as in Table 2).

Method | Tutorials Docs SO  GitHub
Full text 6.7 17.7  28.0 3.7
First chunk 27.4 293  30.5 30.5
w/ reranking 9.1 9.1 140 13.4
Pre-retrieval 31.1 329 335 29.3

Table 9: Comparing chunking strategies on HumanEval.

5 Related Work

Code generation Neural code generation has
been a crucial task (Lu et al., 2021), and increas-
ingly strong code LMs have been created (Roziere
et al., 2023; Li et al., 2023; Guo et al., 2024; Team,
2024) to solve various tasks (Chen et al., 2021; Lai
et al., 2023; Jimenez et al., 2024). However, most
LMs generate code solely based on NL queries and
model parametric knowledge, without using exter-
nal programming sources (e.g., tutorials). To fill in
this gap and allow systematic studies of RACG, we
integrate various datasets and retrieval sources to
build CODERAG-BENCH.

Retrieval augmented generation (RAG) RAG
has been widely used in knowledge-intensive
tasks (Lewis et al., 2020; Guu et al., 2020), how-
ever, mostly on text-centric tasks using general do-
main corpora such as Wikipedia (Asai et al., 2024).
Some works used programming context retrieved
from repositories (Ding et al., 2023; Yang et al.,
2024) or documentations (Zhou et al., 2023), yet
none of them considered RACG across varied cod-
ing tasks and knowledge sources. In text-centric
tasks, unified benchmarks such as BEIR (Thakur
et al., 2021) and KILT (Petroni et al., 2020) aggre-
gate retrieval and generation tasks and facilitate its
progress (Muennighoff et al., 2022). To similarly
enable systematic studies of RACG across cod-
ing tasks and retrieval sources, we curate a unified
benchmark and release its RACG codebase.

6 Conclusion

In this work, we propose CODERAG-BENCH, a
benchmark for retrieval-augmented code genera-
tion with various coding tasks and retrieval sources.
With our experiments with top-performing retrieval
and generation models, we show that retrieving
external documents can greatly benefit code gener-
ation. However, current retrieval models struggle
to find useful documents, and generation models
have limited context capacity and RAG abilities,
both leading to suboptimal RACG results. We hope
CODERAG-BENCH can serve as a solid testbed to
advance future endeavors in this direction.

3206



Limitations

We propose a new paradigm, retrieval-augmented
code generation, equipped with a comprehensive
benchmark CODERAG-BENCH. However, as an
initial exploration in this field, our work could be
extended in task and language diversity, as well as
model and methodological improvements.

We aggregate various existing code generation
tasks, but many interesting scenarios such as code
debugging remain under-explored. Meanwhile, we
focus on coding tasks using Python programming
language, but extrapolating to other languages may
bring additional challenges.

Meanwhile, for benchmarking purposes, we
mostly experimented with vanilla retrieval, rerank-
ing, and generation methods, but better backbone
models and advanced methods for each RACG
component are yet fully explored. Our results may
not represent all model behaviors, and we encour-
age future works to build methods that break certain
limitations we observe in current systems.
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A Example Illustrations
A.1 Example with Canonical Documents

To present our canonical document annotation
(§2.3) more concretely, we illustrate examples with
their annotated canonical documents. Figure 3
shows the general-programming examples, with
one HumanEval and one MBPP example, respec-
tively. Figure 4 shows two open-domain coding ex-
amples with canonical library documentation from
DS-1000 and ODEX, respectively.

A.2 RACG with Helpful and Distracting
Documents

Beyond the numerical numbers reported in experi-
ment sections, here we provide some concrete ex-
amples that: (i) benefit from RACG when relevant
documents are retrieved, and (ii) distracted by ir-
relevant documents retrieved hence results in de-
graded performance.

B Additional Details about Retrieval
Efficiency

For open access models, we use the same single
A100 GPU with 80 GRAM, with a batch size of
64 for GIST base and large, and 8 for SFR-Mistral.
For proprietary models, we estimate their efficiency
using a batch size of 64. We then average the time
for each batch for each query and document. For
Voyage-code, we apply a “dynamic-batching” tech-
nique that make sure the total tokens in the batch
won’t exceed the token limit. For both open and
proprietary models, we define the search efficiency
as the time it takes to embed individual query and
the time to calculate similarities. Note that the time
for both can be optimized by tokenizing all docu-
ments and all queries, then taking the dot product.
The actual runtime for API models varies for each
organization with different rate limits and the batch
size. For this experiment, we set the maximum
context length to match the maximum length of
the original models. This notably increases the en-
coding latency of SFR Mixtral, which has a longer
maximum context window size than smaller em-
bedding models.

C Result Reproduction

In Table 5 in §3, we are able to reproduce most
results reported in the original papers, but with
minor variances. Here we explain the differences
in implementation and (potential) reasons that lead
to these small performance variances.

Our approach  To keep a fair comparison among
all models, we use the same prompt for each dataset
when evaluating all models. Meanwhile, we use
zero-shot prompts without any additional instruc-
tions, i.e., only input the original problem descrip-
tion of the example, to prevent unknown effects
on the model performance when using different
instructions and/or in-context examples.

According to this setup, we next describe the

differences in prompts used by the original works
and how they may affect the results.
StarCoder2 The StarCoder2 technical report
(Lozhkov et al., 2024) reported results on the Hu-
manEval, MBPP, and DS-1000 datasets. On Hu-
manEval, our reproduced results (31.7) is slightly
lower than their number (35.4), possibly because
the original paper additionally input the test cases
as additional information in the prompt, whereas
in our basic NL-to-code setup, no test cases are
provided. This additional information may cause
their results to be higher.

On MBPP dataset, they adopt a subset of MBPP,
i.e., 399 out of 427 examples that have additional
test cases populated by Liu et al. (2023). In contrast,
we evaluate on the entire dataset, which is likely to
cause the variance in results.

On DS-1000, the original paper samples 40 gen-
erations and report the pass@1 rate, while we only
generate one program with greedy decoding. This
difference in decoding strategy may cause slight
variance in the results.

CodeGemma The CodeGemma technical report
(Team, 2024) reported results on HumanEval and
MBPP datasets, but does not provide any details
about the instructions, few-shot examples, or other
parts of the prompt that they use. We were able to
roughly reproduce their reported results, but with
3-5 points less in pass@1.

CodeLLlama The CodeLlama technical report
(Roziere et al., 2023) reports results on HumanEval
and MBPP datasets. We were able to perfectly
reproduce their results on the HumanEval dataset
under the zero-shot setting. However, for MBPP ex-
periments, they use 3-shot prompting, which could
potentially explain that our zero-shot results are 4
points lower in pass@]1.

DeepSeekCoder The DeepSeekCoder technical
report (Guo et al., 2024) reports results on Hu-
manEval and MBPP for the 7B-instruct-v1.5 and
the 33B-instruct models, the report additionally re-
port DS1000 results for the 33B-instruct model. We
could reproduce the original results on HumanEval
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Canonical Document

Canonical Document

def truncate_number(number: float) -> float:
"" Given a positive floating point number, it can
be decomposed into and integer part (largest
integer smaller than given number) and decimals
(leftover part always smaller than 1).

Return the decimal part of the number.
>>> truncate_number(3.5)
0.5

return number % 1.0

Problem

def truncate_number(number: float) -> float:
"" Given a positive floating point number, it can
be decomposed into and integer part (largest
integer smaller than given number) and decimals
(leftover part always smaller than 1).

Return the decimal part of the number.
>>> truncate_number(3.5)
0.5

# Write a python function to remove first and last
occurrence of a given character from the string.

def remove_Occ(s,ch):
foriin range(len(s)):

if (s[i] == ch):
s=s[0:i]+s[i+1]
break
foriin range(len(s) - 1,-1,-1):
if (s[i] == ch):
s=s[0:i]+s[i+1]
break
return s

Problem

# Write a python function to remove first and last
occurrence of a given character from the string.

Figure 3: HumanEval (left) and MBPP (right) examples with annotated canonical solutions.

and DS-1000, but got slightly worse results on
MBPP because they used few-shot prompting,
which should outperform our zero-shot method.
Llama3 Since there is no technical report avail-
able yet, the official blog post 10 report results on
HumanEval, without any descriptions on prompt-
ing construction or the inference process. Our re-
produced results are about 4 points lower than their
original results.

D Analysis on Open-Domain Coding
Problems

In §3.4, providing the documentation of required
libraries brings limited benefits, especially with
strong proprietary models such as GPT and Gem-
ini. While we hypothesize that these strong models
are sufficiently familiar with the required libraries
and in turn barely benefit from additional informa-
tion about them, in this section, we quantitatively
investigate this issue and verify its validity.
Concretely, we construct a subset of ODEX con-
taining only examples with less common libraries.
We use the real-world distribution of all libraries
involved in ODEX and select examples that use
the top 20 least common libraries (e.g., sqlite3,
ftplib, flask). We then evaluate model perfor-
mance on this subset and compare the results with
and without documentation in model contexts.

10https ://ai.meta.com/blog/meta-1lama-3/

With varied retrieval models Aligning with
§3.4, we examine the RACG results using docu-
mentation retrieved by different retrieval models.
As shown in Table 10, augmenting documentation
retrieved with most methods improves the results
by 20.3-40.1%. Compared to the entire ODEX set
where most queries require common libraries, this
hard-library split more clearly demonstrates the ef-
fectiveness of augmenting library documentation.
This result verifies our hypothesis that strong GPT
models are familiar with most common libraries,
and can only benefit from additional library infor-
mation when harder libraries are required.

Model | none | BM25 GIST Voyage OpenAl | Gold
GPT-3.5-turbo | 17.2 24.1 13.8 20.7 17.2 24.1
GPT-4 20.7 24.1 17.2 27.6 24.1 27.6

Table 10: RACG results on the subset of ODEX exam-
ples using the least common libraries.

E How Many Documents to Augment?

Different models have varied context length lim-
its and context utilization abilities. Therefore, we
study how model performance varies when provid-
ing different numbers of documents in the context.
We experiment with one representative dataset for
each task category: HumanEval since it is the most
commonly used dataset, ODEX for its broad do-
main coverage, and RepoEval for its solvable dif-
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Canonical Document

Canonical Document

# pandas.reference.api.pandas.dataframe.groupby
pandas.DataFrame.groupby DataFrame.groupby(by=None, axis=0,
level=None, as_index=True, sort=True, group_keys=True,
squeeze=NoDefault.no_default, observed=False,
dropna=True)[source]

# pandas.reference.api.pandas.dataframe.squeeze
pandas.DataFrame.squeeze
DataFrame.squeeze(axis=None)[source]

Squeeze 1 dimensional axis objects into scalars. Series or
DataFrames with a single element are squeezed to a scalar.

Problem

What is best way to achieve this ? closest | got was with the zip
function but haven't managed to make it work for more then one
level (two columns).

A

<code>

import pandas as pd

df = pd.DataFrame({name": [A, ‘A, 'B','C','B','A], 'v1": [A1','A2, 'BT',
'C1,'B2,'A2], 'v2: [A11','A12,'B12','C11,,'B21','A217,'v3" [1,2, 3, 4,
5, 6]})

</code>

result = ... # put solution in this variable

BEGIN SOLUTION

<code>

# python.library.socket#socket.socket.send

socket.send(bytes], flags])

Send data to the socket. The socket must be connected to a remote
socket. The optional flags argument has the same meaning as for
recv() above. Returns the number of bytes sent. Applications are
responsible for checking that all data has been sent; if only some of
the data was transmitted, the application needs to attempt delivery
of the remaining data. For further information on this topic, consult
the Socket Programming HOWTO. Changed in version 3.5: If the
system call is interrupted and the signal handler does not raise an
exception, the method now retries the system call instead of raising
an InterruptedError exception (see PEP 475 for the rationale).

Problem

# sending http headers to “client’

Figure 4: DS-1000 (left) and ODEX (right) examples with annotated canonical library documentation.

ficulty. We compare RACG performance when
providing top-1, 2, 5, and 10 documents.

As shown by Figure 6, adding five documents
yields the best results in most settings, except for
StarCoder2 on RepoEval which best uses 8 docu-
ments. Despite the drastic variance in length limits
of StarCoder2 (16k) and DeepseekCoder (4k), the
sweet spot is consistently 5 documents. While
adding a few documents brings helpful contexts,
adding more low-ranked documents may introduce
noise and deteriorate generation due to the imper-
fections of retrieval systems (Wang et al., 2023a).

F Does RACG Help Stronger Models?

We have shown that RACG with open retrieval im-
proves a relatively weaker model, StarCoder2 (§4).
To see if this improvement of RACG with open
retrieval generalizes to stronger models, we exper-
iment with a series of top-performing proprietary
models: GPT-40, Claude-3-haiku and sonnet, and
Gemini-1.5-flash and pro.

Basic programming: HumanEval RACG can
consistently improve the performance of GPT-4
and Claude-3-sonnet when leveraging all sources
of documents. However, for weaker models such
as Claude-3-haiku and Gemini-1.5-flash, RACG
only helps when aggregating multiple sources yet

falls short when grounding on one source (even
the canonical solution source). Interestingly, the
stronger Claude-3-sonnet performs worse than the
weaker Claude-3-haiku, but can benefit from all
retrieval sources and outperform haiku with doc-
uments from the canonical programming source,
suggesting its potentially better RAG ability. While
the stronger Claude effectively benefits from ex-
tra contexts, the stronger Gemini-1.5-pro behaves
similarly to its weaker counterpart and cannot do
RACG effectively with non-canonical sources.

Open domain: ODEX  All models experience
limited improvements by leveraging library doc-
umentation to complex the ODEX task, with the
only exception that GPT-40 improves 4.6 points
by incorporating programming solutions into the
context.

As results degrade in most cases, we conduct
a manual analysis to examine when most mod-
els fail. We find that most models tend to copy
functions in the context, sometimes even overwrit-
ing the function being queried, thus failing all the
test cases specific to the queried function. Further,
possibly affected by the plethora of programs in
context, models tend to generate over-complicated
programs which, however, do not often pass the
test cases.
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Question
| Split string 'Words, words, words.' using a regex '(\\W+)'

Solution
| re.split('(\\W+)', 'Words, words, words.)

Context (helpful)
# Write a function to put spaces between words starting
with capital letters in a given string by using regex.
importre
def capital_words_spaces(str1):

return re.sub(r"(\w)([A-Z])", r"\1\2", str1)

Model Prediction
import re
def £_2195340():
""split string 'Words, words, words." using a regex
(\W+)""
text = 'Words, words, words.'
return re.split(r'(\W+)', text)

Question

| Find intersection data between series “s1° and series "s2°

Solution
| pd.Series(list(set(s1).intersection(set(s2))))

Context (distracting)
skimage.segmentation.join_segmentations(s1, s2)
[source]

Return the join of the two input segmentations. The join J
of S1 and S2 is defined as the segmentation in which two
voxels are in the same segment if and only if they are in
the same segment in both S1 and S2. Parameters

class Intersection(expr1, expr2, **extra)
set_extremes(e1, e2)[source]

Model Prediction
from skimage.segmentation import join_segmentations
def f_18079563(s1, s2):

""Find intersection data between series 's1" and series
§"

return join_segmentations(s1, s2)

Figure 5: RACG helps with relevant contexts (left) and hurts with distracting contexts (right).
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Figure 6: Comparing RACG performance with various numbers of documents.

In general, most models can be easily distracted
or disturbed by additional contexts (Wang et al.,
2023a), and fail to conduct the designated code
generation task, indicating much room for improve-
ment for RACG.

Repository level: RepoEval  While GPT-40 can
solve the RepoEval task with a reasonable success
rate, all Claude models are challenged by the task
and achieve less than 10% pass@1 for most scenar-
i0s. We find Claude models mostly respond with
explanations of the incomplete input code, instead
of the to-be-completed code even with proper in-
structions, possibly caused by some properties of
the unknown training data. Gemini-1.5-flash also
barely solves the task and often generates textual
explanations; however its stronger pro variant gets
about 10-25 point improvements, demonstrating its
stronger repository-level code completion abilities.
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Method | Baseline | Program  Tutorial Docs SO  GitHub | All
GPT-40 ‘ 75.6 ‘ 94.5 90.2 90.9 915 84.8 ‘ 95.1
Claude-3-haiku 74.4 77.4 77.4 713  67.7 73.2 82.9
Claude-3-sonnet 65.9 78.7 66.5 68.9 70.7 73.8 80.5
Gemini-1.5-flash 72.0 91.5 75.0 70.1 689 68.9 95.1
Gemini-1.5-pro 82.9 95.7 79.9 774 799 80.5 86.6
Table 11: RACG on HumanEval with strong code LMs.
Method | Baseline | Program  Tutorial Docs SO  GitHub | All
GPT-40 ‘ 44.6 ‘ 49.2 442 47.6 40.3 394 ‘ 39.6
Claude-3-haiku 48.5 42.6 39.2 44.6 337 40.5 35.1
Claude-3-sonnet 41.0 37.6 353 38.0 342 42.4 38.0
Gemini-1.5-flash 50.6 48.3 46.7 462 419 449 43.1
Gemini-1.5-pro 57.2 54.4 45.6 51.0 46.5 39.6 46.0

Table 12: RACG on ODEX with strong code LMs.

Method | Baseline Local | Program Tutorial Docs SO  GitHub | All L+E
GPT-40 ‘ 324 62.2 ‘ 354 28.7 27.8  29.0 282 ‘ 303 542
Claude-3-haiku 9.1 0.5 0.5 0.5 0.5 0.5 0.2 0.2 0.5
Claude-3-sonnet 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Gemini-1.5-flash 1.3 16.9 4.0 2.1 32 2.1 32 27 118
Gemini-1.5-pro 10.5 39.1 15.1 134 158 153 11.8 123 33.0

Table 13: RACG on RepoEval with strong code LMs.
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