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Abstract

Chinese literary classics hold significant cul-
tural and educational value, offering deep in-
sights into morality, history, and human nature.
These works often include classical Chinese
and complex narratives, making them difficult
for children to read. To bridge this gap, we
introduce a child-friendly literary adaptation
(CLA) task to adapt the Chinese literary classic
into engaging and accessible text for children.
However, recent large language models (LLMs)
overlook children’s reading preferences (i.e.,
vivid character portrayals, concise narrative
structures, and appropriate readability), which
poses challenges in CLA. In this paper, we pro-
pose a method called InstructChild, which aug-
ments the LLM with these preferences for adap-
tation. Specifically, we first obtain the charac-
ters’ personalities and narrative structure as ad-
ditional information for fine-grained instruction
tuning. Then, we devise a readability metric as
the reward to align the LLM with the children’s
reading level. Finally, a lookahead decoding
strategy is applied to improve the readability
of the generated text during inference. To sup-
port the evaluation of CLA task, we construct
the Classic4Children dataset, which comprises
both the original and child-friendly versions
of the Four Great Classical Novels of Chinese
literature. Experimental results show that our
InstructChild significantly improves automatic
and human evaluation performance.

1 Introduction

The Chinese literary classics portray iconic charac-
ters and their stories to convey significant cultural
and educational value (Hsia, 2016; Legge, 2022).
These works are not only a vital part of China’s
rich literary heritage but also play a crucial role in
shaping moral values and cultural understanding,
especially for young learners. Given their impor-
tance, these classics are a fundamental part of the
Chinese educational curriculum, and many children
are required to engage with these texts during their
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The demon asked, "Where are you from, monk? Where are you headed? Speak
quickly!" Tripitaka replied, "I am a monk from the Tang Dynasty, sent by the
Emperor of the Tang Empire on a mission to the West to seek sacred scriptures.
Passing through your esteemed mountain, I have come to pay my respects, though I
did not intend to disturb you. I beg your forgiveness. Once I have obtained the
scriptures and returned to the East, your name will be forever honored." Upon
hearing this, the demon laughed heartily and said, "I thought it must be someone
important, and indeed, it is you. I was just planning to eat you, and you've come at
klhe perfect time! Otherwise, I might have missed my chance!" ... j
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than original text| You going? Tell me clearly!" Tripitaka replied, "I am a monk from the Tang Dynasty.
I am on a journey to the West to obtain Buddhist scriptures under the order of the
Tang Dynasty emperor. I passed by your place and came to see the saint. I didn't
expect to disturb you. Please forgive me. When I obtain the true scriptures and return
to the Tang Dynasty, I will definitely spread your reputation." The demon laughed
and said, "I thought you were some powerful person, but it turned out to be you! It
just so happens that I wanted to eat you! It's great that you came to my door on your

\\own! Otherwise, I would have let you slip away!"... /
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The old demon snarled, "Monk, where do you come from, and where are you
going?" Trembling with fear, Tripitaka replied, "I am a monk from the Tang
Dynasty, journeying to the West to seek the Buddhist scriptures. I happened to pass
through this place and didn’t intend to disturb you, my lord. Please forgive me." The

demon let out a sinister laugh and said, "Perfect timing! I was just thinking of
\ealing you, and here you are, delivering yourself to me!" ... /

Figure 1: The sample from our Classic4Children dataset.
We use a one-shot human-written example in Table 10
to query GPT-4o. The green text emphasizes the charac-
ter’s personality traits.

schooling years (Luo, 2019). However, these works
are frequently written in classical Chinese and in-
volve complex plots and themes, presenting sig-
nificant challenges for children to read. Tradition-
ally, many writers make much effort to manually
transform these complex literary classics into child-
friendly versions (Miiller, 2013; Hui, 2024), which
is a time-consuming and labor-intensive process.
Therefore, we propose the child-friendly literary
adaptation (CLA) task, which aims to automatically
make content accessible and engaging for children.

Promisingly, the recent advanced large lan-
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guage models (LLMs) have performed impres-
sively across various natural language processing
tasks, including text style transfer (Reif et al., 2022;
Liu et al., 2024a) and text simplification (Valentini
et al., 2023; Kew et al., 2023). Nevertheless, such
methods simply modify specific stylistic elements
(e.g., sentiment, formality, author-style and lexi-
con) within sentences, which overlook the impor-
tance of children’s reading preferences, leading to
poor performance in the CLA task. Moreover, it is
well known that LLMs can capture language pat-
terns from provided examples through in-context
learning (Dong et al., 2022). We utilize a carefully
crafted prompt with a one-shot human-written ex-
ample to query GPT-40 (OpenAl, 2023), exploring
whether children’s reading preferences can be cap-
tured by GPT-40, as shown in Fig. 1. Surprisingly,
it also fails to produce text similar to human-written
content, instead generating an overly lengthy trans-
lation of classical Chinese without simplification,
which is unsuitable for children. These findings
underscore the limitations of current LLMs in ef-
fectively adapting literary classics for children.

Scrutinizing the adapted child-friendly text by
human writers, we identify three key children’s
reading preferences that are crucial for effective
adaptation. i) Considering that the literary classic
often contains numerous characters, vividly por-
traying each character’s personality can help chil-
dren better remember and distinguish them. As
shown in Fig. 1, the green-highlighted words in
the adaptation emphasize the different personalities
of Tripitaka and the Demon. For instance, Tripi-
tak presents a timid and respectful nature by his
trembling response, showcasing his fear and hu-
mility in the face of danger. ii) Concise narrative
structure, rather than overly detailed or complex
plots, is effective in sustaining children’s interest
in reading. As shown in Fig. 1, the adapted text
simplifies the dialogue while maintaining the core
storyline. Specifically, several unnecessary details,
like “sent by the Emperor” and “obtained the scrip-
tures” are removed in Tripitaka’s explanation, as
they introduce background information and future
outcomes that may confuse children. iii) Besides,
the adaptation also take into account the children’s
reading level to ensure appropriate readability, fa-
cilitating easier comprehension and engagement
with the content (Chitez et al., 2024).

In this paper, we propose the InstructChild, a
method to effectively adapt Chinese literary clas-
sics for children with the LLM. It consists of three

key techniques: First, we apply fine-grained in-
struction tuning, which incorporates personality
information and narrative structure for LLM to gen-
erate text that emphasizes character traits and fol-
lows a concise narrative. Specifically, the person-
ality is assessed based on the Big Five Personal-
ity Traits (BFPT) (Roccas et al., 2002) theory and
the narrative structure is presented by the entity-
relation triplets of the original text. Next, we de-
sign a Chinese readability metric to guide the re-
finement process. It ensures the LLM generates
adapted text with easier-to-understand sentences
for children. Finally, inspired by (Wang et al.,
2023), during inference, the lookahead decoding
strategy considers the impact of potential subse-
quent tokens based on the readability metric for cur-
rent token selection. In addition, we collect both
original and adapted versions of the Four Great
Classical Novels of Chinese literature to construct
the Classic4Children dataset for evaluation.

Our main contributions are: i) We highlight chil-
dren’s reading preferences (i.e., vivid character por-
trayals, concise narrative structure and appropriate
readability) are essential in adapting Chinese lit-
erary classics for children (CLA). We also find
that state-of-the-art LLMs struggle to capture these
preferences in their adaptations. ii) We propose the
InstructChild for the CLA task, which effectively
incorporates these preferences with the LLM, us-
ing fine-grained instruction tuning, refinement with
readability metric and lookahead decoding strategy.
iii) We construct Classic4Children dataset from the
Four Great Classical Novels of Chinese literature
for evaluation. Our InstructChild achieves signifi-
cant performance gains over the existing LLMs.

To facilitate further research, we make the code
and dataset available at https://github.com/
Gary-code/Classic4Children.

2 Related Work

2.1 Text Style Transfer

The objective of text style transfer (TST) is to
endow text with a different style (e.g., positive
— negative) while preserving its semantic con-
tent. The traditional paradigm explicitly divides
text into content and style information and then
employs a target style for desired text generation
(Yuan et al., 2022; Zhu et al., 2023; Zhao et al.,
2024a). Specifically, Zhu et al. (2023) address
the task of author-style transfer and implement
content-style disentanglement and stylization at the
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discourse level. Zhao et al. (2024a) develop a multi-
layer Joint Style-Content Weighed (JSCW) module
along with a style consistency loss to ensure both
content preservation and consistent style across
generated sentences. Recently, LLMs have shown
promising results on TST through fine-tuning (De-
mentieva et al., 2023; Mukherjee et al., 2024), in-
context learning (Mai et al., 2023; Chen, 2024)
and promt-based editing (Suzgun et al., 2022; Liu
et al., 2024b). However, previous methods primar-
ily transfer the text styles related to sentiment and
formality. This study adapts Chinese literary clas-
sics into a child-friendly style, emphasizing vivid
character descriptions and concise narrative struc-
ture tailored to children’s reading levels.

2.2 Text Simplification

Text simplification aims to reduce the complex-
ity of the text, which can be categorized into two
main branches (i.e., editing operations and lexical-
syntactic rules). Specifically, the editing opera-
tions simplify the text through various editing tech-
niques, such as replacing difficult words and re-
ordering sentence components (Kumar et al., 2020;
Mallinson et al., 2020). Moreover, some works
introduce the lexical and syntactic rules for simpli-
fication (Qiang et al., 2020; Valentini et al., 2023).
For instance, Valentini et al. (2023) incorporate
the LLM with the lexical simplification model to
simplify the children’s story. In contrast to text sim-
plification, which aims to simplify vocabulary and
syntax, Chinese literary classics often feature clas-
sical language that is challenging for children to un-
derstand. Our approach involves clearly explaining
complex expressions while maintaining children’s
engagement through vivid character descriptions
and an age-appropriate narrative structure.

3 Methodology

In this section, we introduce InstructChild, a large
language model (LLM) based method to facilitate
the adaptation of Chinese literary classics into a
child-friendly style. This method bridges the gap
between the complexity of the original text and
the cognitive abilities of children with fine-grained
instruction tuning, refinement and a lookahead de-
coding strategy. Fig. 2 illustrates the proposed
InstructChild, and the details of our method are
elaborated in the following sections.

3.1 Fine-grained Instruction Tuning

Inspired by previous studies (Wang et al., 2023;
Ouyang et al., 2022; Yuan et al., 2024) that suc-
cessfully apply well-designed prompts as guidance
to generate text with desired attributes, we develop
instruction incorporating personality and narrative
structure to fine-tune the LLM (i.e., Qwen2-7B-
Instruct (Yang et al., 2024)), aiming to adapt text
with vivid character portrayals and concise narra-
tive structure. Specifically, they are prepended to
input text as the instruction for fine-tuning.

3.1.1 Personality Assessment

In the field of psychology, the Big Five Personal-
ity Traits (BFPT) (Roccas et al., 2002) categorizes
personality into five dimensions: openness, con-
scientiousness, extraversion, agreeableness, and
neuroticism. It provides a robust framework for as-
sessing character personality. Technically, we first
identify the character names in the original text
and filter out the top 50 characters by frequency
of occurrence for each literature. Given that large
language models (LLMs) have demonstrated the
ability to effectively capture the personalities of
characters (Zhao et al., 2024b; Wang et al., 2024b),
we prompt GPT-40 (OpenAl, 2023) to obtain the
personality dimension scores and brief descriptions
of characters in the original text. The prompt is
shown in the Table 7. Specifically, the score for
each personality dimension ranges from 1 to 5, with
higher values indicating a stronger presence of that
specific dimension. Consequently, we obtain the
personality information for each character based
on these dimensions with the corresponding score
and brief description, as shown in Fig. 2(a).

3.1.2 Narrative Structure Extraction

In addition to character personality, the concise
narrative structure also distinguishes adapted child-
friendly style text from the original literary classic
(Miiller, 2013). It can be constructed from the en-
tities and their relationships in the text (Zhao and
Zhang, 2024; Xie et al., 2024). Therefore, we also
employ the GPT-4o0 to identify entities and rela-
tionships as supplementary information for further
fine-tuning. The prompt is shown in the Table 8.
These triplets can be integrated into the instruc-
tions to guide the LLM in focusing on important
narrative elements.
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Figure 2: Overview of InstructChild. (a) fine-grained

instruction tuning, which incorporates the characters’

personalities and narrative structure to fine-tune the large language model (LLM) with LoRA. (b) refinement with
reinforcement learning, which considers a readability metric (i.e., Red-CN) as a reward to further optimize the LLM
to align with the children’s reading level. (c) lookahead decoding strategy, which extends the traditional decoding

strategy with the readability score during inference.

3.1.3 Integrative Instruction for LLM

The integrative instruction comprises the charac-
ters’ personalities, narrative structure (i.e., entity-
relation triplets) and the original literary texts. Con-
sidering that each input literary text typically con-
tains only a limited number of characters, we first
identify the character names and then retrieve the
corresponding personality information of the char-
acter. An exemplar instruction for fine-tuning the
large language model is shown in Table 9. The inte-
grative instruction is directly fed into the frozen
large language model (i.e., Qwen2-7B-Instruct)
with learnable LoRA layers for child-friendly style
text adaptation. The language modeling loss can
be formulated as:
T

'Clan - - Z logp (yt | Y<t, IHS) )
t=1

(D

where log p is the negative log-likehood, Ins is
the integrative instruction, and y; represents the
words before the ¢-th word.

3.2 Refinement with Readability Metric

After fine-grained instruction fine-tuning, the LLM
can effectively emphasize character personalities
and the narration of a concise storyline. However,
the instruction tuning phase does not include an
explicit mechanism to verify whether the gener-
ated text aligns with the children’s reading level.
Instead, it relies solely on token-wise gradient up-
dates through teacher forcing based on reference

texts. Therefore, we design the readability met-
ric tailored for Chinese child-adapted literary clas-
sics, namely Red-CN, to assist LLM in generating
text with the desired readability. Existing studies
(Ouyang et al., 2022; Xu et al., 2023), have demon-
strated that supplementing initial instruction tuning
with a subsequent reinforcement learning phase can
be beneficial, where the model is further refined by
the reward function. For our implementation, we
utilize the designed readability metric Red-CN as
a reward for refinement.

3.2.1 Readability Metric as Reward

We design the readability metric Red-CN, which
takes into account the complexity of Chinese sen-
tences. Inspired by (Valentini et al., 2023; Chitez
et al., 2024), we first assess the suitability of Chi-
nese characters and syntax. Specifically, the metric
is determined by the proportion of adverbs and
conjunctions 7,. and the frequency statistics of the
character r; based on the collection (Da, 2004) in
each sentence. We analyze expert-adapted child-
friendly literary classics and find that these two
indicators typically cluster around values of 5 and
85 per sentence, respectively. It suggests that ex-
cessively low or high values of these indicators are
not conducive to optimal reading levels for chil-
dren. We assign the maximum value of 1.0 when
any indicator matches the desired value when each
indicator matches its corresponding target value
previously mentioned, with the reward decreasing
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exponentially toward 0 as it deviates from the target
values. Thus, we convert these two indicators with
the normalized Gaussian distribution F(-) centered
at their target values:

F=N(F,6%), 2)

fac = ~F(rac)v ff = ./T"(T'f), (3)

where 7 is the corresponding target value, J is the
standard deviation. 7, and 7y are the converted
indicators. The rationale behind introducing the
Gaussian distribution is to ensure that the reward
decreases nonlinearly, in the sense that minor de-
viations from the target readability lead to slight
reductions, whereas more significant deviations re-
sult in increasingly larger penalties. More details
are shown in the Appendix B.1.1 and B.1.2.
Furthermore, Xu et al. (2016) suggest that reduc-
ing the number of characters contributes to more
effective adaptations of literary classics for chil-
dren. We use the token length of the adapted text as
an additional indicator to prevent generating overly
verbose text. This indicator is also normalized to
the range of [0, 1], using its proportional value rel-
ative to the original input text, denoted as 7;, where
higher values represent fewer tokens:
7, = max <0, 1— O,utput—len) L@
input_len

where input_len and output_len represent the
length of the original text and the generated text,
respectively. Finally, following the emphasis by Da
(2004) on the strong correlation between charac-
ter frequency and readability in Chinese, we assign
the specific weights to obtain the overall readability
metric (i.e., Red-CN), as the reward score 7:

We also report correlation coefficients in Table
6 of Appendix B.2, showing good correlations be-
tween Red-CN and human evaluation metrics.

3.2.2 DPO

The reinforcement learning with the readability
metric is used to ensure the LLM generates text
aligned with the children’s reading level. Specif-
ically, we randomly choose 1,000 instances from
the Classic4Children training data and use the top-
p sampling method to produce K outputs for each
sample, represented as {Yl, Yo, ..., YK} Next, we
form them as rank pairs based on the readability

metric score, ignoring those with a score difference
less than 3. The direct preference optimization
(DPO) (Rafailov et al., 2023) is employed as a re-
inforcement learning policy to further optimize the
LLM with learnable LoRA layers.

3.3 Lookahead Decoding

Getting inspiration from (Wang et al., 2023), we
devise a lookahead decoding strategy during infer-
ence to maximize the LLM’s ability to generate
text with high readability scores, which extends
the traditional strategy with the readability metric,
as illustrated in Fig. 2(c). The core idea involves
forecasting potential subsequent tokens and then
adjusting the selection process toward higher read-
ability scores. Specifically, the LLM first gener-
ates L candidate samples at the ¢-th decoding step.
Each sample starts at the (¢ — 1)-th step and con-
tinually generates n subsequent tokens, which can
be denoted as §-;—14+. Then, we calculate the
readability scores of these candidate samples. The
calculation of each sample can be formulated as:

G(U<t—14n) =T, 6)

where G(-) denotes an supplementary guidance
function during decoding. Consequently, the se-
lection criterion for the ¢-th token can be mathe-
matically expressed as:

Flye) = log p(ye | y<i, Ins)+Amax G (J<i—14n) ,

(N
where A is the hyperparameter that adjusts the influ-
ence of readability on the token selection process.

4 Experiment

4.1 Classic4Children Dataset

In this paper, we construct Classic4Children, a Chi-
nese child-friendly literary adaptation dataset based
on the Four Great Classical Novels of Chinese lit-
erature (i.e., Journey to the West, Romance of the
Three Kingdoms, Water Margin, Dream of the Red
Chamber). Initially, we collect widely recognized
versions of the original texts and their correspond-
ing child-adapted editions'?. Following (Zhu et al.,
2023), since there are too many tokens in each chap-
ter of the literary classic, we manually annotate the
corresponding paragraph fragments as training sam-
ples, with each chapter being divided into multiple

"https://5000yan.com/
Zhttp://www.bph.com.cn/shaoer.html?_isa=1
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fragments. Additionally, these fragments gener-
ally span several paragraphs. Finally, we manually
match these fragments from both versions as train-
ing pairs. The Classic4Children dataset consists of
2,686 and 300 samples for training and testing, re-
spectively. More details of the dataset construction
are described in the Appendix A.

4.2 TImplementation Details

We train our InstructChild on a Tesla A40 48GB
GPU card and it is initialized with Qwen2-7B-
Instruct®. We insert the LoRA layers into each
self-attention layer, setting the rank to 8 for opti-
mization. Specifically, the batch size is 24 and we
train 3 epochs during the fine-grained instruction
tuning. The desired values (i.e., the expectation) of
the Gaussian distribution in Eq. 2 are 5 and 85 for
Tqc and 77, respectively. After experimenting with
different values for the standard deviation J, we
set it at half the expectation (i.e., 2.5 and 42.5, re-
spectively). This choice allows the mapping values
to be concentrated as closely as possible around
the target values. Before the refinement, we ran-
domly sample 1,000 instances from the training
set and employ top-p sampling strategy, where the
temperature is set to 0.8 and p=0.9 to generate four
candidate samples for each input. We maintain
those with a score difference greater than 3 for di-
rect preference optimization. For the lookahead
decoding strategy, the LLLM generates L=5 candi-
date samples with n=20 subsequent tokens at each
decoding step. The hyperparameter A for the token
selection in Eq. 7 is 1.

4.3 Baselines and Ablation Models
4.3.1 Baseline

To verify the superiority of our InstructChild, we
compare it with three types of baselines. i) Closed-
source large language models (LLMs) with large-
scale parameters (API-based): GPT-40 (OpenAl,
2023), GLM-4 (GLM et al., 2024), QWen2.5 (Yang
etal., 2024), and EAPMT (Wang et al., 2024a). We
access these models via API interfaces, which ex-
hibit strong reasoning capabilities across various
natural language processing tasks. Specifically, we
also ask them to focus on the characters personal-
ity and concise narrative structure with a one-shot
example. In particular, EAPMT first generates a de-
tailed explanation for each input sentence, encom-
passing both the literal content and deeper mean-

3https://huggingface.co/Qwen/Qwen2-7B-Instruct

ings. Then it paraphrases sentences into a child-
friendly style format based on the explanation. The
prompts for these LLMs is shown in Table 10 and
Table 11. ii) Text style transfer (TST) models (TST-
based): P&R (Suzgun et al., 2022), StoryTrans
(Zhu et al., 2023), and ParaGuide (Horvitz et al.,
2024). Specifically, P&R is a training-free few-
shot TST model and we utilize the Qwen2 as the
backbone. We also expand the Chinese vocabulary
for diffusion-based Paraguide and re-trained it for
our task. iii) Open-source large language models
with relatively moderate parameters (FT-based):
Llama2-13B (Touvron et al., 2023), Llama3-8B
(Dubey et al., 2024), Qwen2-7B (Yang et al., 2024)
and GLM4-9B (GLM et al., 2024). We utilize
LoRA (Hu et al., 2022) technique to fine-tune these
LLMs. Notably, Llama models have been extended
with the Chinese vocabulary and further pre-trained
on Chinese instruction (Cui et al., 2023).

4.3.2 Ablation Models

We conduct ablation experiments to evaluate the
effectiveness of various components within our In-
structChild method. InstructChild w/o Per and
InstructChild w/o Nat: InstructChild without per-
sonality information and narrative structure, respec-
tively. InstructChild w/o Ref: InstructChild with-
out refinement stage by reinforcement learning. It
does not implement the lookahead decoding strat-
egy for generation, as it is closely tied to the Red-
CN metric used during refinement. InstructChild
w/o Look: InstructChild without lookahead decod-
ing strategy during inference.

4.4 Evaluation Metric
4.4.1 Automatic Evaluation Metrics

Following previous studies (Zhu et al., 2023), we
evaluate the performance with BLEU-(1 to 2) (Pa-
pineni et al., 2002) and BERTScore (Zhang et al.,
2020) metrics. Specifically, we report the recall
(BS-R), precision (BS-P) and F1 score (BS-F1) of
the BERTScore. They are commonly used for mea-
suring the lexical and semantic similarity in text
generation. Moreover, we also use the readability
scores in Eq. 5 as an additional metric (i.e., Red-
CN) to assess whether the generated text aligns
with children’s reading levels (higher is better).

4.4.2 Human Evaluation Criteria

We also conduct human evaluation for baselines
(i.e., GPT-40, StoryTrans and GLM4-9B) and our
InstructChild. Specifically, we randomly select 200
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samples from the test set for evaluation and invite
five volunteers with good educational backgrounds
in Chinese to assess the following criteria: Fluency
(Flu) mainly reflects the grammatical correctness
and fluency of the generated text. Content Preser-
vation (CP) refers to the conservation of the core
storyline and coherence of the narrative. Character
Clarity (CC) measures the clarity and emphasis of
character descriptions. Narrative Efficiency (NE)
indicates the conciseness of the story narration with
less redundant plots. Each criterion is scored on
a scale from O to 2, with higher scores indicating
better performance.

4.5 Results and Analysis

4.5.1 Performance Comparison

Table 1 shows the results of baselines and our In-
structChild method on Classic4Children dataset.
We find that: i) The closed-source LLMs, despite
their strong performance in many NLP tasks, do
not perform well on the child-friendly literary adap-
tation (CLA) task. Specifically, our InstructChild
scores higher than these LLMs under all evaluation
metrics, e.g. “+2.17” and “+4.93” on BS-F1 and
Red-CN, respectively, compared to GPT-40, which
has over 10 times more parameters. The reason is
that these LLMs tend to generate detailed explana-
tions of the original texts and produce excessively
lengthy outputs (Chen et al., 2023; Hu et al., 2024;
Chen et al., 2024), resulting in suboptimal perfor-
mance. ii) There is a significant performance gap
between existing text style transfer (TST) mod-
els and our InstructChild, which indicates that the
CLA task is not simply a matter of text style trans-
fer but also requires the consideration of children’s
reading preference for effective adaptation. These
TST models cannot capture the child-friendly style
for adaptation and often include words that are
too complex for children. By integrating charac-
ters’ personalities and narrative structure, our In-
structChild effectively produces text that is both
accessible and engaging for children. iii) Despite
our efforts to continually pre-training the Llama
models on Chinese instruction datasets, their per-
formance remains considerably distant from the
intended reading level. Specifically, Llama3-8B
and Llama2-13B score significantly lower than
other models on the Red-CN metric. Notably, they
tend to generate specific phrases that closely match
the reference text, leading to a higher BS-P value.
Since they do not fully cover all the content in the

reference text, the BS-R value is low. Furthermore,
QWen2-7B and GLM4-9B also perform worse than
our InstructChild, indicating that straightforward
LoRA fine-tuning alone for the LLM is insufficient.

4.5.2 Ablation Study

The results of ablation experiments are shown in
Table 1. We observe that: i) By removing per-
sonality information and narrative structure from
the integrative instruction, there is a decline in per-
formance on all metrics. It demonstrates that this
additional information is crucial for the LLM to
produce text adaptation more similar to those writ-
ten by humans. Moreover, although InstructChild
w/o Per and InstructChild w/o Nat employ refine-
ment, the drop in readability scores (i.e., Red-CN)
indicates that initial instruction tuning can encour-
age the LLM to further generate sentences that
align with the children’s reading level. ii) Then we
investigate the impact of the refinement with Red-
CN metric. Comparing the result of InstructChild
and InstructChild w/o Ref, the refinement stage
improves performance, particularly on the Red-
CN metric. Simultaneously, most traditional nat-
ural language generation metrics also improve. It
demonstrates that our Red-CN metric is a reason-
able measure of children’s reading ability in Chi-
nese literary classics. iii) Finally, we notice a
slight performance improvement when applying
the lookahead decoding strategy. It suggests that
this strategy can further encourage the LLM to
generate child-friendly style text with appropriate
readability during inference.

4.5.3 Human Evaluation Results

To validate the reliability of our human evaluation,
we separately calculate standard deviations of each
human evaluation metric, as shown in Table 2. The
statistical analysis confirms the faithfulness of our
evaluation results. Table 2 also presents the results
of the human evaluation. We find that: i) Our In-
structChild achieves competitive results on the Flu
metric with the much larger LLM (i.e., GPT-40)
to generate fluent sentences. For the CP metric,
our integrative instruction guides the LLLM to sim-
plify or omit certain intricate plots. In contrast,
GPT-40 often attempts a more comprehensive para-
phrase, which results in higher scores. ii) The CC
metric indicates that our model is more likely to
generate adapted texts with rich character descrip-
tions. This outcome is attributed to the inclusion
of character personality during instruction tuning,

2479



Method |  Type | BLEU-1 | BLEU-2 | BS-P | BS-R | BS-F1 | Red-CN
GPT-40 (OpenAl, 2023) 20.91 10.42 | 70.59 | 65.96 | 68.04 68.19
GLM-4 (GLM et al., 2024) APIL-based 20.57 10.54 | 71.44 | 65.04 | 67.97 61.95
QWen2.5 (Yang et al., 2024) 20.30 9.30 69.84 | 64.92 | 67.17 63.09
EAPMT (Wang et al., 2024a) 18.26 8.91 71.42 | 63.09 | 66.89 57.47
P&R (Suzgun et al., 2022) 8.60 4.12 57.94 | 59.32 | 58.62 56.73
StoryTrans (Zhu et al., 2023) TST-based 7.59 441 59.19 | 60.32 | 59.65 69.74
Paraguide (Horvitz et al., 2024) 13.88 4.64 60.43 | 61.24 | 60.72 71.87
Llama2-13B (Touvron et al., 2023) 13.78 8.47 73.86 | 60.72 | 66.51 58.89
Llama3-8B (Dubey et al., 2024) FT-based 8.97 5.45 73.66 | 58.60 | 65.09 50.06
QWen2-7B (Yang et al., 2024) 17.63 8.09 66.04 | 68.12 | 67.07 67.31
GLM4-9B (GLM et al., 2024) 16.87 7.16 65.80 | 67.42 | 66.44 67.54
InstructChild w/o Per 20.07 9.63 67.87 | 68.32 | 68.10 71.85
InstructChild w/o Nat 21.46 10.93 | 67.96 | 69.03 | 68.21 71.56
InstructChild w/o Ref - 21.37 11.98 | 69.55 | 70.26 | 69.36 67.88
InstructChild w/o Look 22.45 12.89 | 69.72 | 70.16 | 69.94 72.97
InstructChild 22.93 13.09 | 70.01 | 70.42 | 70.21 73.12

Table 1: Main results of baselines and our method. Bold: the maximum value in the column.

Method Flu CpP CC NE

GPT-40 1.95/0.25 | 1.85/0.22 | 1.52/0.18 | 0.95/0.12
StoryTrans 0.86/0.23 | 1.12/0.21 | 0.95/0.15 | 0.89/0.17
GLM4-9B 1.72/0.28 | 1.35/0.16 | 1.56/0.19 | 1.25/0.09
InstructChild | 1.92/0.19 | 1.69/0.17 | 1.83/0.21 | 1.78/0.14

Table 2: Human evaluation results. Each value is pre-
sented as 7/p, where 7 is the metric value and p is the
standard deviation. Bold: the maximum value.

making the adapted content more relatable and en-
gaging for children. iii) The NE metric indicates
that our model significantly outperforms baselines
by producing a more concise narrative structure
aligned with the children’s reading level. Upon
examining the generated outputs, we observe that
GPT-40 often provides overly detailed explanations
for certain terms, resulting in longer text than the
original. This verbosity and inclusion do not align
with children’s reading preferences.

4.6 Case Study

Fig. 3 shows the adapted text generated by GPT-40
and our InstructChild. Specifically, InstructChild
produces a more concise narrative that emphasizes
key characters’ traits. It describes Cao Cao’s deter-
mination and urgency while simplifying his inner
monologue. In contrast, GPT-40 solely rewrites
the original text, resulting in overly lengthy con-
tent with complex words. Moreover, the output of
GPT-40 is even longer than the original text, fur-
ther reducing its readability for children. Although
InstructChild performs well on the CLA task, it fo-
cuses on the key narrative where Cao Cao’s sword

Original Text:

WH, EERMAEET], KEMI, W “REME? 7 Mz “fENED. 7 #2

No WHFATRE, BAELTM. SE: “HERME? 7 #E: “DRTE
Ho 7 SBUEAE: “BFERERED, REMREG-WBSEE. 7 A8

o BREERE: “BREZE! ” MRRINZ, BEHK, RBR3). ERAFHA
A, ZEHWE, FEAA. HCER: “HakR  SRETIET, BT,
AR GMEA ARG, RS ERI], QESEE. “REmhy? 7 o a5
CAEDEE, A, TR TR R0, BB, 7 SR,
WHTIKR A, sl WHEER, REIIW: SE5EMIT . WERasE. £
SEHAED, HEH: “EER—W. 7 ERESEE. BEDHAR, HRE.
GT:

FOR, WHORBIE AR, RSP EAERIAY, W SRR L R
. ERER PRGBS FRRT), TR S EE.  Calfidta? 7
X AR T, EERERRL WA —DET), MERGAME. 7 ESELT)
K, WKFIKA—RE, LRsadig b, SR, ks, W
Jr 9 Ty 1 2R R

GPT-4:

PR, WA IET RN, W CRAEME? 7 gAMb <ENE
B 7 WA EENE, BRESAEN L, BAMWESL. HEn. G4
RAMA K 7 EEREEY: CDEAE, FTLURKG T . 7 Esik B ST
PEEE TG DIk i k. WROA:  “IXAMRARIZIE! 7 BER TR, EXE
HEEASK, ARBREES). BLFAKBBAT TR, TRHTREKS, BH
HE, S0 “XAMRARZARE T 7 RN =), & Rfh, HsaE)
HAMCKE R T, RIEHRIEZAM, RS “ORETH A2 7 XA
MELIC DR 7M. WL T, B byt “RA 0w, e, 7
RS, RIJIKSCER], BRI ET], (B384 BAGR. Wk 1384 B
fi. EEBEHRHEED, FHREDFH: “RER-TXILD., ” EHiEAEMHD
BIFECE . WA DRI, DRI ) A< R R

InstructChild:

HARSIRBIAEN, IEREE A B AE L, Ak P AT P UL g R,
EifET . HHROPEE. CXELRZEHNEET ! 7 mRkEET), #s
HOSRHL &, FINERIESSIIR ), Bl Rt aXfei? » ki
HIEESRTHEAC, BT EROED, ETESR. XREACSEE DT

T4, WiREIRE DES B, U WA -AET), MM, 7 W
o WIKACTKIE - RE, SR EA, FBRL IR T, RS A

Ty TR, IR AR T

Figure 3: A case study. The green text denotes words
that emphasize the characters’ personalities. The red
text are redundant plots and words with low readability
for children. The blue text may cause misunderstanding.

ultimately reaches Lv Bu. However, such simplifi-
cations can sometimes lead to misunderstandings.
We believe that the balance between simplifying
character relationships and ensuring the clarity of
key details is a crucial direction for future research.
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5 Conclusion

In this paper, we introduce the child-friendly liter-
ary adaptation (CLA) task to automatically adapt
Chinese literary classics into engaging and age-
appropriate text for children. Moreover, we pin-
point three key children’s reading preferences (i.e.,
vivid character portrayals, concise narrative struc-
tures, and appropriate readability) for CLA, even
state-of-the-art LLMs struggle to capture these pref-
erences for adaptation. Our proposed InstructChild
explicitly leverages these preferences to guide the
LLM in generating child-friendly text for children.
Additionally, we construct the Classic4Children
dataset for a comprehensive evaluation. Experimen-
tal results show that our InstructChild significantly
outperforms the existing LLMs.

6 Limitations

In this paper, we propose InstructChild to adapt
Chinese literary classics into a child-friendly style.
Although our method significantly enhances the
readability of adapted texts for children, the looka-
head decoding strategy incurs substantial compu-
tational overhead during inference. Consequently,
both the number of subsequent tokens n and can-
didate samples L must be limited. To mitigate
these computational costs, a potential solution is to
apply distillation techniques to improve decoding
efficiency. Additionally, our CLA task currently
focuses on paragraph fragments as training data
due to limitations on model input length. In the
future, adapting the model to handle the full chap-
ter sequences should be considered. Moreover, we
also believe that the balance between simplifying
character relationships and ensuring the clarity of
key details is a crucial direction for future research.
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A Dataset Construction

We describe the data collection process based on
the Four Great Classical Novels of Chinese liter-
ature (i.e., Journey to the West, Romance of the
Three Kingdoms, Water Margin, Dream of the Red
Chamber). Specifically, the original texts are col-
lected from the publicly available website*. For the
children’s adapted versions, we choose the widely
acclaimed children’s reading series>. Following
(Zhu et al., 2023), since there are too many to-
kens in each chapter of the literary classic, we
use paragraph fragments as training samples, with
each chapter being divided into multiple fragments.
Considering that a single chapter in the children’s
version may correspond to multiple chapters in
the original version, we first manually align the
chapter IDs of the children’s edition with those of
the original work. This approach effectively nar-
rows down the scope for subsequent annotation,
ensuring more accurate correspondence between
the versions. Subsequently, using the text of each
paragraph from the children’s version as a refer-
ence, we manually search for the corresponding
text in the original version and constructed them
into pairs. Moreover, we filter out paragraphs that
lacked a matching counterpart in the original text.
This process ensures that the data accurately re-
flects the intended alignment between the two ver-
sions. After this meticulous process, we obtained
819, 744, 742, and 681 data samples for “Journey
to the West", “Romance of the Three Kingdoms",
“Water Margin" and “Dream of the Red Chamber,"
respectively. Finally, the collected data are divided
into training and testing samples, comprising 2,686
samples for training and 300 samples for testing,
with 75 samples from each literary work are ran-
domly selected for testing.

B More Experimental Details

B.1 Indicators of Readability Metric

B.1.1 Adverbs and Conjunctions

Inspired by (Chitez et al., 2024), the appropriate
proportion of adverbs and conjunctions in sen-
tences plays a crucial role in the readability of Chi-
nese texts. Therefore, we utilize publicly available
code® for the calculation.

*“https://5000yan.com/
Shttp://www.bph.com.cn/shaoer.html?_isa=1
®https://pypi.org/project/cntext/
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Figure 4: Some cases of personality assessment.

L | BLEU-2 | BS-F1 | Red-CN
2 12.86 69.98 73.01
5 13.09 70.21 73.12
8 13.27 70.67 73.15

Table 3: Experimental results of different L for token
selection. Bold: the maximum value in the column.

B.1.2 Chinese Character Frequency

In our analysis of Chinese novel and their texts,
we encounter difficulties in calculating word fre-
quency. It arises primarily due to the prevalence
of character names and proprietary nouns, which
are seldom included in common word lists. As a
result, these terms often exhibit anomalously low
frequency, even they are simple for children to read.
Consequently, we calculate the frequency of indi-
vidual characters for each sentence based on the
collection (Da, 2004). Specifically, we use only the
top 5000 most frequent Chinese characters from
the collection and recalibrate their statistical fre-
quencies for calculation.

B.1.3 Sentence Length

Furthermore, Xu et al. (2016) suggest that reducing
the number of characters contributes to more ef-
fective adaptations of literary classics for children.
We utilize the sentence length of the adapted text as
an additional indicator to prevent generating overly
verbose text. This indicator r; is also normalized to
the range of [0, 1], using its proportional value rel-
ative to the original input text, where higher values
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n | BLEU-2 | BS-F1 | Red-CN
10 12.94 69.91 72.80
20 13.09 70.21 73.12
50 | 13.17 70.46 73.64

Table 4: Experimental results of different n for token
selection. Bold: the maximum value in the column.

A | BLEU-2 | BS-F1 | Red-CN
0.5 13.17 70.10 72.42
1 13.09 70.21 73.12
2 12.89 69.87 72.61

Table 5: Experimental results of different A for the to-
ken selection. Bold: the maximum value in the column.

represent fewer tokens:
output_len
rp=max (0,1 - P=C0) 1 (g)
input_len

where input_len and output_len represent the
length of the original text and the generated text,
respectively.

B.2 Correlation Comparison

Following (Xu et al., 2023), we report Pearson’s
correlation coefficients between the automatic met-
rics (i.e., BERTScore and reward calculation Red-
CN) and human evaluation metrics (i.e., Flu, CP,
CC and NE, as defined in the Human Evaluation
Criteria section) to assess the effectiveness of our
reward calculation. The Core results are shown in
Table 6, and the p-values of our results are lower
than 0.05, which indicates statistical significance.
Specifically, we sample 100 generated instances
from the model and invite volunteers with good
educational backgrounds in Chinese to provide hu-
man evaluation results. The experimental results
show that all human evaluation metrics exhibit
statistically significant correlations with Red-CN,
demonstrating the effectiveness of our reward cal-
culation.

Metric Flu CP CC NE
BERTScore | 23.25 | 15.87 | 24.66 | 18.36
Red-CN 41.64 | 34.93 | 43.39 | 37.95

Table 6: Pearson correlation on data samples from Clas-
sic4Children dataset.

B.3 Experiment on Hyperparameter

We conduct experiments to investigate the sensitiv-
ity of hyperparameters during inference, including
the number of candidate samples L, the number
of subsequent tokens n and the weight A for the
token selection. Specifically, we explore different
parameter \ settings, including (A = 0.5, 1, 2) in
Table 5, and find that the fluctuations of the results
are minimal. Table 3 and Table 4 show the results
of different L and n, respectively. We observe that
the model performance has a slight improvement
as L and n increase. However, larger values of L
and n are computationally costly, as they require
the generation of additional future tokens at each
step during inference. Therefore, our InstructChild
model employs the parameter setting of L = 5 and
n = 20 to reduce computational overhead.
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Prompt:

TERE R DA BT AT TR0~ RETE Shmfe - SERIE ~ FRERT - ST PME = BOPEAR 4T 04T
BMEROTE— 0% (15) | FREIEERERARERE (&210 105 - DEE, RomI%0 B 7E R
o VEETELL IR

ZISFRE: 2, FHERERSE -

LEE: 1, BENAE-

Ghmith: 4, HATTEEK -

SEAME: 3, HEER-

MR 1, SR

Please analyze the character based on the Big Five personality traits (BFPT): openness to experience, conscientiousness,
extraversion, agreeableness, and neuroticism. Analysis of Monkey’s character in the Journey to the West. Then assign a score
(1-5) for each trait based on the role and provide a brief explanation (max 10 words) for each score. A higher score indicates a
stronger presence of that trait. You should use the format as follow:

Openness: 2, curious but reserved.

Conscientiousness: 1, frivolous and not serious.

Extraversion: 4, sociable.

Agreeableness: 3, somewhat selfish.

Neuroticism or emotional stability: 1, irritable and impulsive.

GPT-40:

LZETFHE: 5, CIFTER .

Rt 3, BEMEEH-

SRt 4, TEREE)-

SEFIME: 3, MRS

MZR: 2, HEI5R.

Openness: 5, innovative and adventurous.
Conscientiousness: 3, casual and free.
Extraversion: 4, lively and active.
Agreeableness: 3, generous and chivalrous.
Neuroticism: 2, irritable and impulsive.

Table 7: The exemplar prompt is used for GPT-4o to assess personality dimension scores of characters based on the
Big Five Personality Traits (BFPT) theory.

Prompt:

TEIRYE N SOR, B RE T R PRSI R, AB<A, R, B>REZORI TR, H A ARIB L5k
RIS, RCEEEZEARR . BASCR: ARE:  IREREFMM? NABER? AR XY » PR |
COZRUE:  CBRAREVGA, BREEWHHEE, B UREE.

The demon asked, "Where are you from, monk? Where are you headed? Speak quickly!" Tripitaka replied, "I am a monk from
the Tang Dynasty, sent by the Emperor of the Tang Empire on a mission to the West to seek sacred scriptures. ...

GPT-4o0:

<WK3E, WA, FA>, <FfI, R H, E#>, <F, 226, KEEW>, <M, §ifE, B>, <M, B8, RkEE> ..
<The demon priest, inquires of, the monk>, <The monk, comes from, the Tang Dynasty>, <The monk, is ordered by, the Emperor
of the Great Tang>, <The monk, is heading to, the West>, <The monk, aims to, seek scriptures> ...

Table 8: The exemplar prompt is used for GPT-4o to extract the entity-relation triplets as the narrative structure.
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Instruction:

VR LU AP E 2 47 28 T SO N A U s A LB B B R < (RFR B IE K AR B S A P A I 05, R
%%Eﬁgﬁe#ﬂ%%ﬁ%%z%ﬁ%%@ﬂ%%ﬂ%ﬁ%,ﬁ%ﬁ%ﬁ%%—%ﬁ%%ﬂ%ﬁ%o

# A\ :

PMEZS: [ZRITHE: 5, QUFTERE . REitE: 3, FEMEEM. Shmtk: 4, 3E&Esh . BAIE: 3, IREER L. iR
Bl 2, MEIS] .

# LR RA =TT

<EL, 7B, RMERES,. <EE, IME, %>

# JFIUNE

=\ P SLAERRGET, DUARE L AEVR IR AT

Please adapt the following Chinese classics into a version suitable for children. You need to highlight the character‘A‘Zs
personality traits based on the evaluation scores. Use entity-relationship triples to construct the story’s narrative framework, and
appropriately simplify or omit some complex narrative plots.

# Character:

Monkey: [Openness: 5, innovative and adventurous. Conscientiousness: 3, casual and free. Extraversion: 4, lively and active.
Agreeableness: 3, generous and chivalrous. Neuroticism: 2, impulsive and irritable.] ...

# Entity-relationship triples:

<Taoist priest, in, boiling oil pot>, ..., <King, fell on, the imperial case>.

# Original content:

Tripitaka, Pigsy, and Friar Sand stood in front of the hall and saw the Taoist priest struggling in the boiling oil pot ...

Table 9: The exemplar integrative instruction.

Prompt:
TR LT BRI FE S N LESERRE, 2% LR RGs
#

## JOUNA:

IME=TESSEVE, ERMIMEERERE, BERE . ZNEFZHZ, RZBEZ . ZHEMERL, MIMEZ=E: “R7E

YErp, EARUERREE, RITEIE? 0 EEE: R TFIWONTYE, WRIRIMAYEL, EAEM, BARIELEETKZ

o BIRACKIR! ~ (HITE:  “REBRWYE, BARR, RENAFZOR T? » EZE: “BTAREE. AmE

DT FAREME T, BEWEITS, W, RERREZ Ttk . » HmE. ARl =k

. R B, BREFET - 7

#

BB R T, SN ER . HWRAES, P “REALE NEFREEBA, AR~ BE:
RTIEANEMIT, RS AT, BEAA%, HEMQSRR!  HIW.  RENRTEZKIET? C BE

Yo BT, RIDBEEEILEITSE, ERE T ek T . 0 HIm:  CIRYEREET . 7

## UM%

A%}

Please rewrite the original text of the following Chinese classics into a version that is easy for children to understand, referring to

the following sample format:

# Example:

## Original content:

Monkey was listening to the lecture and was so happy that he scratched his ears and cheeks, smiling. He couldn’t help dancing

with his hands and feet. Suddenly, the master saw him and called Monkey, saying, "Why are you dancing wildly in the class

instead of listening to me?" Monkey said, "I listened to the lecture sincerely. I was overwhelmed with joy when I heard the

wonderful sound of the master, so I jumped up and down unconsciously. I hope the master will forgive me!" The master said,

"Since you know the wonderful sound, let me ask you, how long have you been in the cave?" Monkey said, "I was ignorant and

didn’t know how long it had been. I only remember that there was no fire under the stove, so I often went to the back of the

mountain to collect firewood. I saw a mountain of beautiful peach trees, and I ate peaches there seven times." The master said,

"That mountain is called Rotten Peach Mountain. Since you have eaten seven times, it must be seven years."

## Output:

Monkey was so happy to hear the wonderful part that he scratched his cheeks. The master was very angry and asked him, "Why

are you acting crazy down there and not listening to me?" Monkey said, "I am listening carefully. I am so happy to hear the

wonderful part. I hope you will forgive me!" The master asked, "How long have you been in the cave?" Monkey said, "I don’t

know. I just remember that I often went to the back of the mountain to collect firewood and ate peaches seven times there." The

master said, "That should be seven years."

## Original content:

{Original content}

/4

Table 10: The prompt template for GPT-40, GLM-4, Qwen2.5 baselines.
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Prompt:

TR DU R A AR BT AR B L E AR AORERE . RS A ARRE R LU T RS S 2 WSS ) LE S E IR

A, 2% IR RBIE:

#

## JFOUNE

IME=AESSEVE, ERMIMEERE, BERE . ZNEF2HEZ, BZEZ . ZHAEMER, MIMEZE: “/R7E

Yerp, BARULERREE, RUTIIE? 0 FERE: R TUOITYE, WEIRIRAEL, ENEM, BUNEIEHERKZ

Ko BIMACKIE! » (HIWE:  “REBRYE, HARWR, RENAPZONT? » BEZE: “BTRREE, FHE

MBS . FARBAE TR, WELEITS, R—IFe, RETRREZT tiEkz . » HmE.  IRlMeg ek

e REEELik, BREET .

i RERE

HEEE, PMEZERIVHX MBS, MITRN DX e T B i BhEAR, BRI TMRERE], HFHOF T

THFFARR o IWACHEILIN], FR W TR SIS, BOR T MBS EMACHIE S T EE2E TREZRMN . X

4%3?&“%@7%%?%%%@%%%9%%W,ﬁﬁm&%T%ﬁZﬂ%ﬁ@Eﬂo

## Wi

IMEZSE—FUTE MR, WREHTTL, DAEREL - KEWE TIRE, OREREEN - S R0 R T8

SRR, TROMBE TR . TRMIEBE. RAWMLEET o WU  IMER, RIERE LB 4XFEELBLEL

PE, TOAEITRVE? 7 IMEZECRRY: I, REMEIAERR! ARFABKHRIEE T, B E

TROHEBE TR . BRSO EARER ! v AT T, BSEE N CBRMEATIRX 24 E, ARHEORFR— R . R

ICRACEXEFTZATHE? » IMEZERELN: 0, BAFERERIRE . FRICEX ERERR A, BE

WRILEIREE - A8VE —BRRG ROk, TR T kT, #IZEWmA . » W TR, . ARy
SERk - IRERE T EUBRT, URTEIX B T LAE !

## JFOUNA:

{ESCA )

Please generate detailed explanations for the following input content to help children understand it, and based on the explanations,

please rewrite the original text of the following Chinese classics into a version that is easy for children to understand:

# Example:

## Original content:

Monkey was listening to the lecture and was so happy that he scratched his ears and cheeks, smiling. He couldn’t help dancing

with his hands and feet. Suddenly, the master saw him and called Monkey, saying, "Why are you dancing wildly in the class

instead of listening to me?" Monkey said, "I listened to the lecture sincerely. I was overwhelmed with joy when I heard the

wonderful sound of the master, so I jumped up and down unconsciously. I hope the master will forgive me!" The master said,

"Since you know the wonderful sound, let me ask you, how long have you been in the cave?" Monkey said, "I was ignorant and

didn’t know how long it had been. I only remember that there was no fire under the stove, so I often went to the back of the

mountain to collect firewood. I saw a mountain of beautiful peach trees, and I ate peaches there seven times." The master said,

"That mountain is called Rotten Peach Mountain. Since you have eaten seven times, it must be seven years."

## Explanation:

In the story, Monkey showed his love for learning. He jumped up unconsciously because of excitement during the class, which

showed that he liked learning very much and was full of curiosity and joy. The master also pointed out his progress in learning

through questioning, implying that Monkey had learned a lot under the guidance of the master. This plot allows us to see

Monkey’s liveliness and love of learning, and also reflects the interesting interaction between the master and the apprentice.

## Output:

Sun Wukong was listening to the master’s lecture. He was so happy that he couldn’t help scratching his head and smiling until

his eyes narrowed. He was so happy that he began to dance and jump up happily. But when he was jumping, he was suddenly

seen by the master. The master said: "Sun Wukong, why are you dancing around in class and not listening carefully?" Sun

Wukong quickly explained: "Master, I am really listening carefully! It’s just that your lecture is so wonderful that I can’t help but

jump up happily. I hope Master won’t blame me!" The master smiled and said: "Since you listen so carefully, let me ask you a

question. Do you remember how long you have been here?" Sun Wukong scratched his head and said: "Master, I don’t know the

exact time. I only remember that there is no fire in the kitchen here, so I often go to the back of the mountain to chop firewood.

There is a very good peach tree there. I ate peaches there seven times and was full every time." The master smiled and said:

"That mountain is called ’Rotten Peach Mountain’. You have eaten peaches seven times, which means you have been studying

here for seven years!"

## Original content:

{Original content}

Table 11: The prompt template for EAPMT baseline.
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