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Abstract

Most research on abstractive summarization fo-
cuses on single-domain applications, often ne-
glecting how domain shifts between documents
affect performance and the generalization abil-
ity of summarization models. To address this
issue, we introduce DomainSum, a hierarchical
benchmark designed to capture fine-grained do-
main shifts in abstractive summarization. We
categorize these shifts into three levels: genre,
style, and topic, and demonstrate through com-
prehensive benchmark analysis that they fol-
low a hierarchical structure. Furthermore, we
evaluate the domain generalization capabili-
ties of commonly used pre-trained language
models (PLMs) and large language models
(LLMs) in in-domain and cross-domain set-
tings. Our benchmark and source code are re-
leased at https://github.com/hpzhang94/
DomainSum.

1 Introduction

Abstractive summarization is a crucial task in natu-
ral language processing (NLP) that aims to gener-
ate concise and coherent summaries by interpreting
and distilling essential information from a source
text. As the volume of publicly available text con-
tinues to grow exponentially, the demand for auto-
matic summarization methods has become more ur-
gent. Recent advancements in pre-trained language
models (PLMs) and large language models (LLMs)
have significantly improved the performance of
abstractive summarization systems, achieving un-
precedented results in generating human-like sum-
maries (Liu and Lapata, 2019; Liu et al., 2022;
Zhang et al., 2020a, 2023d).

However, much of the current research focuses
on summarizing specific types of documents, such
as news articles or academic papers (Zhang et al.,
2023c, 2024a). This narrow focus limits the mod-
els’ ability to generalize across documents with di-
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Figure 1: An illustration of varying domain shifts be-
tween content styles, with smaller shifts between news
articles (CNN vs. Fox) and larger shifts between news
articles and Reddit posts.

verse characteristics, hindering their effectiveness
in real-world applications. Specifically, many mod-
els struggle to adapt to different content types due
to unaddressed distributional discrepancies in the
training data, a phenomenon commonly referred to
as summarization domain shift (Wang et al., 2019).

Recently, researchers have begun investigating
how domain-specific corpus characteristics affect
summarization performance. Early studies (Hua
and Wang, 2017) examined out-of-domain train-
ing for summarization models or utilized document
categories and latent topics for multi-task learn-
ing (Cao et al., 2017). Wang et al. (2019) modeled
summarization domain shift by analyzing distribu-
tional differences between news sources (e.g., CNN
vs. New York Times), applying meta-learning and
domain tagging to tackle multi-domain extractive
summarization. Building on this, Yu et al. (2021)
explored domain adaptation for abstractive summa-
rization, emphasizing the distributional disparities
across document types (e.g., emails vs. news vs.
dialogues) and proposed continued pre-training for
low-resource settings. More recently, Afzal et al.
(2024) evaluated large language models (LLMs) for
domain adaptation in zero-shot and few-shot set-
tings, focusing on distributional differences across
topics (e.g., science vs. medicine vs. government).

Despite these efforts, a clear and consistent def-
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inition of domain shift in summarization remains
elusive, and current methods lack a fine-grained
measurement to capture the variability of domain
shifts across different content types. As illustrated
in Fig 1, the domain shift between two news ar-
ticles on different topics should be smaller than
the shift between a news article and a Reddit post.
However, existing studies and benchmarks fail to
capture this nuanced distinction in domain shifts
across varying types of content.

To address these limitations, we introduce Do-
mainSum, a hierarchical benchmark designed to
investigate fine-grained domain shifts in abstrac-
tive summarization. Inspired by the systematic
formulation of language style (DiMarco and Hirst,
1993), we categorize domain shift into three dis-
tinct levels of granularity: genre shift, style shift,
and topic shift, as depicted in Fig 2. We validate
this categorization through a comprehensive corpus
analysis, examining key properties such as com-
pression ratio, density, and abstractiveness across
these three levels. DomainSum is constructed from
high-quality public datasets and encompasses five
distinct domains for each level, creating a large-
scale, hierarchical testbed. Furthermore, we eval-
uate the performance of both current PLMs and
LLMs on our benchmark, uncovering their ability
to handle varying degrees of domain shift. The key
contributions of this paper are threefold:

• We categorize summarization domain shift
into three levels (genre, style, and topic) and
present DomainSum, a large-scale hierarchi-
cal benchmark that enables a comprehen-
sive evaluation of summarization performance
across diverse content types.

• We perform a detailed analysis of domain shift
within DomainSum across different granular
levels, examining eight domain characteristic
measures such as compression, density, cov-
erage, diversity, and abstractiveness across
domains.

• We evaluate the domain shift capabilities of
existing PLMs and LLMs, highlighting their
performance variations across different granu-
lar levels of domain shift.

2 Related Work

2.1 Abstractive Summarization
Abstractive summarization aims to create concise
and coherent summaries from scratch, often em-

ploying sequence-to-sequence models (Sutskever,
2014). In contrast to extractive summarization
methods (Zhang et al., 2022, 2023a,b), abstrac-
tive summarization offers greater flexibility and
fluency while reducing redundancy. The advent of
PLMs has significantly advanced the field, leading
to notable improvements in fluency, coherence, and
informativeness (Lewis, 2019; Zhang et al., 2020a;
Liu et al., 2022).

Recently, LLMs have gained considerable at-
tention for summarization due to their strong in-
context learning (ICL) capabilities (Brown, 2020)
and chain-of-thought reasoning abilities (Wei et al.,
2022; Wang et al., 2023). With minimal or no ex-
amples, LLMs can generate summaries that rival
those produced by fine-tuned PLMs (Min et al.,
2022; Afzal et al., 2024). For example, Goyal et al.
(2022) found that while GPT-3 summaries yielded
slightly lower ROUGE scores, human evaluators
preferred them. Similarly, Zhang et al. (2024b) re-
ported that LLM-generated summaries in the news
domain performed comparably to those written by
humans. Furthermore, Zhang et al. (2023d) intro-
duced an iterative framework for text summariza-
tion, allowing LLMs to refine their outputs through
self-evaluation and feedback, thereby improving
both faithfulness and control.

2.2 Domain Shift for Summarization
Domain shift has been extensively studied in NLP
and computer vision (CV) (Ganin et al., 2016; Gu-
rurangan et al., 2020; Ramponi and Plank, 2020),
focusing on the distributional differences between
training and test data. However, exploration of
domain adaptation in abstractive summarization
remains limited. Hua and Wang (2017) first in-
vestigated the adaptation of neural summarization
models to out-of-domain data. Following this,
Wang et al. (2019) examined domain shifts in news
sources specifically for extractive summarization.
Magooda and Litman (2020) expanded this area
by introducing cross-domain data synthesis meth-
ods for summarization. Yu et al. (2021) addressed
the adaptation of abstractive summarization across
domains through continued pre-training. More re-
cently, Afzal et al. (2024) explored the applica-
tion of LLMs for zero-shot and few-shot adapta-
tion across various topics. Additionally, Li et al.
(2024) found that the learning difficulty of datasets
exhibits an almost linear relationship with cross-
domain overlap and performance gain.

Despite these advancements, there is still a lack
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Figure 2: The overall hierarchical structure of DomainSum, featuring three granular levels of shifts (genre, style,
and topic) and five distinct domains at each level.

of clear and consistent definitions of domain shift
in summarization, as well as a significant gap in
studying the nuanced influences of document dis-
tributional differences on summarization.

3 DomainSum Benchmark

This section introduces our DomainSum bench-
mark in detail. In Section 3.1, we outline the bench-
mark’s construction process, which leverages high-
quality public datasets. Additionally, we present a
comprehensive analysis of DomainSum using eight
summarization domain characteristic measures in
Section 3.2.

3.1 Benchmark Construction

Domain refers to a metadata attribute that di-
vides data into distinct parts with varying distri-
butions (Joshi et al., 2012). Domain shift is crucial
for supervised systems, as a mismatch between
training and testing domains can adversely affect
performance. In the context of abstractive sum-
marization, a conditional generation task, domain
shift captures the distributional differences between
document-summary pairs. Specifically, we propose
to categorize domain shifts in summarization into
three granular levels: genre shift, style shift, and
topic shift, drawing inspiration from the system-
atic formulation of language style (DiMarco and
Hirst, 1993).

To capture nuanced distinctions in domain shifts
across different types of content, we construct our
DomainSum benchmark hierarchically. Specifi-
cally, the benchmark consists of three levels, each
containing document-summary pairs from five dis-
tinct datasets. Notably, this structure is not a fully
branched tree. The five datasets at the second level

are exclusively derived from the first dataset at the
preceding level. Similarly, the five datasets at the
third level originate from the first dataset at the
second level. The hierarchy is illustrated in Fig 2,
and the details of the included data are as follows:

Genre Shift We begin by defining genre shift,
which refers to the changes in content, format, and
structure that arise when summarizing texts across
different genres, such as news articles, academic
papers, and fiction. This phenomenon presents
distinct challenges in the summarization process,
requiring models to adapt to the diverse conven-
tions and audience expectations inherent to each
genre.

For DomainSum, we leverage high-quality, pub-
licly available datasets from five specific gen-
res: i) News: We pick the widely-adopted
CNN/DailyMail (Hermann et al., 2015) news
summarization dataset, which contains news ar-
ticles alongside human-written highlights as sum-
maries. ii) Academic papers: We use the Arxiv
dataset (Cohan et al., 2018) as a representative for
scientific papers and long-form documents. Fol-
lowing the setup in (Zhong et al., 2020), the intro-
duction section is treated as the document and the
abstract as the summary. iii) Social post: We in-
clude the Reddit dataset (Kim et al., 2018), which
contains highly abstractive summaries from social
media. We specifically use the TIFU-long version,
where the body text of a post is regarded as the
document and the TL;DR as the summary. iv) Dia-
logue: The SAMSum dataset (Gliwa et al., 2019)
is incorporated to represent text message-like di-
alogues. It comprises single-document conversa-
tions created by linguists fluent in English, cover-
ing a broad range of formality levels and topics.
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Datasets Train Validation Test
Genre Shift

CNN/DM 287,084 13,367 11,489
PubMed 83,233 4,946 5,025
Reddit 41,675 645 645
SAMSum 14,732 818 819
WikiHow 168,126 6,000 6,000

Style Shift
CNN 43,466 4,563 4,619
Fox 78,760 8,423 8,392
NYDaily 55,653 6,057 5,904
NYTimes 152,959 16,488 16,620
WaPo 95,379 9,939 10,072

Topic Shift
Soccer 16,313 1,889 1,546
Crime 24,597 1,131 973
Family 26,019 1,176 1,047
Media 24,364 1,189 919
Law 15,564 550 532

Table 1: Overview of the train, validation, and test splits
for DomainSum.

v) Knowledge base: We include the WikiHow
dataset (Koupaee and Wang, 2018), which consists
of diverse instructional contents extracted from an
online knowledge base. Each summary succinctly
encapsulates the main steps or advice provided in
the guide article.

Style Shift As one finer-grained step, even within
the same genre, different sources or authors pro-
duce articles with varying styles, distinguished by
differences in tone, length, word frequency, and
polarization. We define this disparity between doc-
uments and their summaries as style shift.

To capture this variation, we focus on the news
article genre and construct fine-grained domain
shift data that reflects diverse styles of news ar-
ticles. Following the settings in (Wang et al.,
2019), we reuse and sample from the Newsroom
corpus (Grusky et al., 2018), which comprises
article-summary pairs authored by writers and ed-
itors from 38 major publications between 1998
and 2017. We selected the top five publications
(The New York Times (NYTimes), The Washing-
ton Post (WaPo), Fox News (Fox), the New York
Daily News (NYDaily), and CNN (CNN)) and
processed the data in standardized formats. We
specifically retained CNN news from the News-
room dataset to ensure consistency in summaries
across both genre and topic levels.

Topic Shift As a further step, documents within
the same genre and style can still exhibit signifi-
cant variation in terms of topics and emphasis. For
instance, news articles may cover subjects such as

sports or finance, incorporating different terminolo-
gies and catering to distinct audience expectations
and summary information density.

To account for this variation, we closely examine
the news genre and the aforementioned CNN news
style, constructing a finer-grained domain shift
that captures diverse topics within the news article-
summary pairs. Specifically, we employ the Latent
Dirichlet Allocation (LDA) topic model (Blei et al.,
2003) to cluster the CNN news data by topic. From
this analysis, we identify and include the five most
frequent categories: Soccer, Crime, Family, Me-
dia, and Law. Additionally, we conduct human
verification to manually filter out data with low
topic relevance.

Altogether, the data instances from the three lev-
els of summarization in DomainSum are organized
in a hierarchical structure, capturing varying levels
of granularity. Detailed statistics for the Domain-
Sum benchmark, including the training, validation,
and testing sets, are presented in Table 1.

3.2 Benchmark Analysis
Following the three granular levels defined in Do-
mainSum, we conduct a comprehensive analysis of
the benchmark using eight key measures to exam-
ine the data distribution and summarization style
shift characteristics at each level.

3.2.1 Summarization Domain Characteristic
Measures

Given a set of document-summary paris (Dt, St)
from a specific domain t, we employ the following
detialed summarization domain characteristic mea-
sures. For n-grams, we select n = 3, which covers
unigrams, bigrams, and trigrams in all measures.

Length This measure includes both the average
token length of documents |Dt| and the average
token length of summaries |St|.
Compression Compression measures the ratio
of document length to summary length, indicating
how much information has been condensed through
summarization (Grusky et al., 2018).

Compression(Dt, St) =
|Dt|
|St|

. (1)

Density Density measures the degree to which a
summary is directly extracted from its correspond-
ing document (Grusky et al., 2018).

Density(Dt, St) =
1

|St|
∑

f∈F(Dt,St)

|f |2, (2)
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(a) Genre Shift (b) Style Shift (c) Topic Shift

Figure 3: Radar charts illustrating multi-dimensional benchmark analysis based on domain characteristic measures
across three levels. The measures evaluated include document/summary length, density, compression, coverage,
abstractiveness, and document/summary diversity.

where F(Dt, St) is the set of extractive fragments
shared between the document and the summary. It
is formally defined as:

Diversity Diversity measures the variety of word
usage within both the document and the sum-
mary (Yogatama et al., 2015). It is calculated sep-
arately for the document and the summary as the
average proportion of unique n-grams. Document
Diversity is calculated as:

Document Diversity(Dt) =
1

n

n∑

i=1

|Ui(Dt)|
|Gi(Dt)|

,

(3)

where Ui(Dt) represents the set of unique n-grams
in the document Dt , and Gi(Dt) is the total set
of n-grams in the document. Similarly, Summary
Diversity is calculated as:

Summary Diversity(St) =
1

n

n∑

i=1

|Ui(St)|
|Gi(St)|

. (4)

Coverage Coverage measures the proportion of
n-grams from the document that appear in the sum-
mary (Yogatama et al., 2015).

Coverage(Dt, St) =
1

n

n∑

i=1

|Gi(St) ∩Gi(Dt)|
|Gi(St)|

.

(5)

Abstractiveness Abstractiveness measures the
extent to which a summary diverges from di-
rect extraction by employing novel words or
phrases (Narayan et al., 2018). We calculate ab-
stractiveness based on novel n-grams as:

Abstractiveness(Dt, St) =
1

n

n∑

i=1

|Ni(St, Dt)|
|Gi(St)|

,

(6)

where Ni(St, Dt) represents the set of novel n-
grams in the summary that do not appear in the
document Dt .

3.2.2 Data Distribution Analysis
Here we conduct analysis on DomainSum based
on the above measures, and the overall results are
presented in Figure 3.

Genre Level As shown in Fig 3a, CNN/DM ex-
hibits the highest density and coverage, aligning
with its news feature where summaries frequently
retain substantial information from the original
text. PubMed produces the longest summaries and
achieves the highest abstractiveness, likely due to
the complexity and specificity inherent in biomed-
ical research articles. In contrast, Reddit demon-
strates the highest compression ratio, reflecting the
informal and concise nature of user-generated so-
cial post. SAMSum, which primarily comprises
dialogues, demonstrates the greatest diversity in
summaries, likely resulting from the varied and
informal language structures typical of conversa-
tional data.

Style Level As illustrated in Fig 3b, news articles
from different publishers exhibit markedly differ-
ent styles. The Washington Post (WaPo) demon-
strates the highest document length, compression,
and abstractiveness, indicating that its summaries
condense a substantial amount of content while
introducing significant new material beyond the
original text. Fox showcases the greatest summary
diversity, reflecting a higher degree of linguistic
variation in its summaries. In contrast, NYDaily
ranks highest in coverage and density, as its sum-
maries retain the most information directly from
the original documents.
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(a) Genre Shift (b) Style Shift (c) Topic Shift

Figure 4: Vocabulary overlaps of different levels of DomainSum . Vocabularies for each domain are created by
considering the top 10K most frequent words (excluding stopwords).

Topic Level We further examine news articles
from CNN covering different topics, as illustrated
in Fig 3c. We observe that the Family category has
the highest document length and compression, in-
dicating that its summaries condense a substantial
amount of content. The Crime category demon-
strates the highest density, signifying that its sum-
maries are closely aligned with the original text.
The Law category shows the highest coverage, cap-
turing more aspects of the original news in its sum-
maries. Conversely, Soccer exhibits the highest
abstractiveness, suggesting that its summaries intro-
duce a greater amount of new information beyond
the original text. Both the Media and Soccer cate-
gories display higher summary diversity, indicating
a larger variety of language in their summaries.

Cross Level Comparison We also analyze the
domain shift differences across levels. In terms
of density, the Genre Shift shows high variability
while the Style Shift displays more consistent den-
sity across categories, and the Topic Shift has a
relatively uniform density distribution. Similarly
for coverage, the Genre Shift demonstrates signif-
icant variation among categories, while the Style
Shift presents a more evenly distributed coverage.

Overall, the Topic Shift shows the most con-
sistent and balanced distribution across measures,
while the Genre Shift displays the most extreme
variations in density and coverage. The Style Shift
falls in between, exhibiting moderate variations.
These findings suggest that topic shifts result in
more uniform changes across text characteris-
tics, whereas genre shifts lead to more dramatic
variations, with style shifts producing interme-
diate effects. This aligns with the hierarchical
design of DomainSum and supports our hypothe-
sis to categorize summarization domain shifts into

hierarchical genre, style, and topic shifts.

3.3 Vocabulary Overlap
We also examine vocabulary overlaps between dif-
ferent domains across the three levels in Domain-
Sum. As shown in Fig 4, the style shift shows
the highest overlap between different news styles,
consistently exceeding 75%, likely due to shared
source characteristics. In contrast, the genre shift
level has lower overlap percentages, mostly falling
below 60%, indicating more distinct vocabulary
usage across genres. The topic shift level reveals
mixed overlap across news topics.

4 Experiment

4.1 Experimental Settings
Models We investigate popular PLMs and LLMs
on DomainSum. For PLMs, we consider
encoder-decoder models BART (Lewis, 2019) and
PEGASUS-X (Phang et al., 2023). For LLMs, we
include OpenAI’s GPT-4o mini (OpenAI et al.,
2024) and several top-ranked instruction-tuned
open-source LLMs from Chatbot Arena (Zheng
et al., 2023)1, including META’s Llama3.1-8B-
Instruct and Llama3.1-70B-Instruct (Dubey
et al., 2024), Mistral AI’s Mistral-7B-Instruct-
v0.3 (Jiang et al., 2023), and Google’s Gemma1.1-
7B-Instruct (Team et al., 2024). We use the offi-
cial API for GPT-4o mini2, and the corresponding
Hugging Face APIs3 for other LLMs.

We evaluated all LLMs in both zero-shot
and few-shot ICL settings, and evaluate BART,
PEGASUS-X, and Llama under fine-tuning set-
tings with commonly used metrics including

1https://leaderboard.lmsys.org
2https://openai.com/index/openai-api/
3https://huggingface.co/docs/api-inference/

index
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ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore

Genre Shift CNN/DM PubMed Reddit SAMSum WikiHow

GPT-4o mini 24.78 (-0.07) 87.43 (+0.06) 20.69 (+0.33) 83.60 (+0.14) 10.91 (+5.20) 81.48 (+1.58) 25.01 (+4.83) 89.34 (+1.08) 15.27 (+3.39) 83.20 (+1.27)
Mistral-7B 25.82 (-0.65) 87.43 (-0.10) 22.06 (-0.59) 83.49 (+0.28) 10.72 (+2.68) 81.36 (+0.91) 23.76 (+4.44) 89.10 (+0.94) 15.29 (+1.93) 83.09 (+0.80)
Gemma1.1-7B 23.68 (+0.66) 86.28 (+0.28) 20.74 (-1.21) 83.25 (+0.14) 11.50 (-0.02) 81.72 (+0.01) 23.26 (+2.92) 88.51 (+1.33) 16.09 (+0.66) 82.72 (+0.47)
Llama3.1-8B 26.02 (-0.80) 87.46 (+0.14) 21.07 (+1.54) 83.54 (+0.18) 11.83 (+3.82) 81.81 (+1.07) 26.11 (+5.05) 89.61 (+0.84) 16.75 (+1.69) 83.21 (+0.71)
Llama3.1-70B 25.87 (-0.13) 87.11 (-2.08) 21.71 (+1.85) 83.48 (-7.55) 11.99 (+4.90) 80.59 (+1.89) 25.48 (+4.69) 88.92 (+1.40) 17.05 (+2.93) 83.31 (+0.70)

Style Shift CNN Fox NYDaily NYTimes WaPo

GPT-4o mini 16.76 (+0.11) 84.58 (+0.11) 19.06 (-0.20) 85.27 (+0.17) 20.80 (+0.05) 85.19 (+0.34) 15.37 (-0.52) 84.32 (+0.16) 11.33 (+0.10) 83.52 (+0.18)
Mistral-7B 18.18 (-0.01) 84.64 (-0.13) 21.21 (-0.30) 85.42 (+0.04) 22.52 (-0.40) 85.33 (-0.02) 16.86 (+0.04) 84.45 (+0.05) 12.35 (+0.04) 83.52 (+0.11)
Gemma1.1-7B 15.94 (+0.52) 82.85 (+0.34) 18.92 (-0.20) 84.47 (+0.47) 20.19 (+0.35) 84.51 (-0.23) 14.93 (-0.46) 83.32 (+0.41) 10.89 (+0.22) 81.51 (+0.70)
Llama3.1-8B 17.46 (+1.68) 83.85 (-0.08) 19.95 (+2.75) 85.17 (+0.42) 21.30 (+2.83) 85.06 (+0.37) 16.19 (+0.41) 84.19 (-0.03) 11.75 (+0.71) 82.31 (+0.40)
Llama3.1-70B 17.06 (+3.63) 83.48 (-3.63) 19.24 (+6.96) 83.30 (+2.13) 20.24 (+3.49) 81.52 (-1.22) 15.77 (+2.45) 81.67 (+1.93) 11.60 (+1.85) 78.78 (+4.09)

Topic Shift Soccer Crime Family Media Law

GPT-4o mini 23.67 (+0.33) 86.96 (+0.20) 26.90 (+0.12) 87.92 (+0.09) 26.85 (-0.34) 87.78 (-0.01) 22.08 (-0.23) 86.95 (+0.02) 27.77 (+0.22) 87.95 (+0.03)
Mistral-7B 23.19 (+1.64) 81.58 (+5.45) 26.17 (+1.02) 83.86 (+3.85) 23.16 (+3.77) 87.04 (+0.52) 22.96 (-1.42) 85.29 (-4.05) 27.34 (+0.60) 86.25 (+1.45)
Gemma1.1-7B 23.65 (+0.08) 86.07 (+0.40) 25.89 (-0.11) 86.80 (+0.35) 25.06 (-0.74) 86.52 (+0.23) 21.10 (-0.37) 85.90 (+0.49) 25.53 (-0.05) 86.53 (+0.26)
Llama3.1-8B 25.06 (+1.07) 87.01 (+0.18) 27.95 (+1.22) 87.83 (+0.13) 27.80 (+0.29) 87.71 (-0.01) 23.28 (+0.60) 86.98 (+0.09) 28.48 (+0.75) 87.86 (+0.02)
Llama3.1-70B 24.53 (+1.12) 84.65 (-2.68) 27.33 (+1.48) 84.89 (+0.32) 28.31 (+0.45) 87.10 (+0.01) 21.73 (+2.06) 83.71 (+1.14) 28.59 (+1.01) 87.75 (-1.26)

Table 2: Results for zero-shot and two-shot prompting across genre, style, and topic shift levels in DomainSum.
Values in parentheses indicate the performance difference between two-shot and zero-shot prompting. The best
results for zero-shot prompting are highlighted in red, two-shot in blue, and cases where both achieve the best results
are highlighted in purple.

BERTScore F1 scores (Zhang et al., 2020b) and the
geometric mean of ROUGE-1/2/L scores (ROUGE)
(Lin, 2004). Example zero-shot and few-shot ICL
prompts can be found in Appendix B. More de-
tails on the fine-tuning settings can be found in
Appendix C.

Data Sampling Due to the significant variation
in the number of instances across datasets in Do-
mainSum, we sample 10,000 instances for train-
ing, 500 for validation, and 500 for testing from
the respective train, validation, and test sets of
each dataset. All models are evaluated using these
sampled test sets, with BART, PEGASUS-X and
Llama3.1-8B fine-tuned on the corresponding sam-
pled training sets. For LLMs, we also sample train-
ing sets of 20 and 1,000 instances for two-shot
prompting and fine-tuning experiments. In the two-
shot prompting setup, LLMs are prompted with
two randomly selected instances from the training
set. All sampled datasets and prompts used for ICL
are released alongside our source code.

4.2 In-domain Evaluation

Zero/Few-Shot Results Table 2 presents the per-
formance of models across genre, style, and topic
levels in zero-shot and two-shot settings, evalu-
ated using ROUGE and BERTScore metrics. At
the genre level, Llama3.1-8B achieves the highest
performance across most datasets, while Llama3.1-
70B shows more substantial improvements when
transitioning from zero-shot to two-shot. In the
style shift setting, Mistral-7B performs best in

zero-shot, but Llama3.1-70B outperforms it in two-
shot. Finally, in the topic shift setting, Llama3.1-
8B consistently outperforms other models in both
zero-shot and two-shot settings, with GPT-4O mini
achieving the best BERTScore on three datasets.
Additionally, we observe that increasing the model
size from Llama3.1-8B to Llama3.1-70B does not
lead to significant overall performance improve-
ments.

Fine-Tuning Results Table 3 presents the in-
domain fine-tuning results. The results show that
fine-tuned models generally outperform zero-shot
and few-shot LLMs, underscoring the importance
of in-domain training for this task. BART achieves
the highest scores across all levels and datasets,
except for slightly lower performance on PubMed.
Llama3.1-8B also demonstrates significant perfor-
mance improvements with fine-tuning. This is po-
tentially due to its larger model size, which may
require more data to fully benefit from in-domain
training. The other possible explanation is that
LLMs like Llama3.1-8B are pre-trained on more
diverse and general-purpose data, making them
less specialized for summarization. In contrast,
smaller models like BART may benefit from more
focused pretraining objectives and require fewer
data to adapt effectively to a specific task. More-
over, fine-tuning a large model often demands a
significantly larger dataset to fully leverage its ca-
pacity, whereas a smaller model can converge more
efficiently given a limited amount of training data.
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ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore ROUGE BERTScore

Genre Shift CNN/DM PubMed Reddit SAMSum WikiHow

BART 28.43 87.72 20.70 84.05 20.86 87.46 37.61 91.56 24.73 87.62
PEGASUS-X 25.54 86.73 21.31 83.38 15.74 85.37 31.54 90.40 16.75 83.08
Llama3.1-8B 25.81 86.91 24.10 84.44 13.31 79.69 17.67 87.29 19.78 83.53

Style Shift CNN Fox NYDaily NYTimes WaPo

BART 42.02 89.44 55.05 91.55 53.84 91.06 25.38 86.81 20.05 85.58
PEGASUS-X 38.20 88.16 54.58 91.34 49.45 90.33 23.62 85.82 18.34 84.39
Llama3.1-8B 20.55 85.27 29.20 86.84 33.91 87.70 16.33 83.60 10.66 82.70

Topic Shift Soccer Crime Family Media Law

BART 29.71 88.90 31.45 88.98 30.45 88.67 27.56 88.20 31.50 88.86
PEGASUS-X 24.74 87.79 27.32 88.09 27.00 87.89 24.12 87.54 28.17 88.19
Llama3.1-8B 23.13 85.98 28.18 87.39 24.35 85.72 23.11 85.71 27.39 87.10

Table 3: Fine-tuning performance across five domains based on genre, style, and topic shift. Models are trained and
evaluated within the same domain.

Figure 5: Comparison of in-domain fine-tuning and
domain adaptation results for BART and LLaMA-3.1-
8B models. The x-axis represents the target domains,
with region colors indicating the source domains.

Cross-Level Results Comparison We also com-
pare the performance differences of models across
these three levels. As shown in Table 2 and Table 3,
in the topic shift, models perform consistently well
in both zero-shot and two-shot settings, suggesting
that topic shifts are easier for models to generalize.
In contrast, genre shift proves to be the most chal-
lenging, with models showing significant perfor-
mance variations, particularly on datasets with spe-
cific summary characteristics, such as the long sum-
maries in PubMed. Even with two-shot prompting,
improvements remain limited, reflecting the more
pronounced data distribution differences in genre
shifts. Style shift falls in between, with models
exhibiting moderate performance variations, cor-
responding to the intermediate complexity of its
data distribution. These findings further support
the hierarchical categorization of domain shifts in
abstractive summarization.

4.3 Cross-domain Evaluation

Figure 5 compares the cross-domain adaptation
performance, where BART and Llama3.1-8B are
trained on one domain and tested on other do-
mains at the same level. According to the results,
the genre shift (from CNN/DM) poses the greatest
challenge for both models, showing significant per-
formance drops when tested on domains outside the
training set. The style shift (from CNN) presents
a more moderate challenge, with models showing
smaller but still noticeable performance variability.
Although style-based differences are easier to man-
age than genre shifts, models still struggle to adapt
to varied writing styles. The topic shift (from Soc-
cer) introduces the least variability in performance,
suggesting that topic-based domain changes are
easier for models to handle, as they tend to share
more common contextual or thematic elements.

When comparing the models, the LLM
(Llama3.1-8B) does not always outperform the
PLM (BART) in absolute performance scores. In
several cases, particularly after fine-tuning, BART
achieves higher ROUGE and BERTScore values
across different domains. This suggests that PLMs
like BART can be more effectively fine-tuned for
specific tasks, likely due to their smaller model
size and more targeted pretraining, which enables
them to adapt more precisely during fine-tuning. In
contrast, Llama3.1-8B demonstrates better gener-
alization potential, particularly in style and topic
shifts, where its performance remains more sta-
ble across different domains. We infer that LLMs
require more extensive or tailored fine-tuning to
fully leverage their capacity, as their larger scale
and broader pretraining may make fine-tuning less
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focused and efficient compared to PLMs.

Overall, the experimental results indicate that
summarization domain shifts have hierarchical
structures, with genre shifts being the most chal-
lenging for models to handle, followed by style
shifts, while topic shifts lead to the most stable
cross-domain performance.

Measure Genre Style Topic

Doc Length -0.305 -0.935* 0.275
Sum Length -0.159 0.436 0.886*
Compression -0.431 -0.915* -0.680
Doc Diversity 0.022 0.944* -0.617
Sum Diversity -0.319 -0.998* -0.929*
Coverage 0.313 0.994* 0.764
Abstractiveness -0.321 -0.997* -0.718
Density 0.424 0.830 0.155

Table 4: Pearson correlation coefficients between do-
main characteristic measures and model performance,
averaged across model performance under three set-
tings: zero-shot prompting, two-shot prompting, and
fine-tuning. Asterisks (*) denote statistically significant
correlations (p ≤ 0.05).

4.4 Correlation Analysis

We present the Pearson correlation coefficients be-
tween our summarization measures and model per-
formance across the genre, style, and topic dataset
levels. As shown in Table 4, the correlation pat-
terns differ significantly across these levels. At
the genre level, none of the measures exhibit sta-
tistically significant correlations with model per-
formance. In contrast, at the style level, several
measures show significant positive or negative cor-
relations (p ≤ 0.05). Notably, summary diver-
sity shows the strongest negative correlation and
Coverage shows the strongest positive correlation
with model performance. At the topic level, two
measures exhibit significant correlations: summary
length is positively correlated with performance,
while summary diversity shows a significant neg-
ative correlation. The distinct correlation patterns
across genre, style, and topic levels demonstrate
that summarization performance is influenced by
different aspects of the data distribution, and un-
derscore the need for further investigation into how
different summarization measures can be tailored
to improve model performance across various do-
main shifts.

5 Conclusion

This paper presents DomainSum, a hierarchical
benchmark for fine-grained domain shifts in ab-
stractive summarization. We categorize domain
shifts into genre, style, and topic levels and verify
that genre shifts cause more variation, while topic
shifts lead to more uniform changes through com-
prehensive multidimensional benchmark analysis.
We also evaluate PLMs and LLMs on in-domain
and cross-domain settings, showcasing their do-
main generalization abilities. DomainSum pro-
vides a valuable testbed for future research on sum-
marization model generalization.
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Limitations

For the construction of our large-scale benchmark,
we primarily reused existing datasets to represent
various levels of domain shifts in DomainSum,
rather than collecting new data, which would have
been costly. The datasets we included are high-
quality and publicly available for summarization
tasks.

In our fine-tuning experiments, we sampled
10,000 training instances, 500 validation instances,
and 500 test instances from the respective training,
validation, and test sets of each dataset, rather than
using the entire dataset. This decision was made to
ensure fairness across datasets, as they vary in size.
Previous research efforts (Goyal et al., 2022; Zhang
et al., 2024b) have also tested GPT-3 on similarly
small subsets.

Lastly, we did not include domain adaptation
methods (Wang et al., 2019; Fabbri et al., 2020;
Laskar et al., 2022) in our experiments. The main
goal of this paper is to provide a benchmark for
evaluating fine-grained domain shifts in summa-
rization. Exploring techniques for adapting sum-
marization models to new domains is left for future
work, with our benchmark serving as a valuable
resource for this purpose.
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A Detailed Domain Characteristic
Measure Results

The detailed measurement results in terms of all
datasets included in DomainSum is presented in
Table 5.

B Prompts

zero-shot prompt

You are an expert at summarization. Summarize the
following text: {document}

Summary:

two-shot prompt

You are an expert at summarization. Here are two
examples of how to summarize a text:

Example 1:
Document: {doc_example1}
Summary: {sum_example1}

Example 2:
Document: {doc_example2}
Summary: {sum_example2}

Now, summarize the following text:

Document: {document}

Summary:

The prompt used to fine-tune the Llama3.1-8B
model.

<|im_start|>user
You are an expert at summarization. Summarize the
following text: {document}

Summary:<|im_end|>
<|im_start|>assistant

C Detailed Fine-Tunning Settings

We fine-tune pre-trained BART and PEGASUS-X
models using their base versions with huggingface
packages (Wolf et al., 2020). We use AdamW opti-
mizer (Loshchilov and Hutter, 2017) with learning
rate set to 5×10−5. We set the batch size to 12 and
the number of training epoch to 4. The best model
is selected based on the development set results.
For Llama3.1-8B, we use the Low Rank Adapta-
tion (LoRA) (Hu et al., 2021) fine-tuning method
with huggingface packages, where the model is
loaded to GPU as quantized 8-bit weights. We
set the learning rate to 5 × 10−4, the batch size
to 4, and the number of training epoch to 20. All
experiments are conducted on a single NVIDIA
A100-SXM4-40GB GPU.
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Measures Measures (%)
Datasets Doc Length Sum Length Compression Doc Diversity Sum Diversity Coverage Abstractiveness Density

Genre Shift
CNN/DM 772.49 57.87 14.49 72.53 92.91 55.24 70.24 83.81
PubMed 444.00 209.51 2.32 78.86 80.50 27.55 87.80 19.44
Reddit 483.41 28.00 18.75 78.30 91.70 33.72 88.09 13.44
SamSum 126.59 23.09 5.82 80.34 95.58 31.62 90.52 13.85
WikiHow 582.18 62.19 11.27 74.58 85.76 35.98 89.68 9.31

Style Shift
CNN 971.18 30.92 36.91 75.00 96.40 63.42 52.14 10.77
Fox 654.45 28.69 33.47 77.80 96.77 75.34 35.11 14.50
NYDaily 577.10 34.97 20.65 78.71 95.96 78.32 32.78 13.80
NYTimes 990.96 35.97 41.38 75.43 95.69 57.22 63.16 12.89
WaPo 1069.26 22.89 60.09 73.08 97.09 46.94 73.50 4.21

Topic Shift
Soccer 642.51 52.81 12.61 75.96 93.31 48.35 78.45 30.65
Crime 730.59 66.30 12.11 71.31 91.97 58.07 67.37 94.20
Family 870.14 66.64 14.05 70.76 92.00 57.66 68.64 80.25
Media 796.58 56.81 15.60 73.07 93.22 53.19 72.12 63.25
Law 796.11 70.50 12.55 71.77 91.87 58.83 66.48 84.47

Table 5: Average Measures of domain adaptation summarization datasets. Length is represented in average tokens,
Compression is a ratio, and diversity, coverage, abstractiveness, and density are expressed as percentages.

Model Training
Domain

Test
Domain ROUGE BERTScore

BART

CNN/DM

Pubmed 19.39 (↓1.31) 84.03 (↓0.02)
Reddit 12.33 (↓8.53) 84.23 (↓3.23)

SAMSum 21.68 (↓15.93) 86.61 (↓4.95)
WikiHow 16.39 (↓8.34) 85.07 (↓2.55)

CNN

Fox 50.63 (↓4.42) 90.98 (↑0.57)
NYDaily 47.53 (↓6.31) 90.18 (↓0.88)
NYTimes 22.69 (↓2.69) 86.30 (↓0.51)

WaPo 19.87 (↓0.18) 85.52 (↑0.06)

Soccer

Crime 29.78 (↓1.67) 88.67 (↓0.31)
Family 30.05 (↓0.40) 88.78 (↑0.11)
Media 27.20 (↑0.36) 88.21 (↑0.01)
Law 30.15 (↓1.35) 88.77 (↓0.09)

Llama3.1-8B

CNN/DM

Pubmed 21.45 (↓2.65) 82.43 (↓2.01)
Reddit 10.73 (↓2.58) 80.50 (↑0.81)

SAMSum 16.07 (↓1.60) 86.39 (↓0.90)
WikiHow 14.87 (↓4.91) 82.56 (↓0.97)

CNN

Fox 26.77 (↓2.43) 86.48 (↓0.36)
NYDaily 26.36 (↓7.55) 86.26 (↓1.44)
NYTimes 14.64 (↓1.69) 83.93 (↑0.33)

WaPo 11.78 (↑1.12) 83.19 (↑0.49)

Soccer

Crime 23.73 (↓4.45) 86.32 (↓1.07)
Family 24.22 (↓0.13) 86.55 (↑0.83)
Media 21.18 (↓1.93) 86.04 (↑0.34)
Law 24.58 (↓2.81) 86.53 (↓0.57)

Table 6: Results of single-domain adaptation based on
fine-tuned BART and Llama3.1-8B models. The num-
bers in parentheses represent the performance gain for
cross-domain training compared to fine-tuning; a neg-
ative value indicates a performance decrease in cross-
domain training.

D Experimental Results

The detailed ROUGE scores and BERTScores of
BART and Llama3.1-8B for cross domain adap-
tation on three levels in DomainSum is shown in
Table 6.
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