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Abstract

Superposition refers to encoding representa-
tions of multiple features within a single neu-
ron, which is common in deep neural networks.
This property allows neurons to combine and
represent multiple features, enabling the model
to capture intricate information and handle
complex tasks. Despite promising performance,
the model’s interpretability has been dimin-
ished. This paper presents a novel approach to
enhance model interpretability by regularizing
feature superposition. We introduce SAFR,'
which simply applies regularizations to the loss
function to promote monosemantic represen-
tations for important tokens while encourag-
ing polysemanticity for correlated token pairs,
where important tokens and correlated token
pairs are identified via VMASK (Chen and Ji,
2020) and attention weights respectively. We
evaluate SAFR with a transformer model on
two classification tasks. Experiments demon-
strate the effectiveness of SAFR in improving
model interpretability without compromising
prediction performance. Besides, SAFR pro-
vides explanations by visualizing the neuron
allocation within the intermediate layers.”

1 Introduction

Individual neurons in neural networks can represent
multiple features from the input. This phenomenon,
known as superposition, improves the model’s abil-
ity to capture intricate relationships between fea-
tures (Olah et al., 2020), while also complicating
the understanding of the underlying processes be-
hind the model’s decision-making (Elhage et al.,
2022). Facing these challenges, recent research like
sparse autoencoders (SAEs) (Huben et al., 2024)
artificially decomposes the activation space into
a sparse vector space through auxiliary networks.

'SAFR: Superposition-Aware Feature Regularization
2The code can be found in https://github.com/chili
-lab/SAFR.

While SAEs provide a method to interpret features
through combinations of sparse activations, there
is still a lack of sufficient research on controlling
neuron distribution for interpretability.

In this paper, we ask the question: Can we en-
hance model interpretability by explicitly control-
ling the distribution of features across neurons? An
intuitive approach is to encourage monosemantic
neurons by regulating activations (Elhage et al.,
2022; Bricken et al., 2023; Wang et al., 2024).
However, focusing solely on monosemanticity may
limit the model’s ability to capture feature interac-
tions, potentially hindering overall performance.

To address this challenge, we propose a
novel method called Superposition-Aware Feature
Regularization (SAFR) to enhance model inter-
pretability by strategically redistributing neurons
through a modified loss function, approached from
two perspectives. As illustrated in Figure 1, our
framework incorporates regularization techniques
aimed at promoting monosemantic representations
for important tokens, while simultaneously foster-
ing polysemanticity among correlated token pairs.
The identification of important tokens is achieved
via a variational inference network, adapted from
VMASK (Chen and Ji, 2020). Additionally, corre-
lated token pairs are identified based on attention
weights to foster polysemantic representation.

We evaluate the effectiveness of SAFR with a
transformer model on the SST-2 (Socher et al.,
2013) and IMDB (Maas et al., 2011) datasets.
When the top 30% of words identified by SAFR are
removed, we observe a significant drop in test accu-
racy—17.21% on SST-2 and 28.48% on IMDB. As
we gradually remove additional words, accuracy
continues to decline in a consistent manner. To
further substantiate these findings, we visualize the
neuron allocation within the FFN layers of a trans-
former block. Our experimental results demon-
strate that SAFR can effectively redistribute fea-
tures across neurons while preserving a reasonable
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Figure 1: Basic structure of SAFR. i) Promote monosemanticity for important tokens after the embedding layers.
ii) Leverage the attention mechanism to enhance polysemanticity among correlated token pairs.

degree of polysemanticity, significantly improving
interpretability while maintaining prediction per-
formance at comparable levels.

2 Preliminaries

Given an input sequence of 7' tokens S =
(s1,...,sr) and a neural network model f(-) with
L layers, let hf denote the hidden representation
obtained at layer ¢ € [1,. .., L] and token position
i €[1,...,T)]. Following previous work (Scherlis
et al., 2022; Elhage et al., 2022), which defines
interference, polysemanticity, and capacity based
on features, we extend these definitions to hidden
representations in our analysis.

Interference The interference (I) measures the
overlap or similarity between two representations
at the same layer:

It = hi - hf (1)

Interference quantifies how much the hidden rep-
resentations interfere with each other. Higher in-
terference indicates greater overlap, suggesting the
tokens share representational dimensions.

Polysemanticity The polysemanticity (P) de-
scribes the extent to which a single hidden represen-
tation captures information from multiple tokens:

PL= 5 (0 nt)’ 2)

Here, ﬁf denotes the normalized representation of
hf (divided by its own magnitude). A high polyse-
manticity value indicates that a single direction in

the representation space is “polysemantic”, mean-
ing it simultaneously represents information from
multiple tokens.

Capacity The capacity (C') quantifies how much
of a hidden representation direction is dedicated to
representing token %:

ht-ht)2
o= gty ®
where 0 < Cf <land1 < C! < T with C* =
Zz‘T:1 C’f and 7" denotes sequence length. A higher
capacity value indicates that the representation at
position ¢ is more focused on representing the i-th
token in the input.

3 Methodology

SAFR enhances model interpretability by strate-
gically redistributing neurons through a superposi-
tion regularization strategy. By promoting a well-
structured neuron distribution that balances impor-
tance and interaction, it makes token representa-
tions more meaningful.

The baseline is defined using the origi-
nal model with cross-entropy loss Lcg =
D ZQGZI yn log p, , where N is the num-
ber of samples in the dataset, and G is the number
of classes in text classification, 3, is an indicator
that equals 1 if sample n belongs to class g (and
0 otherwise), pj, is the predicted probability for
sample n being of class g. To improve model inter-
pretability in a constrained representational space,
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SST-2 IMDB
Model Accs(%)  Accgy (%)  Accsx) (%) SRS Accs(%)  Accg (%) Accgy (%) SRS
Baseline 70.21 67.12 66.21 4.00 80.14 77.11 76.60 3.54
Amp = 0, Arnter = 0 72.56 69.47 64.44 8.12 78.43 76.10 73.56 4.87
SAFR 72.96 70.61 55.75 17.21 78.45 75.05 49.97 28.48

Table 1: Evaluation on SST-2 and IMDB datasets, k = 30. Accg denotes prediction accuracy for original test dataset.
Accg(, and Accgy denote prediction accuracy after randomly deleting k% of tokens and deleting k% based on
capacity, respectively. SAFR achieves a SRS score of 17.21 for SST-2 and 28.48 for IMDB, outperforming the
baseline model, indicating an improvement on model interpretability. The optimal parameter settings for SAFR are
Armp = 0.1, Arpter = 0.1 for SST-2 and Arpp = 0.1, Arpter = 1 for IMDB.

we propose a two-part regularization strategy: one
that promotes monosemantic representations for
important tokens, and the other encourages polyse-
manticity for correlated token pairs. This approach
enables the model to effectively allocate its repre-
sentational resources, as shown in Figure 1.

The proposed loss function integrates these reg-
ularization terms accordingly:

L= ECE + )\Imp'/-:lmportance + )\Inter ‘['Interaction

where \p,,, controls the importance loss term and
AInter controls the interaction loss term.

Importance-Based Regularization We apply
the VMASK (Chen and Ji, 2020) between the
embedding layer and the positional encoder to
select important tokens. A detailed introduction
to VMASK is provided in Appendix A. To en-
courage monosemanticity for important tokens,
we introduce a regularization term Lymportance =

+ Z?zl \/ PV /E, where E represents the embed-

ding dimension and PZ-V denotes the polysemantic-
ity for the hidden representation of the ¢-th token
after the VMASK layer. This regularization penal-
izes important tokens with high polysemanticity.

Interaction-Based Regularization We leverage
the attention mechanism and employ the attention
weights to identify correlated tokens. The a-th
self-attention head is described as follows:

_ QuKT
A, = softmax ( NG )

where a € [1,..., M], Qqy = XW&and K, =
XWE, with Qq, Ko € RTX%, dj. denotes the
dimension of the key and query vectors. X =
Epos(S') € RT*E denotes the input matrix to the
attention layer, where Eyos(S”) is the positional en-
coding applied to the output S’ from the VMASK
layer. The score A,; ;) indicates how much atten-

tion token ¢ places on token j.

To encourage highly correlated token pairs to
exhibit high polysemanticity, we introduce a loss
term [:Interaction - Za Zi,j %Aa(i,j) : (1 - Ifja)a
where [ fj‘* is the Inter ference of the attention
weights matrix for the a-th attention head. This
loss term penalizes highly correlated tokens that
exhibit low interference values.

Proposed Loss Function The loss term is now
defined as:

L= Lcg+ )\Imp : EImp + Arnter * Linter

1 N T pv
:ECE+)\Imp'ﬁZZ f

n=1 i=1

1 N M
+ Anter- WZZZAO‘(Z’])(I _I;,Aja)

n=la=1 i,j
4 Experimental Setup

The proposed method is evaluated on two classifi-
cation tasks using a standard transformer model.

Datasets We adopt two benchmark datasets:
Stanford Sentiment Treebank binary version SST-
2 (Socher et al., 2013) and movie reviews IMDB
(Maas et al., 2011). Table 4 in Appendix B presents
the dataset statistics.

Model We use a typical transformer architecture
with a single layer, following the standard setup
(Vaswani, 2017). This includes the complete trans-
former framework with its attention mechanism
and positional encoding. In the multi-layer percep-
tron (MLP) section, we use two fully connected
layers: we first expand the dimensionality by a
factor of four, apply a ReLU activation, then re-
duce it back by the same factor, aligning with the
commonly used configuration in transformer mod-
els. The model uses random embeddings to avoid
the influence of pre-trained embedding information.
Table 5 in Appendix B presents the model statistics.
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Baseline Since our objective is to investigate how
regularization can modify neuron resource alloca-
tion to enhance interpretability, we employ a stan-
dard Transformer model, without any modifica-
tions, as the baseline for comparison.

Evaluation To evaluate our method, we de-
fine an evaluation metric called Superposition
Regularization Score (SRS). By deleting the top
k% of tokens based on capacity, SRS calculates
the average change in the prediction accuracy over
all test data as follows:

1Y al
SRS(k):N(Zl'(?JS =y)—> 1-(Jsm=1))
S=1 S=1

where S(*) is constructed by dropping the k% top-
scored tokens identified by SAFR from S. The
SRS measures how effectively the model arranges
neurons. The SRS metric quantifies the alignment
between neuron allocations and the semantic sig-
nificance of tokens. By assessing the structure of
neuron allocation, SRS provides insights into the
interpretability of the model’s internal encoding of
information. Higher SRS values indicate that the
removed words were highly important, signifying
stronger superposition regularization.

5 Results and Analysis

SAFR Improves Interpretability. After apply-
ing SAFR, the first fully connected layer redis-
tributes neurons, making Capacity interpretable
by jointly capturing interference and polyseman-
ticity, thereby reflecting both interaction and im-
portance, as validated by SRS evaluation. Table 1
shows that SAFR achieves SRS scores of 17.21
and 28.48 on the SST-2 and IMDB datasets, outper-
forming the baseline and demonstrating improved
interpretability. Notably, even without regulariza-
tion (Armp = 0, Arnter = 0), the VMASK layer
before the Transformer block enhances SRS scores,

SST-2
Model Accs(%)  Accgoy (%) Accgn (%) SRS
Baseline 70.21 67.12 66.21 4.00
Atmp = 0, Arnter =0 72.56 69.47 64.44 8.12
Armp = 0.1, Afpger = 0.1 72.96 70.61 55.75 17.21
Armp = 0.1, Apger = 1 72.67 69.18 5958 13.09
Amp = L Anger = 0.1 71.81 69.13 5638 1543
Afmp = 100, Arpter = 100 63.01 61.64 54.20 8.81

Table 2: Ablation study of Az, and Arpter. The choice
of )\ affects both prediction accuracy and model inter-
pretability.

indicating its positive effect on neuronal alloca-
tion. Table 2 presents an ablation study of A,
and Agpier, highlighting two trade-offs: excessive
AImp may compromise the model’s ability to cap-
ture feature interactions, while high Aj;., without
balancing feature importance can reduce attention
to critical tokens. Additional ablation studies are
in Appendix D.

Sensitivity to k Selection. Figure 3 illustrates the
effect of token removal based on capacity. The k%
top-scored tokens are directly removed from the
original text to ensure that the evaluation reflects
the model’s ability to perform with reduced input
information. As tokens are gradually removed, ac-
curacy declines consistently. The greater decline
in our model compared to the baselines suggests
better interpretability.

75
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Figure 3: Sensitivity to k£ Selection. As tokens are
gradually removed, accuracy declines consistently.

Average Capacity Across the Vocabulary. Ta-
ble 3 presents an analysis of the average capacity
per token status (important or not w.r.t VMASK)
on the entire test set. Tokens are categorized based
on VMASK scores, with the top 30% identified as
important and the rest 70% as less important. These
results demonstrate SAFR’s effectiveness in priori-
tizing and allocating greater representational capac-
ity to task-relevant tokens. This strategic allocation
improves the model’s clarity in decision-making.

Average Capacity SST-2 IMDB
All Tokens 0.2981 0.1403
Important Tokens (top 30%) 0.5745 0.2035
Less Important Tokens (the rest 70%) 0.1794 0.1132

Table 3: Average capacity metric for SST-2 and IMDB
datasets. The metric reveals that important tokens ex-
hibit significantly higher capacity scores compared to
the overall average capacity.
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Figure 2: (a) Important tokens exhibit higher capacity. (b) Circle size represents capacity, with larger circles
indicating greater capacity. Red lines denote positive correlations, blue lines indicate negative correlations, and
shorter lines indicate stronger correlations. (c) Important tokens demonstrate lower polysemanticity, while correlated

token pair exhibit relatively higher interference.

Neuron Allocation Across Layers. We analyzed
neuron allocation across layers, with visualizations
in Appendix C. Neurons in the embedding layer are
randomly distributed, failing to effectively capture
their relative importance or inter-neuronal interac-
tions. The VMASK layer begins to identify impor-
tant tokens at a global level, yet it lacks the capabil-
ity to analyze token-to-token interactions. While
the attention layer demonstrates proficiency in cap-
turing inter-token relationships, the interpretation
of token importance remains debated (Jain and Wal-
lace, 2019). The second fully connected layer com-
presses information into a lower-dimensional space
and tend to allocate neuron capacity in a uniform
manner. The expansion step in the feedforward net-
work (FCI layer in our model) allows the network
to capture high-dimensional representations of the
data. Our observation of this layer reveals that
important tokens exhibit greater monosemanticity,
and correlated token pairs demonstrate higher in-
terference, illustrated in Figure 2a and 2c.

Visualization of FC1 Figure 2b illustrates the
enhanced interpretability achieved after applying
SAFR. In the visualization, the size of the circles
represents the capacity of individual tokens, where
larger circles indicate greater capacity. The red and
blue lines depict interference between tokens, with
red lines corresponding to positive correlations and
blue lines indicating negative correlations. The
length of these lines reflects the strength of the
correlation. This visualization illustrates neuron
distribution and token relationships, demonstrating
SAFR’s effectiveness in enhancing feedforward
layer interpretability. By visualizing these dynam-
ics, the figure highlights key insights into token im-
portance and their interactions within the model.

6 Related Work

Superposition in neural networks has gained atten-
tion, with foundational work by (Arora et al., 2018;
Goh, 2016). Olah et al. (2020) developed this idea
into the “superposition hypothesis” and initiated
studies on mechanistic interpretability concerning
polysemantic neurons and circuits. Lecomte et al.
(2024) showed that polysemanticity can emerge in-
cidentally through regularization and neural noise.

Elhage et al. (2022) illustrated superposition
in simplified networks, while subsequent works
explored its theoretical, empirical, and applica-
tions (Scherlis et al., 2022; Henighan et al., 2023;
Hinni et al., 2024; Gurnee et al., 2023; Marshall
and Kirchner, 2024; Hinni et al., 2024; Katta, 2024,
Chen et al., 2023, 2024).

Interpretability research includes works such
as (Dreyer et al., 2024; Black et al., 2022; Wang
et al., 2023). Meanwhile, challenges in knowl-
edge (Hu et al., 2024) and identifying universal fea-
ture spaces across models (Lan et al., 2024) mark
promising directions for future research.

7 Conclusion

In this work, we introduced SAFR, an approach
to enhance model interpretability by strategically
regularizing feature superposition. Experiments
on SST-2 and IMDB show that SAFR improves
interpretability, as measured by our SRS metric,
without compromising prediction performance.
Our method provides insights into the relation-
ship between superposition and interpretability and
offers a framework for visualizing neuron alloca-
tion. It contributes to mechanistic interpretability
and suggests promising directions for extending the
approach to larger models and wider applications.
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8 Limitation

This study has several limitations. First, experi-
ments were conducted using a single-layer trans-
former model; future work should examine the scal-
ability of SAFR with more complex architectures.
Second, while focused on classification task, the
applicability of SAFR to other NLP tasks—such
as natural language inference, question answering,
and text generation—remains unexplored. Third,
there is a need for more comprehensive and stan-
dardized evaluation metrics to assess SAFR effec-
tively. Finally, SAFR does not fully elucidate the
causal mechanisms behind the model’s decision-
making process. Addressing these challenges of-
fers valuable opportunities for future research.

9 Ethic Statements

Our research focuses on understanding and con-
trolling the inner workings of transformer models,
without collecting or using any human data; no
personal or sensitive information is handled in this
study. All datasets used in this work are public.
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A VMASK Introduction

VMASK (Chen and Ji, 2020) is a variational word
mask layer that is inserted into a neural text classi-
fier and trained with the model. It learns to limit
the flow of globally irrelevant or noisy word-level
feature information to subsequent network layers,
thus forcing the model to focus on the important
features for prediction.

B Statistics

This section provides the statistical summaries of
the datasets and the model.

Datasets #Train #Dev #Test
SST2 6244 825 1749
IMDB 20k 5k 25k

Table 4: Summary statistics for the datasets, where #
counts the number of examples in the train/dev/test sets.

Layer Dimension
Embedding (Input Dimension, 256)
FC1 (256, 1024)
FC2 (1024, 256)

Table 5: Summary statistics for the model.

C Neuron Allocation Accross Layers

This section presents the observations regarding
neuron allocation across the various layers, as visu-
alized in Figure 4 and 5.

D Regularization Hyperparameter
Tuning

This section presents the results of hyperparame-
ter tuning for Az, and Afpger, as summarized in
Table 6.
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Figure 4: Cross Layers Output: Capacity. VMASK layer uses the importance scores it detects, while the attention
layer uses normalized attention scores. The original sentence is “Preposterous and tedious, Sonny is spiked with
unintentional laughter that, unfortunately, occurs too infrequently to make the film even a guilty pleasure.”(negative)
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Inteference Map of Embedding
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Figure 5: Cross Layers Output: Interference. The attention layer uses the attention weight matrix. The original
sentence is “Preposterous and tedious, Sonny is spiked with unintentional laughter that, unfortunately, occurs too
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infrequently to make the film even a guilty pleasure.”(negative)
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SST-2 IMDB

Model Accs(%)  Accgn (%) Accgny (%) SRS Accs(%)  Accgr (%) Accgn(%) SRS
Baseline 70.21 67.12 66.21 4.00 80.14 77.11 76.60 3.54
Atmp = 0, Anger =0 72.56 69.47 64.44 8.12 78.43 76.10 73.56 4.87
Armp = 0, Arnter = 0.01 72.84 70.27 62.78 10.06 81.16 78.20 74.61 6.55
Imp = 0, Arnger = 1 73.01 69.07 60.32 12.69 80.44 76.89 71.84 8.60
Amp = 0 Alnter = 100 59.35 57.75 56.38 2.97 77.83 74.90 67.64 10.19
Atmp = 0.01, Arpter = 0 72.67 69.87 61.41 11.26 80.00 77.02 70.98 9.02
Amp = 0.01, Arpger = 0.01 73.07 71.07 58.49 14.58 80.30 77.42 64.58 15.72
Imp = 0.1, Arpter = 0.1 72.96 70.61 55.75 17.21 79.24 75.96 53.99 25.25
iy = 0.1, Afmper = 1 72.67 69.18 5058  13.09 7845 75.05 4997 2848
= 1 )\[mg” =0 71.30 66.96 55.06 16.24 74.95 72.30 50.07 24.88

A 1 Ao = 0.1 71.81 69.13 5638 1543 74.89 7172 5008  24.81
Mg = 1. Amter = 1 71.93 70.67 5678 1515 7478 71.44 5394 2084
A = 100, Mgy = 0 64.67 63.75 5792 675 5153 51.20 50.00 1.53
Ay = 100, Ajnger = 100 6301 61.64 5420 881 5348 5333 5000  3.48

Table 6: Ablation Study on SST-2 and IMDB datasets. The choice of A affects both prediction accuracy and model
interpretability.
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