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Abstract

Prior work (Zhou et al., 2023a) has shown
that language models can be tuned to follow
user instructions using only a small set of
high-quality instructions. This has accelerated
the development of methods that filter large,
noisy instruction-tuning datasets down to a
high-quality subset which works just as well.
However, typically, the performance of these
methods is not demonstrated across a uniform
experimental setup and thus their generaliza-
tion capabilities are not well established. In
this work, we analyze popular selection strate-
gies across different source datasets, selection
budgets and evaluation benchmarks. Our re-
sults indicate that selection strategies general-
ize poorly, often failing to consistently outper-
form even random baselines. We also analyze
the cost-performance trade-offs of using these
strategies: Our findings reveal that selection
can often exceed the cost of fine-tuning on the
full dataset, yielding only marginal—and some-
times no gains compared to tuning on the full
dataset or a random subset'.

1 Introduction

Instruction fine-tuning is often considered a crucial
step in training large language models (LLMs) to
effectively meet the needs of users. By finetun-
ing a pre-trained LLM over tens of thousands of
instruction-response tuples that highlight appropri-
ate responses to diverse user requests, models can
learn to demonstrate instruction-following capabil-
ities. Recently, there has been considerable interest
in developing instruction selection strategies (Qin
et al., 2024b; Wang et al., 2024) that curate a small
number of high-quality instructions to efficiently
train instruction-following models that are competi-
tive with ones trained trained on far larger datasets.

Unlike task-specific data-selection, where the
goal is to select training data that optimizes perfor-
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Figure 1: Selection Cost Versus Performance on dif-
ferent benchmarks when selecting 10000 samples from
DoLLY (Conover et al., 2023): Upper Left Region (low
cost, high performance) is ideal. Key Takeaways: (a)
Random baselines are reasonably competitive whilst
incurring the least cost (b) Depending on the evaluation
metric, the best strategy varies significantly with the
setup (xindicates best selection strategy on the bench-
mark).

mance for some specific goal (Xie et al., 2023a),
instruction data selection has the aim of efficiently
building “general-purpose” models. This subjec-
tive goal often implies that the experimental setups
used for general-purpose instruction data selection
tends to be very varied across factors like the source
dataset, number of examples in the curated dataset,
base model to be finetuned, and choice of evalua-
tion metrics (Qin et al., 2024b).

This means that their utility is strongly tied to
their generalization beyond a few limited setups
endorsed by their designers. However, measuring
this generalization is hard for several reasons. Not
only do experimental setups vary widely across
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published works in this space, there does not exist
a single set of ideal behaviors researchers would
like to enable in instruction-tuned models.Since
available benchmarks test widely different sets
of behaviors, it is unclear whether performance
gained through selection based on one instruction-
following benchmark will induce correlated gains
on other instruction-following benchmarks.

Moreover, the costs incurred by selection meth-
ods vary greatly. Some selection strategies in-
cur dollar-cost through dependence on commercial
APIs (Chen et al., 2023) while others involve lo-
cal model inference in order to compute textual
embeddings (Li et al., 2023a) or to score texts
(Liu et al., 2023). Finally, some other approaches
requires CPU-intensive clustering operations (Ge
et al., 2024a; Abbas et al., 2023).

In this work, we present an apples-to-apples com-
parison of four popular instruction data selection
methods. We carry out an exhaustive investigation
of over 60 experimental configurations across 4
evaluation benchmarks. Our results provide evi-
dence that:

A. General-Purpose instruction selection strate-
gies don’t generalize to reasonably similar
experimental configurations, and in fact, no
selection strategy consistently beats a purely
random selection.

B. Definitions of competence in general-purpose
instruction following are subjective, and
hence, comparing selection strategies on dif-
ferent facets of this goal can produce contra-
dictory trends.

C. Many strategies scale poorly as the budget for
data selection is increased. Incurred selection
costs can often overshoot the cost of train-
ing with the entire dataset. They do not give
consistently high gains over random selection
which is carried out at negligible cost.

We argue that the lack of generality and consis-
tent performance over a naive baseline makes it
difficult to use existing instruction selection strate-
gies in the wild: if selection through a strategy is
not consistently cost-effective over a naive form of
subsampling (random-sampling) across reasonably
similar experimental configurations, it is unclear if
selection is an advantageous step in the process of
training competitive LLMs.

2 Literature Review

Instruction tuning is the process of finetuning a lan-
guage model for the task of following instructions
from users, where user queries generally aren’t re-
stricted to any specific task, capability or subject
domain (Wang et al., 2024). Instruction-tuning
datasets can contain tens to millions of examples
(Longpre et al., 2023), but it isn’t clearly estab-
lished if so many training examples are actually
needed for adapting a pre-trained model to follow
instructions effectively.

Several methods have been proposed to select a
small number of examples which result in models
that perform as well as models trained on larger
training datasets. For example, Rule-based met-
rics (Cao et al., 2023), length (Zhao et al., 2024),
diversity (Liu et al., 2023) and model derived uncer-
tainity measurements (Li et al., 2023a) are popular
heuristics that guide subsampling from large gen-
eral purpose instruction-tuning datasets. Heuristics
introduced in such strategies sit in contrast to task-
specific data selection metrics which optimize for
performance on a known test distribution or task
specification (Xia et al., 2024; Xie et al., 2023b;
Pan et al., 2024).

Due to the broad definition of instructing fol-
lowing, proposed strategies often operate on very
different experimental setups. Typically, a selec-
tion strategy’s performance could be evaluated on
a custom set of evaluation benchmarks (Qin et al.,
2024b) or while selecting data from very different
source distributions (Zhou et al., 2023a; Li et al.,
2024; Shen, 2024). Similarly, the size of the result-
ing selected sets can vary significantly - with the
smallest subsets being a mere 200 samples (Wei
et al., 2023) to subsets as large as 20K (Du et al.,
2023; Xia et al., 2024). Table 1 summarizes some
of these differences for popular instruction selec-
tion strategies. Finally, experimental decisions like
utilizing low-rank approximations (Xia et al., 2024)
or sequential pipelines (Ge et al., 2024b) which in-
duce a lower selection cost may be neglected when
solely comparing benchmark performance. In fact,
Liu et al. (2024) conduct a joint comparison about
the efficiency and feasibility between instruction se-
lection strategies to highlight the need to carry out
more holistic evaluations of instruction selection.

In this work, we focus on assessing the cost-
benefit of using instruction selection strategies
against the negligible cost alternative of simply
training on a random subset of available data.
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Source

Number of

Distribution Authorship Samples Brief Description

FLAN (Longpre et al., 2023) Automatic 88k Includes Flan 2021, P3, Super-Natural In-
structions among other datasets.

DoLLY (Conover et al., 2023) Human 15k Instruction-responses crafted by Databricks
employees.

EvoL (Xu etal., 2023) LLM 196k Modifying seed instructions using ChatGPT.

ALPACA (Taori et al., 2023) LLM 52k ChatGPT? driven generation with Self-
Instruct’s pipeline.

Evaluation Number of Metric Brief Description

Setup Samples

IFEVAL (Zhou et al., 2023b) 500 Instruct, Prompt Instructions have verifiable prompts to check

Level Accuracy . : . .

if model fulfills all prompts in an instruction.

ALPACAEVAL (Li et al., 2023b) 805 Length_ Controlled Judges LLM responses by an automatic an-

Win Rate . .

notator with high human-correlation.

LLMBAR (Zeng et al., 2023) (Nau]n(*)ﬁ Set) Accuracy Checks model preference over instruction re-
sponses to check if a model identifies faithful
responses.

EVALHARNESS (Gao et al., 2023)  Task-Specific Accuracy MMLU, ARC-Easy, ARC-Challenge, Wino-

Grande, TruthfulQA, HellaSwag

Table 1: A brief overview of the source distributions we investigate and the Evaluation Setups we consider.

Through this analysis, we uncover the sharp sensi-
tivity of selection strategies to their experimental
setups which can significantly harm the ease of
their adoption.

3 Experimental Setup

In this section, we describe the different factors we
compare for a few instruction selection strategies.
This include (a) the source datasets (b) our selection
budgets and (c) our evaluation setup.

3.1 Source Datasets and Evaluation Setups

We consider four different source datasets to se-
lect instructions from: FLAN, DoLLY, EvOL,
and ALPACA. For the FLAN dataset (Longpre
et al., 2023), which consists of over 1,800 tasks,
we downsample each task to 50 examples in order
avoid disproportionately selecting from tasks that
are overrepresented in the original composition.
The resulting dataset contains 88K examples.

We consider four evaluation benchmarks, with
goals ranging from short answers to longform gen-
eration. These include: ALPACAEvVAL, LLMBAR,
and EVALHARNESS. For ALPACAEVAL, we use a
fixed randomly sampled subset of 300 samples to
reduce the cost overhead of our evaluations. We use
the default recommended annotator configuration
using GPT-4-Turbo. Table 1 provides a concise
description of each of the source datasets and eval-
uation benchmarks considered.

3.2 Selection Strategies

We examine the following selection strategies:

Alpagasus (Sajpagasus) Chen et al. (2023) use
GPT-3.5 as scorer to score samples from ALPACA
(with scores between 1 and 5) and include the high-
est scoring samples.

Longest (Siongest) Zhao et al. (2024) include the
instructions with the longest responses.

Cherry (Scherry) Li et al. (2023a) use a sequen-
tial approach of selecting instructions: they apply
k-means clustering to the last hidden state embed-
dings of all instruction in a source dataset to get a
set of 1000 instructions (100 clusters and 10 sam-
ples per cluster). Then, they use this subset of
instructions to finetune a model, referred to as the
pre-experienced model. Finally, this model scores
each sample with an Instruction Difficulty or IFD
and the highest scoring samples are included in the
selected subset.

DEITA (Sgeita) Liuetal. (2023) try to produce as
diverse a dataset as possible by iteratively adding to
their selected set examples which exhibit diversity
relative to the already selected examples. Their def-
inition of diversity requires encoding each example
using LLaMA-1 13B and computing embedding
similarities between each candidate example and
the selected set.
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Uniform Random (Siandom) AS a naive baseline,
we simply take a random subset of each source
dataset. We report numbers with error bars for tri-
als across three random seeds. We also resample
for any random subset that ends up having more
than 30% overlap with the data sampled with any
strategy for all datasets expect dolly (due to Dolly’s
limited size, a maximum overlap of about 50% is
possible only for the highest budget 10000). This
is done to ensure that our randomly-selected sub-
sets do not accidentally end up including a high
proportion of samples that are selected by the data
selected strategies being examined as that may con-
flate the performance of random baselines.

Strict Random (Ssirictrandom) WE also create a
special variant of our random-baselines called the
"strictrandom" baselines which is created by sam-
pling from the dataset after removing all the target
instructions that have been deemed high-quality
by any of the selection strategies. In practice, the
strict-random baselines can also be considered as
sampling data from the complement set of all strate-
gies’ "high-quality" subsets of budget 10000.

Full Dataset: The entire dataset is used to train
the model. Note that we include this variant with-
out tuning optimally for each dataset and include
this only to compare the gains that can be naively
procured by avoiding selection altogether.

3.3 Finetuning Regime

We use the LLaMa-7B (Touvron et al., 2023) as
the base model for all our experiments. This model
has been a popular choice for demonstrating and
ablating the performance of different instruction
selection methods (see Table 2 in Qin et al. (2024b))
and it is used by all the strategies we study.

To reflect the diversity of finetuning configura-
tions found in the literature, we experimented with
three different hyperparameter settings, the details
of which are provided in Appendix A.1). All the
results reported in the following sections, are pre-
sented on the hyperparameter configuration that
matched or exceeded the reported performance on
MMLU for a majority of the strategies §A.1. In
all cases, we finetune for three epochs over the
selected data.

4 Results

In this section, we present evidence for the brit-
tleness of the perceived efficacy of instruction se-
lection to changes in the source dataset (§4.1 and
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Figure 2: Tie Adjusted Win Rates on ALPACAEVAL for
budgets (a) 1000 (b) 10000. A bar along the negative
y-axis indicates that the M,ngom r€Sponses are preferred
more than 50% of the time by GPT-4. No strategy except
Saeita beats random baselines consistently. No strategy
shows consistent performance trends across budgets as
well (Section §4.1) for more details.

evaluation methodology §4.2). We also examine
the cost of data selection relative to the cost of sim-
ply training on a randomly selected set of examples
§4.3. Throughout the work, we use Melecteq to rep-
resent models that are trained with selected data,
Miy11-dataset to represent models that are trained on
the entire dataset and M;andom tO connote models
that are trained on randomly subsampled data.

4.1 Most Strategies Fail to Beat Random
Sampling Consistently

In the space of instruction data selection, it is very
common to show that responses from Mggjected
perform as well or better than the responses
generated by Mipyi1dataset- Empirically, this involves
reporting that Melecred have higher win-rates than
Miui1-dataset- We modify this experimental setup to
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perform these comparisons between the Miyndom
and Melectea ON ALPACAEVAL. Specifically, for
each model in Mggjeceq, We pair the output of
the Melectea With a randomly chosen inference
generated by a random baseline from the M;andgom
trained for the same budget and dataset. We then
compute the Tie-Adjusted Win-Rate by taking the
signed difference between the win-rate® of the
Melected from 50% (If a model’s win-rate is 50% it
ties with the other model). Our results across two
budgets are summarized in Figure 2.

Findings on ALPACAEVAL No strategy except
Sdeitas consistently dominates over the Miandom
across all experimental configurations. To illustrate
the practical implications of this observation, con-
sider an NLP practitioner who intends to apply data
selection on the DOLLY dataset with a budget of
10,000 samples. They evaluate the performance of
various selection strategies on DOLLY at a smaller
budget of 5,000 samples and conclude that Scherry
is the most effective strategy (Figure 2). How-
ever, when this strategy is applied and empirically
tested at the intended budget of 10,000 samples,
the results are the opposite: Scherry delivers the low-
est performance among all strategies (Figure 2).
While we give an example with Scherry, it is rea-
sonable to assume that other strategies experience
similar inflection points in their performance with
the change in budget. For example, even though
Sqeitaconsistently outperforms random in this eval-
uation, it loses nearly 15% of its dominance over
Miandom at budget 10000 (when scaled from 5000)
indicating the potential for an inflection point in
performance for some larger budget.

/Takeaway This evaluation exemplifies that the\
performance estimate for a selection strategy
is heavily influenced by the budget and source
datasets on which it is tested, and purported
gains may not transfer consistently across selec-

tion budgets or data sources.
A J

Findings with EVALHARNESS To corroborate
this trend, we evaluate Mejected With Miandom ON
EVALHARNESS. In Figure 3, we demonstrate the
performance of Mggjecteq across different budgets
on both (a) MMLU (the only task evaluated by
(Chen et al., 2023)) and (b) average performance

*In all our experiments we use length controlled win-rate
to negate the effects of length-bias in LLM judges.
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(b) Performance Trends According to Average Perfor-
mance on Subset of EVALHARNESS

Figure 3: There is a stark difference between the per-
formance trends of selection strategies depending upon
what subset of EVALHARNESS tasks are chosen for eval-
uation. Siangom 1S the worst performing strategy across
all datasets when performance is gauged on MMLU,
while Sandom Shows competitive performance as more
tasks from EVALHARNESS are considered. Details in
§4.1 and 10b.

on 7 tasks from EVALHARNESS (the largest union
of tasks considered by (Zhao et al., 2024; Li et al.,
2023a)). Not surprisingly, we find extreme diver-
gence in the observed performance trends of se-
lection strategies depending upon which setup is
adopted: While Syangom subsampling performs the
worst by a significant margin against all selection
strategies when evaluated using only MMLU (Fig
3 (a)), it performs far more competitively when
more tasks from EVALHARNESS are considered
(Fig 3 (b)), especially performing competitively at
larger budgets. Note that this setup only highlights
the difficulty arising out of using a non-standard
subset of evaluation tasks and does not question if
its even appropriate to consider any of these tasks
as a reasonable indicator of a model’s instruction
following capabilities. MMLU, for example, has
been shown to demonstrate several contextual lim-
itations (Gema et al., 2024) in addition to being a
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Figure 5: Performance on LLMBAR: Both M;andom
and Mejecreq consistently underperform My dataset-

multiple choice format task which significantly de-
viates from the traditional long-form generation for-
mat of instruction following benchmarks. Hence,
it would not be too unreasonable to assume that it
may not be a sufficiently aligned choice for demon-
strating that a Mgcjecteq demonstrates instruction
following capabilities in the first place.

4.2 Measuring Instruction Following for
Mierecteaproduces contradictory trends

Measuring instruction following capabilities is gen-
erally more complex than task-specific accuracy
evaluation as instruction following models are ex-
pected to demonstrate a wide range of capabilities

(Lou et al., 2024). Consequently, the subjectiv-
ity in the coverage of topics and the performance
ranges of each instruction following benchmark can
further influence our estimates of a selection strat-
egy’s performance. Recently, an emerging class of
benchmarks recommend evaluating models with in-
structions which have more objective requirements
(Qin et al., 2024a; Zhou et al., 2023b). Accord-
ingly, we conduct an evaluation of Mejecteq ON an-
other popular instruction following benchmark that
complies with this format, IFEVAL (Zhou et al.,
2023b). IFEVAL defines its own metrics, prompt-
level and instruction-level accuracy, to measure
how well a model response covers all the require-
ments delineated by each prompts and ultimately
the test instruction. As in our previous evaluation
with AlpacaEval and EVALHARNESS, we compare
the performance of Mejecteq aNd Miandom ON this
benchmark.

Findings from IFEVAL We include complete re-
sults on IFEVAL in the Appendix (Figure 11a),
where we observe similarly competitive perfor-
mance from M ,pdom; Here, we highlight the cor-
relation of accuracy of the Meecteq ON this bench-
mark with Win-Rates on ALPACAEVAL.The per-
formance trends on both benchmarks appear very
weakly correlated for our lowest budget, and show
almost negative correlation after scaling Mcjected
to the largest budget 4.

This is particularly concerning as both bench-
marks are widely used as indicators of instruction
following capabilities and hence, at least by defini-
tion it is hard to pick the conclusions of one over
the other. In this case for instance, we see that for
a lower budget (Figure ??), Sgeita could be consid-
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Samples

Dataset (as multiples  Alpagasus Cherry DEITA ];: ntire
ataset
of 1k)
Costing API Inference Rent Time Rent Cost Rent Time Rent Cost Rent Time Rent Cost
Categories Cost (USD) (min) (USD) (min) (USD) (min) (USD)

EVOL 200 50 3290 427 1000 130 1620 216
ALPACA 52 12.66 855 111.15 260 33.8 120 15.6
DOLLY 15 3.7 246.75 32.07 75 9.975 40 5.2
FLAN 88 21.46 1447.6 188.2 440 57.2 220 28.6

Table 2: Random and Longest incur negligible time and compute cost on our setups and hence, they are not included
here. For all other strategies, the effective cost of data selection is non-trivial in comparison to training on the
full-dataset. In three out of four strategies, it is possible to overshoot the cost of finetuning on the full dataset.

ered a good choice according to both benchmarks.
However, as the budget scales, the trade-off be-
tween the performances on both benchmarks wors-
ens - confounding the decision of which strategy
has higher utility, especially at an arbitrary budget.

To demonstrate this more concretely, we conduct
a final evaluation on another instruction following
benchmark, LLMBAR.

Findings from LLMBAR In Figure 5, we ob-
serve that both Mgeected and Miandom perform
poorly on this benchmark. Interestingly, unlike all
other benchmarks we study where Mfpyj_dataset are
either comparable in performance or even underper-
form Mejected, 0On LLMBAR we clearly see con-
sistent performance improvement when the model
is trained on the entire data. This result, hence,
sits in complete contrast to all other benchmark
evaluations as it exposes another facet of evalua-
tion where selection may not be advantageous at
all, potentially due to the reported difficulty of the
benchmark (Zeng et al., 2023).

4 N\
Takeaways Benchmarks do not show agreement

on the performance trends of selection strate-
gies (§4.2). Further, choosing representative
tasks that are aligned with a subjective measure
of instruction following can significantly alter
the observed performance trends (seen through
§4.1). In such a case, it seems more useful to
focus on data selection when we have prior ob-
jectives to optimize for as in test-distribution or

task-specific selection.
A J

4.3 Cost of Instruction Data Selection is
Non-Trivial when compared to the cost of
Tuning on the Entire Data

A strong motivation for designing instruction se-
lection strategies, and more broadly, data selection

strategies draws from the need to train competi-
tive models efficiently, both in terms of time and
resource consumption. While the advantages to-
wards this goal are more explicitly observed when
source datasets are very large (pretraining datasets
of the order of billions of tokens), instruction tun-
ing datasets are typically much smaller in magni-
tude and thus the efficiency gains of selection can
be less obvious to gauge. Accordingly, we evalu-
ate if the proposed selection strategies consistently
provide this intended benefit by comparing the ef-
fective cost of selection against the performance of
Mselected and Mfull-dataset~

Setup We compute the Cost of Selection as a prod-
uct of the per-hour cost to user for renting a fixed
compute infrastructure and the wall clock run time
for running the selection for that strategy end-end.
§A.2 describes the full details of this computation
including the wall clock time of running each se-
lection (Table 6), while the total cost to user in
summarized in Table 2. In Figure 6, we plot the
cost of selection per dataset compared to the per-
formances of Mgejectea On IFEVAL (all budgets are
included in §A.4 in the Appendix).

Finding The effective cost of selecting data can
often overshoot the cost of finetuning Mipy1_dataset
and the gains achieved through selection may be
marginal in comparison to the additional cost ex-
pended at carrying out the selection. While one
potential cause of this could be the lack of more
aggressive strategy-specific hyperparameter tuning,
that is impractical for multiple reasons; For one,
hyperparameter tuning in this space involves tun-
ing for strategy dependent parameters such as the
similarity threshold, A in Sgejta, the number of pre-
experienced samples in Scperry, €tc. in addition to
traditional model training parameters like learning
rate, scheduler and batch size.

Jointly optimizing for both these class of hyper-
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parameters can significantly bloat the set of combi-
nations to explore for hyperparameter optimization
thus significantly increasing the cost of tuning. Sec-
ondly, under a practical setup where an NLP praci-
tioner expects to choose the best selection strategy
amongst several candidate strategies, a hyperpa-
rameter sweep for each candidate strategy would
mandate tuning all the strategies being examined.
From 2, this would imply summing the cost esti-
mates across any row. We can clearly see that such
an estimate would quickly overshoot the cost of
full finetuning for any strategy.

e N\
Takeaways Models can be trained to follow user

instruction with relatively small subsets of data.
It remains unclear though, if this selection is
significantly more performant and cost-effective
if carried out using selection strategies other

than naive random sampling.
A /

One interesting and consistent observation
from this cost-benefit analysis is the surpris-
ing performance gain shown by Mlected OVer
Mfull—dataset- BOth, Mselected and Mrandom often beat
the Miyi1-dataset across several experimental config-
urations. While some of these gains may be at-
tributed to the lack of hyperparameter tuning for
My1-dataset, SUpporting evidence from literature in
the space of instruction data selection ((Qin et al.,
2024b; Zhou et al., 2023a; Zhao et al., 2024; Ge
et al., 2024b) does imply that training on selected
data can be beneficial (even though not necessar-
ily cost effective). Empirically, this is also visi-
ble from the performance of our Sgictrandom base-
lines: through the majority of our evaluation, the
Sstrictrandom baselines underperform all other strate-
gies indicating that systematically excluding data-

points that are selected by selection strategies defi-
nitely harms performance.

5 Discussion and Conclusion

This work demonstrates that selection strategies
are not consistently competitive across setups; this
puts them at a risk of falling short of even ran-
dom sampling under a wider range of instruction
tuning datasets, selection budgets and benchmarks.
We also highlight that selection cost often surpasses
the cost of full fine-tuning, without consistently de-
livering proportional benefits.

Random Baselines offer consistency, reasonable
and cost-effective performance: Our conclu-
sions on the performance of random baselines in
this setting can be considered aligned to contem-
porary work demonstrating the unreasonable ef-
fectiveness of random baselines in several other
domains; Yauney and Mimno (2024) discuss the
significant competence of maximum expectancy
random baselines in in-context learning by high-
lighting how standard random baselines may be
severely underestimated on validation sets that are
smaller in size. Similarly, Lu et al. (2023) find
that random baselines for prompt optimization can
prove to be effective separators for prompt-style
classification even challenging the assumptions that
mandate task relevance and human readability in
such tasks. Accordingly, our construction of ran-
dom baselines must improve at scale to get a realis-
tic calibration of the performance of our proposed
methods.

Instruction selection performance claims do not
stand agnostic to the adopted experimental con-
figurations This dependence significantly harms
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their ease of adoption. Conversely, proposed in-
struction selection strategies may be more usable
to NLP practioners if the efficacy of methods are
tested across a wider range of experimental param-
eters (more budgets, datasets of differing distribu-
tions, etc.).

The Limits of Selective Training in General-
Purpose Instruction Following General purpose
instruction following is an unbounded recall prob-
lem as it can involve a fairly vast set of capabilities
depending upon the context. There isn’t a clear
consensus on what are the sufficient conditions for
claiming competence in general purpose instruc-
tion following: Models trained on selected data
may show performance improvement against few
limited facets but degrade it on unseen ones. Even
using automatic metrics that act as proxies for hu-
man judgement seems unreliable as these metrics
are also fallible (Zheng et al., 2024) and susceptible
to bias (Panickssery et al., 2024). Finally, since in-
struction following has evolving expectations, stan-
dardizing the choice of evaluation through human
corroboration may only provide a stopgap solution
(van der Meer et al., 2024; Shen et al., 2023). As
the complexity of such evaluation can be simplified
for known test distributions, selection design effort
may be more reliable and consistent in such fields.

Limitations

Since our work’s goal is study the competency of
models on a highly subjective goal, general purpose
instruction following, conducting a comprehensive
human evaluation to support our conclusions was
not feasible. Our work also does not address other
attributes that selection strategies differ by: includ-
ing but not limited to the use of different base mod-
els, their impact on tuning strategies (like prefer-
ence optimization) and alignment objectives.

Ethics Statement

This work highlights the potential of availing nega-
tive utility in the field of instruction data selection.
Through the evidence in this work, we encourage
a more conscious allocation of compute and dol-
lar cost to reduce unnecessary computational over-
heads. Our code base and training logs (to validate
wall clock times) will be released under the MIT
License.
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A Appendix

A.1 Hyperparameter Configurations

We do our evaluations across 3 setups, trying to maximize the coverage of training setups that have been
adopted by the strategies we reproduce. Additionally, we carried out one evaluation with LORA (Hu
et al., 2021) to test if some correlation between the performance trends of selection strategies could be
gleaned from low-rank finetuned models. The results for that evaluation are discussed in more detail
in a later section. The standard deviation with reported numbers along with confidence values for our
hyperparameter runs across MMLU are provided in Table 5. Since the work we study did not report
IFEvAL, LLMBAR or ALPACAEVAL length-controlled win-rates - we were only able to utilize MMLU
numbers (reported by all) as our sanity check for replication. All the results reported in the 4, are presented
on the hyperparameter configuration that matched the reported performance on MMLU.

Warmup LR

Setup LR Optimizer BS MSL Epochs "o . o4 oduler

Set 1 2e-5 Adam 128 512 3 0.03 Linear
Set 2 2e-5 Adam 128 512 3 0.03 Cosine
Set 3 le-5 Adam 128 512 3 0.03 Linear
Set 4 [LORA] 2e-5 Adam 128 1024 5 0.3 Linear

Table 3: Hyperparameter Configurations for our experimental setup

Reported Our Value

Paper Value (Budget - 1k)
Alpagasus at 9K 36.93 35.2
Cherry at 3.5K 36.51 35.2
Cherry at 7K 33.08 35.2

Table 4: Reported Performance versus replicated performance; While Sgeji,also used the same base model as us, they
use a 13B parameter model and hence, we do not compare with their numbers. Set 2 was the closest in evaluation to
these numbers so we chose Set 2 for reporting our results.

MMLU MMLU MMLU Standard Confidence

Dataset Strategy (g, 1) (Set2) (Set3) Deviation Interval

alpaca  alpacasus  0.351 0.352 0.345 0.004 0.012
evol cherry 0.354 0.354 0.348 0.003 0.011
evol longest 0.352 0.352 0.349 0.002 0.005
flan alpacasus  0.351 0.351 0.347 0.002 0.007
dolly alpacasus  0.352 0.352 0.347 0.003 0.009
alpaca  longest 0.353 0.351 0.345 0.004 0.013
evol alpacasus  0.348 0.348 0.349 0.001 0.002
flan cherry 0.344 0.343 0.344 0.001 0.002
dolly longest 0.348 0.347 0.345 0.002 0.005
dolly cherry 0.348 0.349 0.345 0.002 0.006
alpaca  cherry 0.346 0.345 0.344 0.001 0.003
flan longest 0.345 0.345 0.345 0.000 0.000

Table 5: MMLU Values for Budget 1000 across all hyperparameter setups. Since we saw the highest (relative)
correlation between all benchmarks at this budget, we chose the final hyperparameter set based on this budget’s
value.

To replicate Scherry, We used the code open-sourced by the authors on Github, making minor adaptations
to add support for new datasets. Following the default setup advised in (Li et al., 2023a), we train our
pre-experienced model for 1000 samples using the training configurations specified by the authors. For
Sdeita also, we adopt the code opensourced by the authors on Github. We use the Mistral-7B-v0.1 for
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embedding generation, along with the quality scorer. For our similarity metrics, we used the same distance
metric: cosine but different thresholds as keeping the default threshold led to an underflow for few of the
models. We carry out inference using VLLM to improve efficiency of our inference in Sgeita-

A.2 Detailed Cost Estimation Across Data Selection Budgets

All our estimates are provided assuming the following infrastructure: 8 A6000s, 128 CPUs provided
by Google Cloud Estimator. The Dollar Cost of renting our infrastructure per hour is about 8 USD. A
detailed breakdown of the costs associated with each step of the selection is provided in Table 6. Note
that the cost of selection doesn’t vary significantly with the change in the selection budget as the entire
dataset needs to be sorted in accordance with the strategy guided metric, irrespective of the final budget.

Sstrategy Wall Clock Time on Rented Infrastructure (hr)
Salpagasus 0
Slongest Total Time per 1000 samples: 1 minute

1.457 minutes minutes for 1000 samples embedding construction
+ 7 mins for training pre-experienced model on 1000 samples (One-time cost, so ignored)
+ 15 minutes for computing token loss over 1000 samples
Total Time per 1000 samples: 16.45 minutes
2 minutes for 1000 samples for embedding construction (Mistral 7B) +

120 minutes for scoring 1000 samples w/o VLLM

Sdeita 2 minutes for scoring 1000 samples with VLLM +
1* minute at least for filtering 1000 sample.

Total Time per 1000 samples: 5 minutes

S cherry

Table 6: Wall Clock Times for Each Selection Strategy: We offset the time of computatation we subsample 100K
samples from EVOL and then select samples from that subset.

A.3 Estimating Performance Using Cost-Effective Proxies

While it is not possible to largely modify the cost of a selection strategy, it might be possible to offset the
cost of finetuning the models on subsets generated via different selection strategies through parameter
efficient techniques. If such trends are correlated with the performance of the selected data on the full
variant of the model, NLP practioners can potentially design a set of relatively low-cost experiments
to rapidly identify the optimal selection strategy to further carry out their selection. Recent work like
(Xia et al., 2024), even leverage such correlation to achieve great efficiency in task-specific instruction
selection.

Correlation between Full Fine-Tuning and LORA Finetuning on IFFEVAL
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Figure 7: There isn’t any observable correlation between the performance of models finetuned with and without
LORA across our setups reiterating that cheaper proxies may not reliably predict the optimal selection strategy in a
faster, cost-effective parameter efficient setup.
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For preliminary experimentation, we rerun all our experiments with the modification of including LORA
modules in our finetuning. This reduces the memory footprint of training by to only 0.0038 times of the
memory footprint of full finetuning along with faster training by half of its full-finetuning counterpart.
In 7 we plot the correlation between the instruct-level-accuracy on IFEVAL for models trained with
and without LORA. However, we don’t find any reasonable correlation between these performances
highlighlting a need to identify cost-effective methods of predicting the suitability of a custom budget and
source distribution to a given selection strategy.

A.4 Cost Versus Performance Trade-Offs for All Budgets

As discussed in 6, assessing the trade-off between the cost of data selection and the performance gain
achieved through the selection is crucial to understand the utility of a proposed selection strategy. In 8 and
9, we report the performance of the Mjecteqon IFEVAL against their cost of selection; Note that since the
entire dataset needs to be scored in accordance with a selection strategy’s heuristic irrespective of the final
sampling budget - the total cost of selection does not vary significantly with the change in the sampling
budgets (especially in the range that we study).
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Figure 8: Cost Versus Performance Comparison at SK budget: We highlight that random performs competitively
across most setups.
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Figure 9: Cost Versus Performance Comparison at 10K:We highlight that random performs competitively across
most setups.

In accordance with previous results on the 3 of 1000, we do not see consistent performance gains (at
the expended cost) for most datasets. The gains from selection are definitely more pronounced at our
largest budget, B of 10000 indicating that selection at larger budgets may provide more consistent gains.

A.5 Benchmark Evaluations for All Configurations
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(a) Performance Comparison between Mandgomand Merecteaon IFEVAL: We report the average of all random runs (both random
and strict random) for a particular configuration in any result.
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