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Abstract

This paper presents the systems and results for
the Multimodal Social Media Data Analysis
in Dravidian Languages (MSMDA-DL) shared
task at the Fifth Workshop on Speech, Vision,
and Language Technologies for Dravidian Lan-
guages (DravidianLangTech-2025). We took a
‘bag-of-sounds’ approach by training our hate
speech detection system on the speech (audio)
data using transformed Mel spectrogram mea-
sures. While our candidate model performed
poorly on the test set, our approach offered
promising results during training and develop-
ment for Malayalam and Tamil. With suffi-
cient and well-balanced training data, our re-
sults show that it is feasible to use both text
and speech (audio) data in the development of
multimodal hate speech detection systems.

1 Introduction

There has been increased recognition within the
research field that forms of hate speech on social
media are not restricted to written modalities of lan-
guage, but also spoken (Chhabra and Vishwakarma,
2023) and non-linguistic (i.e., memes) modalities
as well (Kiela et al., 2020). As part of Multi-
modal Social Media Data Analysis in Dravidian
Languages shared task (Lal G et al., 2025), we pro-
pose taking a ‘bag-of-sounds’ approach - analogous
to the bag-of-words models - to train our automatic
hate speech detection system on the speech (audio)
data. We do this by transforming the speech (audio)
data into Mel spectrogram measures and training
our classification model on the outputs.

2 Related Works

The earliest automatic hate speech detection sys-
tems relied on different linguistic features such as
lexical and syntactic representations (Chen et al.,
2012), template-based and parts-of-speech (POS)
tagging (Warner and Hirschberg, 2012), topic-
modelling (Xiang et al., 2012), or a combination of

Andrew Li
Lake Washington School District
landrewi@hotmail. com

lexical, POS, character bigram and term frequency-
inverse document frequency (Tf-idf) representa-
tions (Dinakar et al., 2012). With a focus on hate
speech in English, the model performance of these
early systems yielded moderate results with limited
applications to other language conditions (Jahan
and Oussalah, 2023).

The introduction of transformer-based Large
Language Models (LLMs), such as BERT (Devlin
et al., 2019), saw an increase of word embedding
feature representations jointly with neural network
models in the development of hate speech detection
systems (Jahan and Oussalah, 2023). Hate speech
systems are now treated as a text classification task
following a standardised pipeline including data set
collection and labelling, feature extraction, model
learning and development, and evaluation on a mul-
ticlass or binary output (Rawat et al., 2024). Both
statistical language models and LLLMs are used in
the development of contemporary state-of-the-art
hate speech detection systems.

As with other strands of Computational Lin-
guistics and Natural Language Processing (NLP)
for social impact (Hovy and Spruit, 2016), there
has been a long standing tradition of shared tasks
detecting hate speech and offensive language in
Indo-Aryan and Dravidian languages (Chakravarthi
et al., 2021; Chakravarthi et al., 2022). The best
performing models in Chakravarthi et al. (2024a)
were developed using open-source multilingual
transformer-based LLMs (Conneau et al., 2020;
Khanuja et al., 2021). In addition to testing the us-
ability of transformed-based LLMs in non-English
conditions, these systems interrogate the efficacy
of text classification in code-switching (Yasaswini
et al., 2021) and script-switching (Wong and Dur-
ward, 2024) phenomena.

While previous shared tasks have focused solely
on written expressions of hate speech, the first
multimodal social media data analysis in Dravid-
ian languages (MSMDA-DL) was organised by
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Chakravarthi et al. (2024b) with written and spo-
ken social media language data from YouTube.
The shared task provided training data with utter-
ances in two Dravidian languages - Malayalam
and Tamil - and annotated for hate speech and
abusive language in YouTube videos. Only two
systems were submitted as part of Chakravarthi
et al. (2024b): Rahman et al. (2024) and S et al.
(2024). Of interest to the current paper, Rahman
et al. (2024) extracted Mel-frequency spectrogram
and Mel-frequency Cepstral Coefficients (MFCCs)
as acoustic features which they incorporated in
their ConvLSTM.

A spectrogram is a visual representation of the
acoustic frequency - or the number of vibrations
in a sound wave per second - in a speech (audio)
signal. The Mel-scale spectrogram, also known as
Mel-frequency spectrograms or simply Mel spec-
trograms, is a transformation of linear machine-
readable frequency measures of a spectrogram to a
non-linear Mel scale which is the perceptual scale
of pitch by human listeners (Stevens et al., 1937).
Mel spectrograms and MFCCs (Davis and Mermel-
stein, 1980) have been widely used in automatic
speaker recognition systems and subjective tasks
such as speaker emotion recognition (Zhou et al.,
2019); most recently, these acoustic measures have
been included in various forms of NLP classifica-
tion tasks (Arréniz and Kiibler, 2023).

Rahman et al. (2024) took a Convolutional Neu-
ral Network (CNN) with Long-short term memory
(LSTM), or ConvLSTM, and a hybrid 3D-CNN
with LSTM approach in the development of their
multimodal hate speech detection system incorpo-
rating visual, audio, and text representations. Al-
though the shared task included training data for
three Dravidian languages, only one system was
designed for Tamil. During the model development
phase, the system achieved a macro average Fi-
score of 0.71 for Tamil. The system ranked first
for Tamil in the shared task with a macro average
Fy-score of 0.7143 in the test set. S et al. (2024)
did not incorporate the speech (audio) components
in the development of their detection system.

3 Data

The training data contained both text and speech
(audio) data in three Dravidian languages: Malay-
alam, Tamil, and Telugu (Sreelakshmi et al., 2024).
The target class labels were organised hierarchi-
cally including a binary classification with labels

Table 1: Binary Class Labels

Class Malayalam Tamil Telugu
H 4717 227 358
N 406 287 198

Table 2: Multiclass Class Labels

Class Malayalam Tamil Telugu
C 186 65 122
N 406 287 198
P 118 33 58
R 91 61 72
G 82 68 106

‘Hate’ (H) and ‘No Hate’ (N), and a multiclass
classification with five categories included Caste-
related hate-speech (C), and Offensive (0), Racist
(R), Sexist (S) language, and one residual non-hate
speech category (N). The distribution of the tar-
get class labels in the training data for the binary
classification is presented in Table 1 and for the
multiclass classification in Table 2. There is signif-
icant class imbalance between target class labels
between language conditions and within the train-
ing data. In addition to the class labels, the text
and speech (audio) observations were identified by
subject, binary gender of the speakers, source of
utterance, and utterance number. We split the train-
ing data set into training and validation set, where
the training set with the target labels was used to
train the models and the validation set was reserved
for performance evaluation.

4 Methodology

The primary purpose of the Multimodal Social
Media Data Analysis in Dravidian Languages
(MSMDA-DL) shared task was to develop a hate-
speech detection system that can analyse the text
and speech components and predict the respective
labels for three Dravidian languages: Malayalam,
Tamil, and Telugu. Therefore, we approached this
shared task as a classification problem. We trained
a suite of candidate multimodal hate speech de-
tection system using a statistical language model
approach. While transformer-based LLMs are the
state-of-the-art models in hate speech detection
(Chakravarthi et al., 2024a), there is limited pub-
lished research testing the use of LLMs in signal
processing (i.e., audio data) as existing LLMs, such
as BERT (Devlin et al., 2019), are trained on word
embeddings from written language data (Verma
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Table 3: Macro average F}-score on validation training data (Binary).

NB SVM LR RF
TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH
Malayalam  0.87 0.70 0.85 0.64 0.84 0.90 0.84 0.91
Tamil 0.72 0.57 0.79 0.64 0.76 0.67 0.72 0.75
Telugu 0.64 0.60 0.66 0.65 0.70 0.67 0.72 0.72

Table 4: Macro average F-score on validation training data (Multiclass).

NB SVM LR RF
TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH
Malayalam  0.32 0.34 0.54 0.45 0.54 0.54 0.33 0.48
Tamil 0.14 0.21 0.46 0.15 0.38 0.39 0.23 0.32
Telugu 0.24 0.28 0.55 0.33 0.53 0.38 0.41 0.34

and Pilanci, 2024). This means we cannot directly
compare the model performance of text-trained or
speech-trained detection systems for the purposes
of this shared task. We evaluated the performance
of each candidate system according to the macro
average F'-score on the training validation data be-
fore selecting and submitting the best performing
candidate model. The associated code notebook
and submission data can be found at the associated
GitHub repository!.

4.1 Data Preprocessing and Feature
Engineering

Multimodal hate speech data is a feature of the
current shared task. Prior to the model training
process, we carried out the following data prepro-
cessing and feature engineering procedures for the
two modalities:

Text: The text data was supplied in the respective
Indic (Brahmic) orthographies of each language
condition. We applied minimal data preprocessing
on the text data as we wanted to preserve the lin-
guistic features between the text and speech (audio)
data. CountVectorizer and TfidfTransformer
from sklearn.feature_extraction.text were
employed to transform text data into numerical fea-
ture vectors suitable for machine learning models.

Speech (Audio): Mel spectrograms were com-
puted for the audio files and converted into deci-
bel units. To ensure uniformity across inputs, all
spectrograms were padded to the same shape and
reshaped into flat 2D arrays for compatibility with

"https://github.com/sidneygjwong/cantnlp-
dravidianlangtech2025

machine learning algorithms. Additional data nor-
malization was implemented to meet the require-
ments of the Multinomial Naive Bayes algorithm,
one of the machine learning algorithms analysed in
this research. This process transforms the feature
matrix to ensure all feature values are scaled to the
range [0,1].

4.2 Model Training, Evaluation, and Selection
Criteria

The training data was split into training and val-
idation sets with a train:test split of 75:25. Four
classification models were trained for both binary
and multiclass classification tasks across all three
Dravidian languages. The binary classification task
served as a benchmark. The statistical methods
used were as follows: Multinomial Naive Bayes
(NB), Linear Support Vector Machine (SVM), Lo-
gistic Regression Classifier (LR), and Random For-
est Classifier (RF). There were 48 candidate mod-
els in total according to the following rubric: two
classifications X three language conditions X two
modalities X four statistical methods.

The performance of each candidate model was
evaluated by macro average F-score. The model
performance as measured by macro average F}-
score for the binary classification models are pre-
sented in Table 3 and for the multiclass classifica-
tion models in Table 4. The best performing model
for each language condition (row) is highlighted
in bold. For completeness and benchmarking pur-
poses, we have also included the model perfor-
mance based on F-score for binary and multiclass
classification models in the Appendix as shown in
Tables 7 to 12.

For model evaluation, we used a macro average
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Table 5: macro average F-score from test evaluation
and rank by language.

Language  Fj-score Rank
Malayalam  0.273 14
Tamil 0.3186 9
Telugu 0.1774 12

F1 score as the primary metric. Overall, Logistic
Regression (LR) achieved the highest macro av-
erage F7-score and performed the best among all
four algorithms for speech (audio) data in the bi-
nary classification candidate models as shown in
Table 3. In contrast, Linear SVM (SVM) had bet-
ter performance with the multiclass classification
candidate models as shown in Table 4. We notice a
significant drop in performance between the binary
classification to the multiclass classification mod-
els with the maximum macro average F-score of
0.90 lowering to 0.54.

Even though the text data trained Linear SVM
(SvM) models largely outperformed the speech (au-
dio) trained candidate models, we opted for the best
performing multiclass speech (audio) data trained
models. We justify this decision as the purpose
of the shared task was to incorporate multimodal
language data and not just one modality. Where
text data only encodes linguistic information, we
argue speech (audio) data implicitly encodes both
linguistic and paralinguistic features of hate speech.
Furthermore, the performance of the text trained
models Linear SVM (SVM) models only performed
marginally better than our optimal model - the
speech (audio) trained logistic regression (LR) mod-
els.

5 Results

The macro average Fi-scores of our candidate
model on the test set are presented in Table 5. All
three models performed poorly on the test set with a
macro average F-score below chance. In contrast,
the best performing model in Malayalam and Tamil
was by Team SSNTrio who yielded a macro aver-
age Fi-score of 0.7511 for Malayalam and 0.7332
for Tamil. The best performing model in Telugu
was by Team lowes had a macro average F7-score
of 0.3817.

6 Discussion

Based on the evaluation metrics alone, our optimal
method performed poorly across all three language

Table 6: Relative proportion of test (n = 10) to train
data as a percentage (%) per class label.

Class Malayalam Tamil Telugu
C 54 15.4 8.2
N 2.5 3.5 5.1
P 8.5 30.3 17.2
R 11.0 16.4 13.9
G 12.2 14.7 94

conditions with a macro average F}-score below
chance. With reference to Table 4 and Table 5,
we see a significant drop in performance between
the validation evaluation and test evaluation. This
drop is particularly stark in Malayalam where the
macro average F-score went from 0.54 to 0.273,
and for Telugu from 0.38 to 0.1774. Malayalam
had a median macro average Fi-score of 0.41 and
average of 0.38; for Tamil a median of 0.32 and
average of 0.34; and for Telugu a median of 0.24
and an average of 0.23.

While the median and mean scores suggest an
improvement from Chakravarthi et al. (2024b)
across the board, we argue the consistently poor
performance may indicate there are underlying is-
sues with the training data. One possible explana-
tion for the poor model performance is the class
imbalance observed in Table 2 where we see not
only difference in utterances between language con-
ditions, but also between classes especially in the
minority classes. When we consider the relative
proportion of utterances in the test evaluation set as
shown in Table 6, some utterances in the minority
classes are over represented while utterances in the
majority classes are under represented.

As we refer back to the binary classification mod-
els as shown in Table 3 (which were not part of the
shared task), we can see that the models performed
well not only across all language conditions, but
also across the different statistical methods. Even
though the models performed poorly on the test set
which suggests some modifications are needed to
our pipeline, some of the poor model performance
can be attributed to the class imbalance in the train-
ing and test data. It is possible the decline in per-
formance from the validation to test data suggests
possible over-fitting to the training set or other data-
set related biases not accounted for in the current
model development pipeline which will be worthy
of further investigation.

Possible improvements to our existing model
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may include further hyper-parameter tuning such
as employing optimisation techniques such as Grid-
SearchCV or RandomisedSearchCV to fine-tune
parameters for the text classifiers used in our study
such as Random Forest, SVM, and Logisitic Re-
gression. We could explore more advanced boost-
ing algorithms like XGBoost, CatBoost, or Light-
GBM which may improve classification perfor-
mance. Alternatively, we could look into com-
paring other speech feature representations such as
Mel-Frequency Cepstral Coefficients (MFCCs) in
addition to Mel spectrograms which have also been
effective in speech-based classification tasks.

The current study provides a foundation for fu-
ture work in the development of multimodal hate
speech detection systems. Despite the lower than
expected performance of our proposed approach
when compared to other teams in the shared task,
we demonstrated in this paper that speech data car-
ries valuable extra-linguistic information for hate
speech detection. We argue that further improve-
ments in training data representation and model
architecture (i.e., with state-of-the-art methodolo-
gies) may yield better performance.

7 Conclusion

While our candidate model performed poorly on
the test set, our ‘bag-of-sounds’ approach offered
promising results during training and development
for Malayalam and Tamil. With sufficient and well-
balanced training data, our results show that it is
feasible to use both text and speech (audio) data
in the development of multimodal hate speech de-
tection systems. It is important to note that our
current study intentionally avoided state-of-the-art
deep learning or large language models to avoid
overloading our existing approach with speculative
enhancements from deep learning and transformer-
based language models; however, we will look to
incorporate more sophisticated models, such as
ELMo (Peters et al., 2018), in future studies to de-
termine the performance of our proposed approach
alongside state-of-the-art methodologies.
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A Limitations

While we saw promising results in the ‘bag-of-
sounds’ approach we proposed in the development
of our hate speech detection system; there are two
main limitations we wish to address in our system.
The first being the use of statistical language mod-
els; and secondly, the lack of sociolinguistic input
in the development of our model.

Firstly, our candidate does not use state-of-the-
art modelling in the development of our system as
we have not incorporated transformer-based LLMs.
While we justified our reasons for excluding LLMs
in Section 4 in order to maintain comparability
between the two modalities, we need to determine
how we might incorporate the use of LLMs in our
system as existing state-of-the-art models rely on
multilingual LLMs (Chakravarthi et al., 2024a).
With the development of LLMs for speech (audio)
signal processing (Verma and Pilanci, 2024), it may
be possible for us to replicate our analysis. As we
will discuss in the Ethics Statement, introducing
LLMs may inadvertently introduce bias into our
hate speech detection system.

This leads us to discuss the second limitation
which is the lack of sociolinguistic input in the de-
velopment of our system. As discussed in Section
3, each utterance was labelled for one demographic
variable - the binary gender classification of the
speaker. While we are aware that speech varies
based on gender as a result of mechanical and so-
cial demographic differences, we have not incorpo-
rated in the development of our model. This means
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Table 7: Model comparison metrics by Fj-score per class (binary) in Malayalam

NB SVM LR RF

Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH
H 0.89 0.71 0.87 0.78 0.86 0.92 0.87 0.92
N 0.86 0.69 0.84 0.49 0.82 0.89 0.82 0.90

Table 8: Model comparison metrics by F}-score per class (multiclass) in Malayalam

NB SVM LR RF
Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH

C 0.72 0.44 0.80 0.73 0.68 0.70 0.70 0.63
N 0.00 0.20 0.21 0.08 0.35 0.31 0.00 0.15
P 0.73 0.71 0.85 0.89 0.81 0.90 0.73 0.84
R 0.14 0.19 0.38 0.55 0.42 0.58 0.13 0.45
G 0.00 0.16 0.44 0.00 0.46 0.21 0.08 0.35
Table 9: Model comparison metrics by Fj-score per class (binary) in Tamil
NB SVM LR RF
Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH
H 0.64 0.49 0.77 0.63 0.73 0.61 0.66 0.70
N 0.80 0.64 0.81 0.65 0.78 0.73 0.77 0.79

Table 10: Model comparison metrics by F-score per class (multiclass) in Tamil

NB SVM LR RF
Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH

C 0.00 0.00 0.16 0.00 0.07 0.08 0.11 0.10
N 0.00 0.15 0.47 0.00 0.49 0.35 0.32 0.21
P 0.70 0.69 0.81 0.74 0.76 0.72 0.72 0.79
R 0.00 0.20 0.33 0.00 0.17 0.43 0.00 0.22
G 0.00 0.00 0.53 0.00 0.39 0.36 0.00 0.26
Table 11: Model comparison metrics by F}-score per class (binary) in Telugu
NB SVM LR RF
Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH
H 0.84 0.74 0.78 0.73 0.80 0.81 0.85 0.81
N 0.44 0.46 0.54 0.57 0.60 0.52 0.58 0.52

Table 12: Model comparison metrics by Fj-score per class (multiclass) in Telugu

NB SVM LR RF
Class Label TEXT SPEECH TEXT SPEECH TEXT SPEECH TEXT SPEECH

0.34 0.44 0.65 0.56 0.57 0.55 0.65 0.50
0.33 0.14 0.59 0.28 0.52 0.34 0.47 0.27
0.51 0.43 0.65 0.53 0.67 0.49 0.68 0.57
0.00 0.32 0.36 0.13 0.38 0.24 0.12 0.37
0.00 0.07 0.52 0.17 0.48 0.26 0.12 0.00
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it is possible that there are unexplained predictors
in the data that are unaccounted for namely acous-
tic differences between these social categories such
as gender, culture, and possibly geographic dialect
bias (Wong, 2024). Therefore, future work should
involve more in-depth analysis on the speech (au-
dio) data which may justify the need to further
normalise or standardise the data.

B Ethics/Broader Impact Statement

Parra Escartin et al. (2017) argued that shared tasks
play an important role in Computational Linguis-
tics and Natural Language Processing (NLP) as it
helps encourage a culture within the field to de-
velop upon the state-of-the-art. With an increased
recognition of automatic hate speech detection be-
yond just written text to other modalities of lan-
guage (Chhabra and Vishwakarma, 2023), the cur-
rent shared task plays an important role in how
detection can be achieved in not only multimodal
but also multilingual contexts.

In spite of these benefits, there are also ethi-
cal issues and negative effects of competition in
NLP shared tasks such as secretive behaviour, over-
looking the relevance of ethical concerns, uncon-
scious overlooking of ethical concerns, redundancy
and replicability in the field among other concerns
(Parra Escartin et al., 2017). With the ‘datafication’
of hate speech an increasing issue within the field
of hate speech detection (Laaksonen et al., 2020),
we will consider the ethics and broader impacts
of our proposed system within the context of the
current shared task guided by the eight principals
of Responsible NLP (Behera et al., 2023).

Principal 1: Well-being The current system con-
tributes to our current understanding of multimodal
automatic hate speech detection in three Dravid-
ian languages. The current system was designed
alongside junior researchers which supports devel-
opment in working with low- and under-resourced
language condition often overlooked in NLP re-
search.

Principal 2: Human-Centred Values The cur-
rent system does not include human subjects, ex-
ternal annotators, or additional data from external
sources. However, this is also an area of improve-
ment where the researchers can work alongside tar-
get communities - namely Malayalam, Tamil, and
Telugu speakers - in the development of a system
that is fit for purpose.

Principal 3: Fairness While we have avoided
to the best of our ability to not perpetuate exist-
ing prejudice towards marginalised and vulnerable
communities, we are aware that hate speech train-
ing datasets are sensitive to racial (Davidson et al.,
2019; Sap et al., 2019) and sociocultural (Lee et al.,
2023; Wong, 2024). Therefore, we propose that
further work is needed to determine the presence
of underlying biases within the training data and
possible downstream impacts of these biases.

Principal 4: Privacy and Security In accor-
dance with the terms and conditions of the shared
task, the authors have not re-distributed the data
and have only used the data for non-commercial
and academic-research purposes. We have not used
the data for surveillance, analyses, or research that
isolates a group of individuals for unlawful or dis-
criminatory purposes.

Principal 5: Reliability We have provided the
model performance metrics which can be found
throughout the paper and in the Appendix. We
acknowledge there will be variances within the
metrics due to the stochastic nature of statistical
language models. There is limited risk to organis-
ers, authors, or users who wish to reproduce our
systems.

Principal 6: Transparency We have described
our system to the best of our ability for other re-
searchers to reproduce our system; however, we are
limited to the metadata provided of the training data
provided to us by the organisers of the shared task.
We have not involved additional human subjects or
external annotators.

Principal 7: Interrogation We encourage read-
ers to refer to the other system description papers
associated with this shared task.

Principal 8: Accountability We encourage read-
ers to contact the authors to discuss the contents of
this paper.
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