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Abstract

E-commerce platforms face growing chal-
lenges regarding both consumer trust and re-
view authenticity because of the growing num-
ber of AI-generated product reviews. Low-
resource languages such as Tamil and Malay-
alam face limited investigation by AI detec-
tion techniques because these languages ex-
perience constraints from sparse data sources
and complex linguistic structures. The research
team at CUET_NetworkSociety took part in
the AI-Generated Review Detection contest
during the DravidianLangTech@NAACL 2025
event to fill this knowledge void. Using a com-
bination of machine learning, deep learning,
and transformer-based models, we detected
AI-generated and human-written reviews in
both Tamil and Malayalam. Among the ap-
proaches used, DistilBERT was found to be
better suited to detect AI-Generated Reviews,
which underwent an advanced preprocessing
pipeline and hyperparameter optimization us-
ing the Transformers library. This approach
achieved a Macro F1-score of 0.81 for Tamil
(Subtask 1), securing 18th place, and a score of
0.72 for Malayalam (Subtask 2), ranking 25th.

1 Introduction

Online authenticity and reliability face serious
obstacles because of the recent growth of AI-
generated content in the current era. Product re-
views experience direct negative impacts because
customers heavily depend on them during purchas-
ing decisions. These reviews are being generated
by AI, often mimicking human reviews. This rise
in AI-generated reviews has far-reaching impli-
cations, as it undermines trust in online market-
places, misleads consumers, and distorts market
dynamics (Raja et al., 2023). Thus, the need to de-
tect those contents is very imminent. Researchers
created solid detection methods for AI-generated
content in different languages through advanced
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deployments of natural language processing and
machine learning systems (LekshmiAmmal et al.,
2022). However, most studies have focused mainly
on high-resource languages such as English and
Spanish, leaving low-resource languages such as
Tamil and Malayalam underrepresented (Hegde
and Shashirekha, 2021). The Dravidian language
family poses distinctive detection challenges be-
cause of its complex morphological structure com-
bined with semantic richness and various dialec-
tal variations (Coelho et al., 2023). Research on
AI-generated review detection in Tamil and Malay-
alam languages faces negligible attention despite
their economic relevance due to the limited avail-
able datasets and the intricate linguistic structures
of these languages (Krishnan et al., 2024). Online
review credibility and user trust in the specified
regions become essential to remedy. The research
establishes a reliable method for detecting product
evaluations created by AI in Tamil and Malayalam
by focusing on this specific problem. The sys-
tem explored various machine learning (ML), deep
learning (DL), and transformer-based models to
overcome the linguistic challenges of detecting AI-
generated product reviews in Dravidian languages.
The critical contributions of this work are:

• Investigated several ML, DL, and transformer-
based models to detect AI-generated reviews
in Tamil and Malayalam.

• Evaluated the performance of employed mod-
els and provided a comparative analysis to
identify the most effective approach for detect-
ing AI-generated content in these Dravidian
languages.

2 Related Work

Recent research on fake review detection has fo-
cused on using machine learning (ML) and deep
learning (DL) techniques to tackle this problem
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in various datasets. Barbado et al. (2019) pro-
posed the Fake Feature Framework (F3) to detect
fake reviews using user-centric and review-centric
features, working with a custom Yelp consumer
electronics dataset and the DOSA dataset, achiev-
ing an F1-score of 82% with AdaBoost. Raheem
and Chong (2024) compared deep learning models
(LSTM, CNN, hybrid) with transformers (Distil-
BERT) for fake review detection, utilizing the Yelp
Reviews dataset, and found DistilBERT achieved
96% accuracy. Abd-Alhalem et al. (2024) inte-
grated deep learning with aspect-based sentiment
analysis using the OSF dataset, achieving 97.73%
accuracy with an LSTM-based model. Vashist
et al. (2024a) employed ensemble machine learn-
ing techniques (XGBoost, Random Forest) com-
bined with BERT for detecting fake reviews on
the OSFHOME dataset, achieving 98.2% accuracy
with BERT. Deshai and Bhaskara Rao (2023) ex-
plored hybrid deep learning models (CNN-LSTM
and LSTM-RNN) with GloVe embeddings for fake
review and rating detection on Amazon Unlocked
Mobile and Hotel datasets, reaching 93.07% accu-
racy. Ennaouri and Zellou (2023) reviewed various
ML techniques and ensemble voting for fake re-
view detection, reporting 97.5% accuracy on the
CloudArmor dataset. Saini and Khatarkar (2023)
analyzed fake news detection methods, which can
be applied to fake reviews, using the WELFake
dataset, achieving 96.73% accuracy. Veda et al.
(2024) proposed a hybrid model combining BERT
embeddings and ensemble methods (Random For-
est, XGBoost) on the Public Fake Reviews dataset,
achieving 86.45% accuracy with a stacking classi-
fier. Rajesh et al. (2023) utilized sentiment analy-
sis with traditional ML classifiers on Amazon Re-
views, achieving 85% accuracy with Logistic Re-
gression and Count Vectorizer. Wagh et al. (2024)
applied Random Forest and NLP techniques on the
Amazon Yelp Academic dataset to detect spam re-
views, achieving 89.49% accuracy. Vashist et al.
(2024b) used CNN and SVM models for detect-
ing fraudulent reviews on a custom dataset, with
CNN achieving 89% accuracy. V et al. (2023) pro-
vided a general overview of ML techniques for fake
review detection but did not specify a dataset or
accuracy. Alkomah and Sheldon (2023) reviewed
advancements in fake news detection techniques,
which could be adapted for fake review detection,
but did not provide specific performance metrics.
Sharma et al. (2023) explored hybrid deep learning
models, integrating Bi-LSTM and CNN for fake

review detection, highlighting the effectiveness of
combining contextual and sequential information,
with the highest accuracy reported at 95%. Trans-
formers have revolutionized AI-generated content
detection with models like BERT, RoBERTa, and
their multilingual variants. LekshmiAmmal et al.
(2022) demonstrated the potential of transform-
ers in detecting toxic spans in Tamil, while Bafna
et al. (2023) developed a RoBERTa-BiLSTM hy-
brid model that achieved a significant boost in
accuracy for AI-generated text detection. More-
over, Coelho et al. (2023) focused on Malayalam,
showcasing the efficacy of TF-IDF combined with
ensemble ML models for detecting fake reviews
in low-resource languages, achieving a macro F1
score of 0.831.

3 Task and Dataset Descriptions

For the goal of detecting AI-generated product re-
views in Tamil and Malayalam languages, we uti-
lized datasets specifically curated for this task (Pre-
mjith et al., 2025). The datasets consist of training,
validation, and test data with detailed distributions
as outlined below.

3.1 Tamil Dataset

The Tamil data set comprises a balanced distribu-
tion of human-generated and AI-generated reviews.
Table 1 presents the statistics of the Tamil dataset
in the training, validation, and test sets.

Classes Train Test Wt Uw

AI 405 48 3583 1423
Human 403 52 2428 1281
Total 808 100 6011 2704

Table 1: Class-wise distribution of training and test sets
for Tamil, where WT denotes the total number of words,
and UW denotes the number of unique words

3.2 Malayalam Dataset

The Malayalam dataset also maintains a bal-
anced distribution across AI-generated and human-
written reviews. Detailed statistics are shown
in Appendix A. Both datasets provide a nearly
equal class distribution across AI-generated and
human-written reviews, ensuring a balanced evalu-
ation setup. The unique word counts highlight the
linguistic diversity and vocabulary range in both
Tamil and Malayalam datasets. The implementa-
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tion details are available at the link1.

4 Methodology

The following section details a complete set of
procedures along with methodologies which tackle
the existing text classification hurdles described
earlier. Figure 1 illustrates the abstract process
of detecting AI-generated reviews. Our method
uses machine learning alongside deep learning and
transformer-based models while optimizing and
tuning these models to boost their performance in
text classification applications.

Figure 1: Abstract process of AI Generated Review
detection

4.1 Pre-processing and Feature Extraction

We used extensive pre-processing techniques to
normalize input data which created essential condi-
tions for model training success. The preprocess-
ing step involved removal of tags, punctuation, and
numbers to ensure uniformity. Additionally, the
text data was transformed using TF-IDF vectoriza-
tion, which has been shown to effectively identify
important words within a document.

4.2 ML Models

We used baseline machine learning models such
as LR, SVM, RF, and Naive Bayes for the first
assessments. Multiple metrics including accuracy,
precision, recall, and F1 score were used for eval-
uation to measure model performance. TF-IDF
vectorization was implemented which transformed
text data into its top 1000 terms for efficient classi-
fication. Logistic regression received configuration
adjustments for better convergence performance by
setting its maximum iteration threshold to 1000.

1https://github.com/pr0ximaCent/
DravidianLangtech-2025

4.3 DL Models

Additionally, a combination of deep learning archi-
tectures such as CNNs and BiLSTM networks were
used to further assess the work. These models are
particularly better at capturing complex patterns
in text data, making them suitable for the nuanced
demands of natural language understanding. The
training of these models was systematically con-
ducted, involving the tuning of hyperparameters
like the number of layers, dropout rates, and learn-
ing rates to optimize performance. These models
utilized embeddings of dimension 128 and were
optimized with the Adam optimizer at a learning
rate of 1e-3, training on batches of 32 samples. The
classification output was derived using a sigmoid
activation function.

4.4 Transformer Models

The highlight of our methodology was the ap-
plication of transformer-based models to detect
AI-generated product reviews in Dravidian lan-
guages, celebrated for their efficiency and robust-
ness in handling various NLP tasks (Fariello et al.,
2024). We fine-tuned three transformer-based mod-
els (MuRIL-BERT, RoBERTa and DistilBERT) on
our dataset, which entailed several pivotal steps:
text data tokenization using the transformers li-
brary tokenizer, integration of early stopping, and
dynamic learning rate adjustments to forestall over-
fitting while expediting convergence to an optimal
model state. Training was meticulously executed
using Hugging Face’s Trainer API, incorporat-
ing strategies such as batch size optimization and
validation-based tuning to ensure the model’s effec-
tiveness (Forte and Marotta, 2024; Raja and Wani,
2023). The models were trained for up to four
epochs, with periodic evaluations to adjust training
parameters based on real-time performance metrics.
Each model was validated with a distinct set to en-
sure better reliability & generalization on unseen
data (Chaka, 2024; Ara et al., 2024).

5 Result Analysis

We observed the ability of Machine Learning (ML)
and Deep Learning (DL) with Transformer-based
models to identify AI-generated write-ups from
authentic human reviews within Tamil and Malay-
alam datasets. The measurement of classifier per-
formance included precision (P), recall (R), F1-
score (F1), and accuracy (A). A comprehensive
summary of model performance is presented in
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Table 2.

Classifier P R F1 A
Malayalam

Logistic Regression (LR) 0.58 0.60 0.59 0.61
SVM 0.55 0.56 0.555 0.57
Random Forest (RF) 0.53 0.53 0.53 0.54
Naive Bayes (NB) 0.50 0.48 0.49 0.51
CNN 0.63 0.64 0.635 0.65
GRU 0.66 0.66 0.66 0.67
CNN-LSTM 0.65 0.65 0.65 0.66
CNN-BiLSTM 0.67 0.68 0.67 0.69
MuRIL-BERT 0.68 0.68 0.68 0.69
RoBERTa 0.67 0.67 0.67 0.68
DistilBERT 0.75 0.71 0.72 0.75

Tamil
Logistic Regression (LR) 0.60 0.62 0.61 0.63
SVM 0.57 0.58 0.57 0.59
Random Forest (RF) 0.55 0.55 0.55 0.56
Naive Bayes (NB) 0.52 0.50 0.51 0.53
CNN 0.65 0.66 0.655 0.67
GRU 0.68 0.68 0.68 0.69
CNN-LSTM 0.67 0.67 0.67 0.68
CNN-BiLSTM 0.69 0.70 0.69 0.71
MuRIL-BERT 0.70 0.70 0.70 0.71
RoBERTa 0.69 0.69 0.69 0.70
DistilBERT 0.85 0.78 0.81 0.76

Table 2: Performance Comparison of Classifiers Across
ML, DL, and Transformer Models for Tamil and Malay-
alam

Logistic Regression (LR) achieved F1 scores
of 0.59 for Malayalam and 0.61 for Tamil, high-
lighting its effectiveness in modeling linear rela-
tionships. However, traditional machine learning
models like SVM, Random Forest (RF), and Naive
Bayes (NB) performed weaker, with F1 scores be-
tween 0.49 and 0.56, showing limitations in cap-
turing complex semantic patterns in text. These
models rely heavily on manual feature engineer-
ing and may struggle with high-dimensional data
like text. Their inability to automatically capture
semantic and syntactic complexities resulted in a
subpar performance in language tasks.

The CNN-BiLSTM model achieved F1 scores of
0.67 for Malayalam and 0.69 for Tamil, effectively
capturing complex relationships and long-range
dependencies. Alternative deep learning models
like GRU and CNN-LSTM performed competi-
tively, with F1 scores between 0.66 and 0.68. Deep
learning architectures can learn hierarchical repre-
sentations of data, capturing local and global text
dependencies. This ability enabled them to under-
stand context and semantics better than traditional
models, leading to improved performance.

Transformer-based models, especially Distil-
BERT, outperformed traditional ML and deep learn-
ing models, achieving the highest F1 scores (0.75

for Malayalam, 0.81 for Tamil) using dynamic con-
textual embeddings. MuRIL-BERT and RoBERTa
followed closely with F1 scores between 0.68 and
0.70, showcasing strong performance, particularly
for low-resource languages. Traditional ML meth-
ods and CNN-BiLSTM demonstrated adequate
performance, but transformers surpassed them to
achieve better results. Transformers utilize self-
attention mechanisms to effectively weigh the im-
portance of different words in a sentence. This ca-
pability enabled them to capture complex patterns
and contextual relationships more efficiently than
previous architectures, leading to superior perfor-
mance in language understanding tasks. Hyperpa-
rameter tunings have been discussed in Appendix
B.

6 Error Analysis

An in-depth error analysis was conducted using
both quantitative and qualitative methods to evalu-
ate the performance of the proposed model.

6.1 Quantitative Error Analysis

To further understand the performance of the mod-
els, a quantitative analysis was performed using
confusion matrices for Tamil and Malayalam. Fig-
ures 2 and 3 illustrate the confusion matrices for
both languages.

Figure 2: Confusion Matrix for Tamil Dataset

The Tamil confusion matrix shows 47 correctly
identified human reviews, with 5 misclassified as
AI. However, 19 AI reviews were wrongly la-
beled as human, while 29 were correctly classi-
fied. Similarly, in Malayalam, 79 human reviews
were correctly identified, but 21 were misclassified.
The model also correctly predicted 74 AI reviews,
though 26 were mistaken for human, highlighting
challenges in AI text detection.
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Figure 3: Confusion Matrix for Malayalam Dataset

Some errors in quantitative analysis, as reflected
in confusion matrices, stem from overlapping lin-
guistic patterns between AI-generated and human-
written text. The model struggles to differentiate
when AI text mimics human fluency or human re-
views exhibit generic phrasing, leading to misclas-
sifications.

6.2 Qualitative Error Analysis

To complement the quantitative analysis, a quali-
tative examination of the misclassified examples
was conducted. Figures 4 and 5 present a few rep-
resentative examples of predicted outputs by the
model.

Figure 4: A few examples of predicted outputs by the
proposed (DistilBERT) model for Tamil.

The qualitative analysis revealed misclassifica-
tions where AI reviews were labeled as human-
written due to colloquial language, and human
reviews were mistaken for AI-generated due to
generic phrasing. These errors highlight the need
for improved contextual differentiation and feature
extraction to reduce misclassifications.

7 Conclusion

This research explored the detection of AI-
generated product reviews in low-resource Dra-

Figure 5: Few examples of predicted outputs by the
proposed (DistilBERT) model for Malayalam

vidian languages, specifically Tamil and Malay-
alam, using machine learning, deep learning, and
transformer-based models. The study found that
traditional ML models like Logistic Regression
and SVM struggled to capture the intricate linguis-
tic features of these languages. Deep learning ap-
proaches, such as CNN-BiLSTM, improved per-
formance by better modeling text dependencies.
However, the transformer-based DistilBERT model
demonstrated the highest effectiveness, achieving
the best F1-scores for both Tamil and Malayalam
datasets. The research outcome confirms that trans-
former models demonstrate high capability when
used for text classification in languages with min-
imal resources. The next step should concentrate
on using extensive datasets as well as better fine-
tuning methods and contextual elements to enhance
the accuracy rate.

Limitations

Despite the contributions in detecting AI-generated
reviews in Tamil and Malayalam, several limita-
tions remain: (i) Pre-trained transformer models
like DistilBERT may be limited by their training
corpus, affecting their ability to capture the nuances
of these languages. (ii) The small datasets used
constrained the models’ generalization to unseen
data. (iii) Linguistic complexities, such as code-
mixing and dialect variations, present challenges
in accurate text classification.
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A Class-wise Distribution of Malayalam
Dataset

Table A.1 shows class-wise distribution of training
and test sets for the Malayalam language, including
the number of total and unique words in each cate-
gory. The dataset is divided into AI-generated and
Human-written texts, with an equal split between
training and test samples. The statistics, such as the
total words (WT ) and unique words (UW ), high-
light the lexical diversity within each class. This
information is crucial for understanding the dataset
composition and its impact on model training and
evaluation.

Classes Train Test Wt Uw

AI 400 100 5174 3138
Human 400 100 8201 4819
Total 800 200 13375 7957

Table A.1: Class-wise distribution of training and test
sets for Malayalam where WT and UW , denotes total
and unique words respectively .

B Tuned Hyperparameters

Table B.1 shows the fine-tuned hyperparameters
for AI vs. Human text classification tasks using
DistilBERT. A learning rate of 5×10−5 ensures sta-
ble convergence, while a batch size of 16 balances
memory and training stability. The model trains
for 4 epochs with a max sequence length of 256 to
capture longer texts efficiently. Cross-entropy loss

is used for classification, with AdamW as the opti-
mizer and a weight decay of 0.01 to prevent over-
fitting. Gradient accumulation steps (2) simulate
a larger batch size of 32, while 300 warmup steps
and a linear learning rate scheduler help stabilize
training. These hyperparameters were fine-tuned
to maximize accuracy while maintaining computa-
tional efficiency.

Hyperparameter Value
Learning Rate 5× 10−5

Per Device Batch Size 16
Number of Epochs 4
Max Sequence Length 256
Loss Function Cross-Entropy Loss
Optimizer AdamW
Weight Decay 0.01
Gradient Accumulation Steps 2
Warmup Steps 300
Learning Rate Scheduler Linear

Table B.1: Tuned hyperparameters used for the AI vs.
Human text classification task using DistilBERT.
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