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Abstract

Misogyny memes are a form of online con-
tent that spreads harmful and damaging ideas
about women. By combining images and
text, they often aim to mock, disrespect, or
insult women, sometimes overtly and other
times in more subtle, insidious ways. Detect-
ing Misogyny memes is crucial for fostering
safer and more respectful online communities.
While extensive research has been conducted
on high-resource languages (HRLs) like En-
glish, low-resource languages (LRLs) such as
Dravidian (e.g. Malayalam) remain largely
overlooked. The shared task on Misogyny
Meme Detection, organized as part of Dra-
vidianLangTech@NAACL 2025, provided a
platform to tackle the challenge of identifying
misogynistic content in memes, specifically in
Malayalam. We participated in the competi-
tion and adopted a multimodal approach to con-
tribute to this effort. For image analysis, we
employed a ResNet18 model to extract visual
features, while for text analysis, we utilized the
IndicBERT model. Our system achieved an
impressive F1-score of 0.87, earning us the 3rd

rank in the task.

1 Introduction

Misogynistic memes have a significant influence
as they contribute to normalizing and perpetuat-
ing harmful attitudes and behaviors (Paciello et al.,
2021). These memes use social media’s visual-
textual and viral qualities to quietly embed and
disseminate sexist beliefs, frequently making iden-
tification and intervention challenging. Detecting
misogyny in memes poses unique challenges due to
their multimodal nature. Sometimes text and image
individually exhibit no offense, but combining both
elements can convey implicit or contextual misog-
yny, making the meme offensive when taken as a
whole (Chen et al., 2024; Gasparini et al., 2022).
While substantial research has been conducted on
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misogyny detection in high-resource languages like
English (Fersini et al., 2022), low-resource lan-
guages, particularly Dravidian languages such as
Malayalam, remain underexplored. Malayalam, a
Dravidian language spoken predominantly in the
Indian state of Kerala, faces a growing issue of
misogynistic memes on digital platforms, highlight-
ing the need for targeted research.

Misogynistic memes in Malayalam often present
additional challenges due to linguistic nuances,
transliterated text (Malayalam written in English
script), and the interplay of regional cultural refer-
ences. The issue is made worse by the dearth of ex-
tensively annotated datasets in Malayalam, which
makes it more difficult to create reliable detection
methods. As participants in this shared task, our
work makes the following notable contributions:

• Proposed a transformer-based approach to
classify Malayalam misogynistic memes as
Misogynistic (Miso) or Non-misogynistic
(NMiso).

• Experimented with several DL, transformer-
based models to extract visual and textual fea-
tures and employed late fusion to combine
features from both modalities to detect misog-
ynistic memes.

2 Related Work

Shushkevich and Cardiff (2018) analyzed tweets
from Twitter for the Automatic Misogyny Identifi-
cation (AMI) task at EVALITA 2018 and achieved
an F1 score of 0.78 using Logistic Regression
(LR) Devi and Saharia (2021) focused on misogyny
detection in English, classifying texts as misog-
ynous or not. They achieved 93.43(%) accu-
racy using a Bi-LSTM model. Goenaga et al.
(2018) was part of the AMI-IberEval 2018 competi-
tion, identifying misogyny in English and Spanish
tweets. They used a Bi-LSTM with CRF, achiev-
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ing 78.9(%) accuracy for English and 76.8(%) ac-
curacy for Spanish. Srivastava (2022) participated
in SemEval-2022 Task 5, specifically SubTask-A,
which focused on identifying whether a meme con-
tained misogyny. Using the ResNet-50nsfw model,
they achieved a notable 7th-place ranking with an
F1 score of 0.759. Rizzi et al. (2023) focused
on misogyny detection in memes using unimodal
and multimodal approaches, achieving an overall
accuracy of 61.43(%). Their method incorporated
a bias mitigation strategy based on Bayesian Op-
timization to improve model performance. Chini-
var et al. (2024) tackled misogynistic meme detec-
tion using multimodal models on a benchmarked
dataset. Their approach combined XLM-R for text
and Swin for images, resulting in an F1 score of
0.7607. Singh et al. (2024) performed binary and
multi-label classification of misogynistic memes.
Their top-performing model, BiT (image) + MuRIL
(text), for binary classification, achieved a high F1
score of 0.7319.The task described in Arango et al.
(2022) involved identifying misogynous memes
for the Multimedia Automatic Misogyny Identifi-
cation (MAMI) task at SemEval-2022. Using a
multimodal system based on the CLIP model, they
achieved an F1 score of 71(%). Raha et al. (2022)
addressed misogyny detection in memes as a binary
classification task. Their best-performing models,
VisualBERT and ViLBERT, attained an F1 score
of 0.712. Using the MAMI task dataset, Ravagli
and Vaiani (2022) worked on identifying misogy-
nistic memes for SemEval-2022 Task 5 (MAMI).
They combined Mask R-CNN for image process-
ing and VisualBERT for multimodal processing.
The VisualBERT (COCO) model achieved an F1
score of 0.670. Chen and Pan (2022) conducted
hateful meme detection through text and image
analysis. Their approach used OSCAR+RF, inte-
grating the OSCAR Vision-Language Pre-Training
Model with a Random Forest classifier, achieving
an accuracy of 0.684.

3 Task and Dataset Description

In this shared task, the focus is on misogyny meme
detection in Malayalam language. The task in-
volves classifying memes as Misogynistic (labeled
as 1) or Non-misogynistic (labeled as 0) in the
Malayalam language. The dataset (Ponnusamy
et al., 2024; Chakravarthi et al., 2024, 2025) pro-
vided by the organizers is sourced from various
social media platforms.

Table1 depicts the statistical distribution of data.
The training dataset contains a total of 640 samples,
with 259 labeled as misogynistic and 381 as non-
misogynistic. The validation dataset consists of
160 samples, including 63 misogynistic and 97 non-
misogynistic samples. Out of the 200 samples in
the test dataset, 78 are classified as misogynistic
and 122 as non-misogynistic.

Classes Train Valid Test TW
Mis 259 63 78 6398
NMiso 381 97 122 11004
Total 640 160 200 17402

Table 1: Dataset Statistics for Train, Validation, and
Test Sets. (TW denotes total words)

The dataset is provided in the form of an image
with an associated transcription. We utilized im-
age, text and multimodal (text + image) features to
address this task. The implementation of our pro-
posed approach has been made publicly available,
and the source code can be accessed on GitHub1.

4 Methodology

Before adopting a multimodal approach, we have
focused on exploiting the visual aspects of memes
by developing several CNN architectures and a Vi-
sion Transformer. For the textual aspects, we have
implemented Text-CNN, Malayalam BERT, and
IndicBERT. Finally, the visual and textual features
are combined using fusion techniques to enhance
the model’s performance in detecting misogynis-
tic content.Figure 1 depicts a schematic process in
detecting fake news, illustrating each major phase.

Figure 1: Schematic process of misogyny meme detec-
tion.

1https://github.com/DolaChakraborty12/
Misogyny_Meme_Detection
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4.1 Data Pre-processing
In the preprocessing step, unwanted symbols and
punctuation were removed from the text. The text
was then tokenized using a pre-trained BERT to-
kenizer, which converted the words into unique
numerical representations. The sequences were
padded to a fixed length of 128 tokens to ensure
consistent input size across all samples. The im-
ages were resized to a fixed size of 224x224 pixels.
In RGB format, the images were transformed to a
size of (224x224x3). Each image was then normal-
ized by scaling the pixel values to a range between
0 and 1. Additionally, image transformations were
applied, including resizing, normalization, and con-
version to tensors to prepare the data for input into
the CNN model.

4.2 Visual Approach
For visual elements, several CNN-based architec-
tures and transformer-based models were evalu-
ated, such as Vision Transformer (ViT), VGG16,
and a Convolutional Neural Network (CNN). The
ViT was fine-tuned with a learning rate of 1e-5,
batch size of 16, and 15 epochs, using AdamW opti-
mizer and Binary Cross-Entropy loss. The VGG16
model was modified with custom layers and trained
with a learning rate of 1e-5, batch size of 16, and
100 epochs, using categorical cross-entropy loss.
Lastly, the CNN model, trained with a learning rate
of 5e-5, batch size of 16, and 100 epochs, using
categorical cross-entropy loss.

4.3 Textual Approach
In the textual approach, we used BiLSTM,
TextCNN, LSTM + CNN, and Malayalam BERT.

• BiLSTM: Input text was tokenized using Ten-
sorFlow Keras (maximum vocabulary size:
10,000, input length: 100) and passed through
an embedding layer (128-dimensional). It was
then processed by a bidirectional LSTM layer
with dropout rates of 0.8 and 0.5, followed by
a dense layer with ReLU activation and L2 reg-
ularization (0.01). The model was trained us-
ing the Adam optimizer, binary cross-entropy
loss, and balanced class weights, with a batch
size of 16 for 10 epochs.

• Malayalam BERT: The model was fine-
tuned using the Adam optimizer and binary
cross-entropy loss with a batch size of 16 for
10 epochs, using a learning rate of 2e-5 and a
weight decay of 0.01 to prevent overfitting.

• Text-CNN: Input text was first passed through
an embedding layer (100-dimensional), fol-
lowed by a convolutional layer with 128 filters
and a kernel size of 5. The output was then
processed by a max pooling layer, followed
by a fully connected layer with 128 units and
ReLU activation, and finally passed through
a dropout layer (0.5) before the output layer.
The model was trained using the Adam op-
timizer and binary cross-entropy loss with a
batch size of 32 for 100 epochs.

• LSTM+CNN: Input text was first processed
by an embedding layer and then passed
through a bidirectional LSTM layer with 128
units. The output was then fed into a convolu-
tional layer, followed by a max pooling layer.
Finally, the processed features were passed
through fully connected layers before the out-
put layer. The model was trained using the
Adam optimizer and binary cross-entropy loss
with a batch size of 32 for 15 epochs.

4.4 Multimodal Approach

For visual feature extraction, multiple pretrained
models, including Vision Transformer (ViT), CLIP,
and ResNet-18 were utilized due to their strong
performance in capturing diverse image features,
ViT excels in global context understanding, CLIP
aligns visual and textual features, and ResNet-18
excels in robust, hierarchical feature extraction.
ViT processed the images by resizing them to
224x224 pixels and generating representations us-
ing a sequence-based transformer approach. CLIP
and ResNet-18 were employed with batch sizes of
16 and learning rates set to 1e-5 and 2e-5 respec-
tively, to extract additional visual and contextual
features. The resulting image embeddings were
passed through fully connected layers to reduce
dimensionality and align with textual features for
multimodal fusion.

For textual feature extraction, the system im-
plemented advanced language models like Malay-
alam BERT and IndicBERT. These models are pre-
trained on large corpora of Dravidian languages, en-
abling them to capture language-specific syntactic
and semantic features essential for accurately un-
derstanding the nuanced textual content in Malay-
alam memes. Malayalam BERT, fine-tuned for
Malayalam text, was used to handle transliterated
and native Malayalam text effectively. IndicBERT,
being a multilingual model, was also implemented
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for handling Malayalam effectively. Text inputs
were tokenized, where sequences were padded or
truncated to a fixed length, and embeddings were
extracted from the model’s output. The extracted
embeddings were then passed through fully con-
nected layers to transform them into a compact
feature vector.

The outputs of both the visual and textual mod-
els were concatenated at a multimodal fusion layer.
This integration of visual and textual features en-
sured that both modalities contribute effectively
to the final prediction. A fully connected classifi-
cation layer with a sigmoid activation was added
after the fusion layer to produce the final binary
prediction.

Training was conducted end-to-end with the bi-
nary cross-entropy loss function and the Adam op-
timizer, with a learning rate of 2e-5, a maximum
sequence length of 128, and a batch size of 16. Ta-
ble 2 demonstrates the hyperparameters of the best
performed model(ResNet and Malayalam BERT).

Hyperparameter Value
Optimizer AdamW
Learning Rate 2e-5
Batch Size 16
Max Length 128
Epochs 5

Table 2: Hyperparameter setup

5 Results and Analysis

Table 3 illustrates the performance of the various
deep learning (DL) and transformer-based models
employed on the test dataset across different ap-
proaches. The multimodal approach outperformed
both visual and textual approaches. In the visual ap-
proach, the Vision Transformer (ViT) outperformed
deep learning models, achieving an F1-score of
0.79. Malayalam BERT outperformed the other
models in the textual method. Finally, in the multi-
modal approach, the fusion of ResNet (for visual
features) and Malayalam BERT (for textual fea-
tures) provided the best result, achieving a macro
F1-score of 0.86.

6 Error Analysis

A detailed error analysis of the best-performed
model is executed using quantitative and qualitative
approaches.

Approach Classifier P R F1
ViT 0.98 0.56 0.79

Visual VGG16 0.77 0.67 0.68
CNN 0.58 0.51 0.54

BiLSTM 0.73 0.72 0.72
Textual Malayalam BERT 0.41 0.80 0.54

CNN 0.59 0.85 0.71
LSTM + CNN 0.62 0.69 0.71

ResNet18 + Malayalam BERT 0.82 0.82 0.82
ResNet18 + IndicBERT 0.87 0.88 0.87

Multimodal ViT + Malayalam BERT 0.88 0.79 0.81
ViT + IndicBERT 0.86 0.86 0.86

CLIP + Malayalam BERT 0.88 0.83 0.85

Table 3: Performance of various DL and Transformer-
based models on the test set. P (Precision), R (Recall),
F1 (macro F1-score).

Quantitative Analysis: Figure 2 presents the
confusion matrix of the best-performing multi-
modal model, ResNet18 + IndicBERT. A detailed
error analysis of the fine-tuned multimodal model
is performed based on the confusion matrix. It
is evident from the confusion matrix that, out of
200 samples, 176 are correctly predicted. The
model misclassifies 11 misogynistic samples as
non-misogynistic and 13 non-misogynistic samples
as misogynistic.

Figure 2: Confusion matrix of the best-performed model
(ResNet18 + IndicBERT).

Qualitative Analysis: A comparison of actual
labels and predicted labels for a particular tran-
scription is illustrated in Figure 3. The first two
samples are incorrectly predicted as misogynistic,
even though they are non-misogynistic. However,
the next two samples are predicted correctly as their
actual labels.

The misclassifications observed in the results
can be attributed to the challenges inherent in mul-
timodal fusion, where both image and text features
are integrated. While the fusion of deep learning-
based image features (extracted via ResNet18) and
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Figure 3: Some predicted outputs by (ResNet18 + In-
dicBERT).

transformer-based text features (from IndicBERT)
enables the model to leverage complementary in-
formation, it may also introduce certain ambigui-
ties. The concatenation of these two distinct feature
types can sometimes lead to confusion in classifi-
cation, as the model must balance the influence of
both modalities. The model often struggles with
sarcastic statements where the textual content ap-
pears non-misogynistic but carries misogynistic un-
dertones when paired with the image. The model
fails to capture such implicit misogyny, leading to
misclassification. Some memes contain misleading
or ambiguous text, cultural references, slang, and
region-specific humor, particularly in Malayalam,
where proverbs or idiomatic expressions may have
context-dependent misogynistic intent, challenging
the model’s classification.

7 Conclusion

This work explored the effectiveness of various DL
and transformer-based models for misogyny meme
detection in Malayalam. Different modalities, in-
cluding textual, visual, and multimodal approaches,
are systematically evaluated. ViT achieved the
highest F1 score among the visual models, demon-
strating its ability to capture complex visual pat-
terns. BiLSTM outperformed other models for the

textual modality, showcasing its strength in han-
dling sequential data. However, the best overall
performance is achieved through a multimodal ap-
proach that combined ResNet18 and IndicBERT,
resulting in the highest F1 score of 0.87. This result
highlights the significance of integrating comple-
mentary features from textual and visual modali-
ties for addressing challenging tasks like misogyny
meme detection. Future work can enhance this task
by incorporating larger datasets to improve model
robustness, reduce bias, and enhance generaliza-
tion by exposing the model to a diverse range of
misogynistic and non-misogynistic memes. Ad-
ditionally, exploring single transformer-based ap-
proaches for multimodal learning and investigating
large language models can improve performance.
While this study focuses on Malayalam memes,
our results suggest that IndicBERT outperforms
language-specific models like MalayalamBERT,
highlighting its potential for cross-lingual effec-
tiveness in other Dravidian languages.

Limitations

The current model posses several weaknesses. A
few of them are illustrating in the following:

• Combining ResNet18 and IndicBERT fea-
tures can introduce confusion, leading to mis-
classifications.

• The small dataset may hinder the model’s abil-
ity to capture nuanced patterns and generalize
effectively.
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