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Abstract

This study focuses on developing a solution
for detecting abusive texts on social media
against women in Tamil and Malayalam, two
low-resource Dravidian languages in South In-
dia. As the usage of social media for commu-
nication and idea sharing has increased signifi-
cantly, these platforms are being used to target
and victimize women. Hence an automated so-
Iution becomes necessary to screen the huge
volume of content generated. This work is part
of the shared Task on Abusive Tamil and Malay-
alam Text targeting Women on Social Media
DravidianLangTech@NAACL 2025. The ap-
proach used to tackle this problem involves
utilizing LLM based techniques for classify-
ing abusive text. The Macro Average F1-Score
for the Tamil BERT model was 0.76 securing
the 11th position, while the Malayalam BERT
model for Malayalam obtained a score of 0.30
and secured the 33rd rank. The proposed so-
lution can be extended further to incorporate
other regional languages as well based on simi-
lar techniques.

1 Introduction

Social media has become an indispensable as-
pect of our daily lives and has enabled us to re-
motely communicate with the entire world. It is
increasingly involved in delivering important infor-
mation that shapes people’s thoughts and ideolo-
gies. However such platforms are easily misused
to disseminate abusive content, especially against
women. Due to societal biases and gender inequal-
ity, women are frequently the target of hateful and
demeaning comments that aim to harass or threaten
them. Misogyny is the most prevalent form of
online hate across all the platforms and about two-
thirds of all hateful posts targeted at women were
found to be harassment [European Union Agency
for Fundamental Rights, 2023]. Such derogatory
comments have a severe emotional and psychologi-
cal impact. Hence it becomes important to ensure
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that content in such platforms are regulated to avoid
biased and harmful content.

With several million videos and comments
posted every day, the task of manually classify-
ing abusive comments becomes nearly impossible.
To address this challenge, an online content mod-
eration system is essential. Several solutions have
been proposed for content moderation using ma-
chine learning-based techniques. However, there
are limited solutions available for low-resource lan-
guages.

The objective of this shared task is to identify
abusive comments directed at women in YouTube
comments, specifically in Tamil, a language spoken
across several parts of Southeast Asia, and Malay-
alam, which is spoken in certain regions of South
India.

2 Related works

Platforms that are faced with the prospect of mod-
erating content face two primary challenges: (1)
enforcing policies at scale; (2) ensuring that poli-
cies are applied consistently [Schaffner et al., 2024].
A model based approach ensures that policies for
moderation of abusive comments against women
can be applied at scale.

Tradtional ML based approaches have been
widely used for similar use cases. SVM based
models are reliable and have achieved good per-
formance in the sentiment classification of har-
rassments toward women based on Twitter data
[Mustapha et al., 2024]. Logistic regression is
also commonly used for hatte speech detection in
tweets, and the model has achieved high precision,
recall, and F1-score for both classes, demonstrating
its effectiveness in predicting same [Rathod et al.,
2023].

Deep learning approaches that utilize neural net-
works are becoming increasingly popular alterna-
tives to traditional machine learning techniques as
they have the ability to efficiently pick up com-
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plicated attributes and context details and a CNN-
BiLLSTM based approach is proposed by [Vetagiri
et al., 2024].

LLM-based approaches, when combined with
carefully designed reasoning prompts, can effec-
tively capture the nuanced context of hate speech.
By leveraging the extensive knowledge base and
contextual understanding of large language models,
these methods can accurately identify implicit bi-
ases, linguistic subtleties, and evolving patterns of
hate speech, significantly outperforming traditional
detection techniques [Guo et al., 2024].

3 Dataset Description

The dataset [Priyadharshini et al., 2023] [Priyad-
harshini et al., 2022] provided for this task [Raji-
akodi et al., 2025] comprises comments from vari-
ous YouTube videos scraped from the internet.

The data was chosen to ensure that they con-
tained controversial and sensitive topics where
gender-based abuse is prevalent. It also contains
sentences that reflect the colloquial terms that are
commonly used in a derogatory manner.

The dataset has two classes, namely abusive and
non-abusive comments. The distribution of data
points across the two classes is visualized in figure
1 and figure 2. It can be concluded from the figures
that both the datasets are balanced.
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Figure 1: Dataset Description - Distribution of abusive
and non-abusive comments in Tamil

4 Methodology

4.1 Data Pre-processing

The corpus consists of text that has undergone an
initial preprocessing phase to ensure a cleaner and
more structured dataset. In addition to these basic
preprocessing steps, further refinement techniques
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Figure 2: Dataset Description - Distribution of abusive
and non-abusive comments in Malayalam

were applied to enhance the text quality. Specif-
ically, special symbols, unnecessary punctuation
marks, and non-linguistic characters were system-
atically removed to eliminate noise while preserv-
ing the integrity of the original content. However,
stopword removal was intentionally avoided to re-
tain essential linguistic information, ensuring that
key contextual and syntactic elements remain in-
tact. This decision was made to prevent the loss
of critical words that contribute to sentence struc-
ture, meaning, and semantic coherence, particu-
larly in tasks where stopwords play a crucial role in
preserving grammatical correctness and contextual
nuances.

4.2 Text Tokenization

Tokens are the smallest individual unit of text that
represent a meaningful segment of language. To-
kenization is done to preprocess textual data by
converting raw text into tokenized representations
suitable for input into a machine learning or deep
learning model. Tokenization was performed on
both the datasets using the pre-trained tokenizers
of Tamil BERT and Malayalam MBERT [Joshi,
2022].

4.3 Proposed Model

After pre-processing and tokenization, the datasets
were randomly split into training and testing data
to measure the model’s performance. Here 80% of
the dataset is considered for training and 20% of
the dataset is considered for testing. The models
were trained on the dataset and their accuracies
were calculated using the test set.

Hyper-parameters that were used for training the
LLM models are as follows:

* Learning Rate : During training, the learn-
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ing rate is a hyperparameter that modifies the
model’s weights and regulates the step size at
each iteration. This was set to 2e-5.

* Per device Train Batch Size : The amount
of training examples handled on each device
(such as a GPU) every training step is deter-
mined by the per_device_train_batch_size pa-
rameter. This was set to 16.

* Per device Train Batch Size : To avoid over-
fitting, weight decay is a regularization strat-
egy that applies a penalty to the model’s loss
function according to the magnitude of the
weights. This was set to 0.01.

It was observed that most multilingual models ex-
hibited overfitting, as their training errors were sig-
nificantly lower than their testing errors. Conse-
quently, monolingual BERT models for Tamil and
Malayalam were explored, yielding promising re-
sults.

To mitigate overfitting, the early stopping tech-
nique was used. Early stopping is a widely used
technique to prevent overfitting during model train-
ing by monitoring the model’s performance on a
validation dataset. As training advances, the model
often increases its performance on both training
and validation data sets. However, at some point,
the model may begin to memorize the training data
rather than learning generalizable patterns. As a
result, the validation loss begins to increase while
the training loss continues to drop, indicating over-
fitting.

5 Result and Analysis

Several other models were explored and their train-
ing accuracies are highlighted in tables 1 and 2.
The monolingual BERT models for Tamil and
Malayalam were trained on the dataset of Youtube
comments and their results are summarised in ta-
ble 3. The models for the two languages ranked
11th and 33rd on the leaderboard in their respective
subtasks.

The initial model chosen for experimentation
was Multilingual-BERT (mBERT), a transformer-
based model designed to handle multiple languages.
However, its performance was found to be subopti-
mal when compared to the language-specific BERT
models. Although useful for cross-lingual tasks,
mBERT’s multilingualism seems to limit its capac-
ity to accurately represent the complex language

Model Training Accuracies
SVM 0.67
Logistic Regression 0.65
ai4bharat indic BERT 0.68
MBERT 0.73
MuRIL 0.74

Table 1: Training Accuracies of the models explored for
Tamil

Model Training Accuracies
SVM 0.63
Logistic Regression 0.62
MBERT 0.69
BERT-base 0.68

Table 2: Training Accuracies of the models explored for
Malayalam

subtleties and contextual connections of Malay-
alam and Tamil. The accuracies of several other
multilingual models explored for Tamil and Malay-
alam are highlighted in tables 1 and 2.

Tasks requiring a thorough comprehension of lin-
guistic subtleties can be more effectively performed
by language-specific BERT models, especially in
languages with intricate morphology, grammatical
gender distinctions, and culturally distinctive ex-
pressions. Since these models are only trained on
one language, they are better able to catch contex-
tual dependencies, idiomatic usage, and complex
patterns that are frequently missed by multilingual
BERT models.

By focusing solely on one language, monolin-
gual BERT models can leverage a more compre-
hensive and fine-grained representation of linguis-
tic patterns, leading to improved performance in
context-sensitive NLP applications such as hate
speech detection, machine translation, and named
entity recognition.

Language-Specific BERT Models have the abil-
ity to handle context dependent misogynistic and
abusive text. BERT’s bidirectional attention mecha-
nism helps analyze the surrounding context to infer
the true intent of a sentence. The ability of BERT
models to perform subword tokenization also helps

Language Macro F1-Scores
Tamil 0.76
Malayalam 0.30

Table 3: Final results
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capture variations in word forms that may indicate
that the text is abusive.

Reasons for the poor performance of the Malay-
alam BERT model could be due to overfitting on
training data and due to a the requirement of addi-
tional layers on top of BERT as BERT embeddings
are rich but may need additional layers to learn
task-specific patterns.

6 Conclusion

Language-specific BERT models have proven to
be highly effective in addressing tasks that require
a deep understanding of linguistic nuances, partic-
ularly those related to gender, cultural context, and
local expressions. These models are fine-tuned on
data from a single language, allowing them to cap-
ture language-specific syntactic structures, seman-
tic meanings, and idiomatic expressions that are
often deeply intertwined with gender distinctions
and subtle social dynamics within the language.

Language-specific models not only excel at gen-
der bias detection but also in tasks that involve un-
derstanding cultural connotations, societal norms,
and emotional tones in language. This capability
is crucial in fields such as sentiment analysis, hate
speech detection, and abusive language classifica-
tion, where contextual meaning plays a significant
role.

7 Future Improvements

This work can be expanded in the future by ap-
plying similar methodologies and models to other
regional languages, enabling a more inclusive and
diverse set of language resources. Additionally,
leveraging advanced fine-tuning techniques, such
as adversarial training, semi-supervised learning, or
few-shot learning, can further enhance the model’s
ability to adapt to different linguistic nuances, han-
dle domain-specific data, and generalize better to
unseen or out-of-distribution test data.

The performance of the Malayalam BERT model
can be further improved by using techniques like
data synthesis or text augmentation which can help
improve language coverage. Advanced techniques
for tokenization can also be utilized to help the
model handle complex linguistic structures effi-
ciently.

8 Limitations

The methodology used in this work can be extended
to several low-resource languages, making it adapt-

able for a wider range of linguistic contexts. How-
ever, since language-specific BERT models were
utilized, this approach is limited to languages that
have a dedicated pre-trained BERT model avail-
able. Many low-resource languages lack such mod-
els due to insufficient training data, which restricts
the scalability of this methodology. In such cases,
exploring multilingual models is a suitable option.

9 Ethical Considerations

This research adheres to the ethical guidelines out-
lined in the ACL Publication Ethics Policy. Efforts
were made to ensure that the dataset used in this
study respects data privacy, and no personally iden-
tifiable information was included. The system is in-
tended to assist humans in responsibly moderating
the use of social media and to contribute positively
to online safety in real-world applications.
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