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Abstract

Sentiment analysis in Natural Language Pro-
cessing (NLP) aims to categorize opinions in
text. In the political domain, understanding
public sentiment is crucial for influencing poli-
cymaking. Social media platforms like X (Twit-
ter) provide abundant sources of real-time po-
litical discourse. This study focuses on po-
litical multiclass sentiment analysis of Tamil
comments from X, classifying sentiments into
seven categories: substantiated, sarcastic, opin-
ionated, positive, negative, neutral, and none of
the above. A number of traditional machine
learning such as Complement Naive Bayes,
Voting Classifier (an ensemble of Decision
Tree, SVM, Naive Bayes, K-Nearest Neigh-
bors, and Logistic Regression) and deep learn-
ing models such as LSTM, deBERTa, and a
hybrid approach combining deBERTa embed-
dings with an LSTM layer are implemented.
The proposed ensemble-based voting classifier
achieved best performance among all imple-
mented models with an accuracy of 0.3750, pre-
cision of 0.3387, recall of 0.3250, and macro-
F1-score of 0.3227.

1 Introduction

Sentiment analysis, a key task in Natural Language
Processing (NLP), involves categorizing opinions
in text (Kumar et al., 2020; Mishra et al., 2021).
In the political domain, understanding public senti-
ment is crucial for policymaking. Social media plat-
forms like X (formerly Twitter) provide real-time
political discourse, but analyzing sentiments, par-
ticularly in code-mixed languages, presents unique
challenges (Kumar et al., 2021, 2023; Kumari and
Kumar, 2021). Code-mixing (Bokamba, 1988),
common in multilingual communities, involves
switching between languages in a single text. In
India, users often blend English with regional lan-
guages like Tamil, creating challenges for senti-
ment analysis. Tamil, with its rich literary heritage,

is frequently written in Roman script on social me-
dia, resulting in code-mixed content that compli-
cates NLP tasks.

(Thavareesan and Mahesan, 2021) applied K-
Means and KNN for sentiment analysis in Tamil
texts. (Shanmugavadivel et al., 2022) evaluated
machine learning models for sentiment classifica-
tion in Tamil code-mixed tweets. (Anbukkarasi
and Varadhaganapathy, 2020) explored deep neural
networks, particularly DBLSTM, highlighting their
ability to capture complex linguistic patterns.

A shared task on political multiclass sentiment
analysis of Tamil social media posts was intro-
duced during the DravidianLangTech@NAACL
2025 workshop (Durairaj et al., 2025). This task
involved categorizing sentiments into seven cate-
gories: opinionated, sarcastic, substantiated, posi-
tive, negative, neutral, and none of the above. There
are several deep learning models like LSTM, de-
BERTa, and a hybrid approach that combines de-
BERTa embeddings with an LSTM layer, as well
as several traditional machine learning models like
Complement Naive Bayes, Voting Classifier (an
ensemble of Decision Tree, SVM, Naive Bayes,
K-Nearest Neighbours, and Logistic Regression),
and others are implemented.

The rest of the paper is summarized as follows:
Section 2 introduces the dataset, Section 3 explains
the proposed model, and the outcome of the pro-
posed model is listed in Section 4, the discussion
of findings and conclusion are listed in Section 5,
limitations of proposed model and future directions
are listed in Section 6.

2 Data Description

The dataset used for this analysis is provided by the
DravidianLangTech@NAACL 2025 shared task1,
which focuses on political sentiment analysis in

1https://codalab.lisn.upsaclay.fr/
competitions/20702#learn_the_details-overview
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Tamil. It consists of a collection of Tamil-language
tweets gathered from X, capturing a broad spec-
trum of political discussions. Each tweet is anno-
tated with one of the seven sentiment categories: (i)
substantiated, (ii) sarcastic, (iii) opinionated, (iv)
positive, (v) negative, (vi) neutral, and (vii) none
of the above. The overall distribution of the dataset
is listed in Table 1.

Table 1: Distribution of Labels in Training and Valida-
tion Sets

Label Training Validation
Opinionated 1,361 153
Sarcastic 790 115
Neutral 637 84
Positive 575 69
Substantiated 412 52
Negative 406 51
None of the above 171 20
Total 3,352 544

3 Methodology

To tackle class imbalance issue, we used Synthetic
Minority Over-sampling Technique (SMOTE)
(Chawla et al., 2002) on our train dataset. Specif-
ically, this method essentially generate artificial
samples from linear combinations of two or more
minority classes examples so that we can again
have a more balanced sample.
Five different models were developed to iden-
tify hate or offensive contents in Dravidian posts;
(i) Complement Naive Bayes, (ii) Voting Classi-
fier, (iii) Long-Short Term-Memory (LSTM) , (iv)
Transfer learning-based model, and (v) Hybrid
model. In this section, we explain the working
of each model in detail.

3.1 Complement Naive Bayes

We use the Complement Naive Bayes (Seref and
Bostanci, 2019) (CNB) algorithm for text classifi-
cation, ideal for imbalanced datasets as it adjusts
weights using the complement of each class to re-
duce sensitivity to imbalances. Text data is prepro-
cessed using Count Vectorizer, which converts text
into a matrix of token counts representing word
frequencies, serving as input for the classifier.

3.2 Voting Classifier

We use a Voting (Kuncheva and Rodríguez, 2014)
Classifier with Decision Tree (Song and Ying,

2015), SVM (Jakkula, 2006), Multinomial Naive
Bayes (Kibriya et al., 2005), K-Nearest Neighbors
(Guo et al., 2003), and Logistic Regression (De-
Maris, 1995). Soft voting (Cao et al., 2015) com-
bines the predicted probabilities from each model
for a balanced consensus. Text data is preprocessed
using Count Vectorizer, which converts text into a
matrix of token counts for training the ensemble.

3.3 Deep Learning Model

We built an LSTM (Aston Zhang, 2020) based
model for text classification with two stacked
(Wang et al., 2018) LSTM layers (64 and 32 units),
dropout layers for regularization, and a softmax
output for 7-class prediction. Text preprocessing
included IndicNLP (Kunchukuttan) for tokeniza-
tion and normalization, followed by padding for
uniform input length.

3.4 Transfer Learning Model

We utilized a transfer learning approach with
the DeBERTa (He et al., 2020) V3 base multi-
lingual model for text classification into 7 cat-
egories. We use a DeBERTa model since its
disentangled attention mechanism and absolute
position embeddings yield better contextual em-
beddings and superior performance than tradi-
tional BERT-based models with common pool-
ing methods especially in low-resource multilin-
gual settings. The preprocessor was configured
using DebertaV3TextClassifierPreprocessor with
a sequence length of 64 and waterfall truncation
then preprocessed input was fed into the Deber-
taV3TextClassifier, utilizing pre-trained embed-
dings for efficient predictions.

3.5 Hybrid Model

We use a hybrid model that combines DeBERTa V3
with LSTM (Rai et al., 2022) to utilize their com-
plementary strengths. DeBERTa generates contex-
tual embeddings, while LSTM captures sequential
dependencies, enhancing performance for text clas-
sification tasks.
The input text is preprocessed using the DeBERTa
preprocessor, which tokenizes and prepares data
for the transformer. The DeBERTa V3 model out-
puts embeddings with a shape of batch_size, se-
quence_length, embedding_dim i.e.(32, 64, 768),
which are fed into an LSTM layer. The first LSTM
layer, with 128 units and second LSTM layer with
64 units. Finally, a dense classification layer with 7
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Figure 1: Confusion Matrix for Naive Bayes classifier
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Figure 2: Confusion Matrix for DeBERTa model

units applies a softmax activation to produce class
probabilities for predictions.

4 Result

This section has the results of the five models eval-
uated using accuracy, precision, recall, and macro-
F1-scores (Opitz and Burst, 2019). The results of
different machine learning and deep learning mod-
els can be seen in Table 2. As can be seen in Table
2, the Voting Classifier outperforms the other mod-
els with an accuracy of 0.3750, precision of 0.3387,
recall of 0.3250 and an macro-F1-score of 0.3227.
The Naive Bayes classifier shown good efficiency
for text classification with an accuracy of 0.3382,
precision of 0.3367, recall of 0.2962, and macro-
F1-score of 0.3059. Similar results were obtained
by the hybrid model (DeBERTa + LSTM), which
benefited from both contextual and sequential learn-
ing, with an accuracy of 0.3162, precision of
0.3143, recall of 0.2997, and macro-F1-score of
0.3026.
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Figure 3: Confusion Matrix for Voting Classifier
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Figure 5: Confusion Matrix for Hybrid Model (De-
BERTa with LSTM).
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Table 2: Performance comparison of different models.

Model Accuracy Precision Recall macro-F1-score
Naive Bayes 0.3382 0.3367 0.2962 0.3059
Voting Classifier 0.3750 0.3387 0.3250 0.3227
2-layer LSTM 0.2868 0.3252 0.2803 0.2964
DeBERTa_v3 0.2610 0.0761 0.1499 0.0986
DeBERTa Embeddings + LSTM layer 0.3162 0.3143 0.2997 0.3026

The 2-layer LSTM model showed moderate results,
with an accuracy of 0.2868, precision of 0.3252, re-
call of 0.2803, and macro-F1-score of 0.2964. The
DeBERTa v3 model had the lowest metrics, with an
accuracy of 0.2610, precision of 0.0761, recall of
0.1499, and macro-F1-score of 0.0986, indicating
that pre-trained embeddings alone might not fully
capture the task’s nuances. Overall, ensemble and
hybrid models, like the Voting Classifier and De-
BERTa embedding with LSTM, performed better
compared with other implemented models.

5 Discussion and Conclusion

The confusion matrix (Heydarian et al., 2022) for
Naive Bayes shows some misclassification (see Fig-
ure 1), particularly for Opinionated, Sarcastic, and
Neutral classes. The Transfer Learning Model (De-
BERTa) exhibits a high degree of misclassification
(see Figure 2), especially for classes Opinionated,
Sarcastic, and Neutral. The confusion matrix (see
Figure 3) for the Voting Classifier shows a good
balance of correct predictions and minimal misclas-
sifications. The Deep Learning (2 stacked LSTM
Layers) (see Figure 4) and Hybrid (DeBERTa em-
bedding with LSTM) (see Figure 5) models show
moderate performance with some misclassifica-
tions. The Hybrid model appears to have slightly
better performance than the LSTM based on the
confusion matrix.
The Voting Classifier performs best with the high-
est accuracy, precision, and recall. Naive Bayes and
deBERTa show weaker results, while the LSTM
and Hybrid models perform moderately. Overall,
ensemble methods like the Voting Classifier are
most effective for political sentiment analysis in
Tamil tweets.

6 Limitations and Future Work

Since the oversampling of SMOTE might affect a
model, class imbalance, continues to remain a chal-
lenge, as SMOTE generates synthetic samples alike
to the real-world scenario but does not necessarily

denote the complexities of natural language. As a
result, the dataset is large and domain-specific, and
providing additional annotated samples for domi-
nant classes in particular can enhance the robust-
ness of the dataset. Finally, real-time deployment
of DeBERTa incurs considerable computational
costs given its transformer architecture, so future
work may explore lower-cost architectures or dis-
tillation (Gou et al., 2021) approaches.
In order to overcome these limitations, we intend
to extend the dataset, investigate multimodal ap-
proaches in addition to text, further fine-tune model
efficiency, and evaluate domain transfer over vari-
ous Tamil dialects along with variations in political
discourse.

The code for the proposed framework is
available at:
https://github.com/abhay-43/Deep-Learning-
Approach-for-Analyzing-Sentiment-in-Tamil-
Social-Media-Posts.git
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