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Abstract
Detecting AI-generated reviews is crucial for
maintaining the authenticity of online feed-
back in low-resource languages like Tamil and
Malayalam. We propose a transfer learning-
based approach using embeddings from XLM-
RoBERTa, IndicBERT, mT5, and Sentence-
BERT, validated with five-fold cross-validation
via XGBoost. These embeddings are used to
train deep neural networks (DNNs), refined
through a weighted ensemble model. Our
method achieves 90% f1-score for Malayalam
and 73% for Tamil, demonstrating the effec-
tiveness of transfer learning and ensembling
for review detection. The source code is pub-
licly available to support further research and
improve online review systems in multilingual
settings.

1 Introduction

As artificial intelligence technologies become in-
creasingly sophisticated, the proliferation of AI-
generated reviews presents a growing threat to the
integrity of online consumer feedback systems. Re-
cent studies have revealed that a significant portion
of reviews in sectors such as home services, legal,
and medical fields are likely fraudulent, with many
confirmed as AI-generated (Karaş, 2024; Thilaga-
vathi et al., 2024). These fake reviews undermine
consumer trust, create unfair competition, and pose
significant challenges for e-commerce platforms
and consumers alike. The rapid production of con-
vincing fake reviews threatens the foundational
trust mechanism of online marketplaces, necessi-
tating robust detection systems and enhanced con-
sumer protection measures to maintain the integrity
of online review ecosystems.

This research focuses on detecting AI-generated
product reviews in Tamil and Malayalam, two low-

resource languages spoken in South India. The
increasing presence of fraudulent online reviews
in these languages underscores the urgent need
for effective detection methods. However, the
scarcity of linguistic resources and tools for these
low-resource languages presents significant chal-
lenges. To mitigate these limitations, we utilize
two datasets introduced by (Premjith et al., 2025),
which comprises both AI-generated and human-
authored product reviews in Tamil and Malayalam.

We employed a transfer learning-based approach
for feature extraction, utilizing embeddings from
four different models. These embeddings are evalu-
ated through cross-validation using XGBoost to
assess their discriminative capacity. Following
this, we train four independent deep neural net-
work (DNN) models on the extracted embeddings.
Finally, we construct an ensemble model that aggre-
gates predictions from the individual models, aim-
ing to improve classification performance through
weighted averaging. Our implementation is pub-
licly available in the GitHub1 repository.

The findings from this study have important im-
plications for strengthening content moderation sys-
tems in e-commerce platforms, ultimately foster-
ing greater transparency and trust in online review
ecosystems.

2 Related Work

The task of detecting AI-generated product reviews
is a subset of the broader AI-generated text detec-
tion challenge. While most research in this area
has focused on widely spoken languages, there is
a notable lack of studies addressing AI-generated
content in Tamil and Malayalam.

1https://github.com/Jubeerathan/Annaparavai
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(Ippolito et al., 2019) employed a set of BERT-
based classifiers (Devlin et al., 2019) with three
popular random decoding strategies—top-k, nu-
cleus, and temperature sampling—on text samples
generated by GPT-2 (Radford et al., 2019). (Fagni
et al., 2021) introduced a set of sequence-based
classifiers, including LSTM, GRU, and CNN, for
detecting AI-generated social media texts.

RoBERTa, a pretrained, non-generative language
model (Liu, 2019), was integrated into classifiers
to detect text generated by GPT-2 (Solaiman et al.,
2019). Despite having a distinct architecture and
tokenizer compared to GPT-2, the RoBERTa-based
classifier was able to detect text generated by the
GPT-2 model with an accuracy of approximately
95%.

Stylometric features, which are quantitative char-
acteristics of a person’s writing style, can be used
alongside pre-trained language models to enhance
detection capabilities. These features highlight the
stylistic differences between human and AI authors,
aiding in the detection of AI-generated text. In-
corporating stylometric aspects such as phraseol-
ogy, punctuation, and linguistic diversity into pre-
trained language model-based classifiers has shown
improved performance in detecting AI-generated
tweets (Kumarage et al., 2023). Ensemble learn-
ing techniques, combined with stylometric features,
Linguistic Word Inquiry, GPT-2 word embeddings,
and Author’s Multilevel Ngram Profiles (AMNP)
features, are utilized alongside transfer learning
(Mikros et al., 2023) to identify the AI-generated
text.

Similar to stylometric features, other notable ef-
forts have focused on leveraging various text char-
acteristics to enhance detection capabilities. Se-
qXGPT, for example, uses sentence-wise log prob-
ability metrics from white-box LLMs to identify
AI-generated text at the sentence level (Wang et al.,
2023). GPT-who revisits the Uniform Informa-
tion Density (UID) hypothesis, proposing that AI-
generated text may lack the evenness in information
distribution typical of human language, and intro-
duces UID features to measure the smoothness of
token distribution (Venkatraman et al., 2023). Addi-
tionally, another approach improves detection accu-
racy by combining the factual structure of text with
a RoBERTa-based classifier (Zhong et al., 2020).
These methods utilize structural and sequential fea-
tures to enhance the detection of AI-generated con-
tent.

Most of these studies collectively underscore

the critical role of transformer-based architec-
tures in addressing the challenges of detecting AI-
generated content, especially in the English lan-
guage. By refining language-specific models and
exploring multimodal techniques, these research
efforts have created a solid groundwork for future
progress in the field of AI-generated content detec-
tion.

3 Dataset

We used two data sets for this investigation: the
Tamil and Malayalam datasets from (Premjith et al.,
2025). The Tamil dataset consists of 808 samples
in the training set, and 100 samples in the given test
set. The Malayalam dataset contains 800 samples
in the training set, and 200 samples in the given
test set. Both training datasets are annotated with
labels Human and AI.

Figures 1 and 2 illustrate the length distribution
of the training datasets and testing datasets of each
language.

Figure 1: Distribution of labels in Tamil and Malayalam
languages in train dataset.

Figure 2: Distribution of labels in Tamil and Malayalam
languages in given test dataset.

4 Methodology

4.1 Data Preprocessing
We did not require any data preprocessing steps for
our dataset, as it consists of short texts with a max-
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imum of 2 sentences and 3-4 words per sentence.
Each of these sentences is clean and consistent, ad-
hering to a standardized format. This high level of
data quality means that there are no spelling errors,
grammatical mistakes, or irrelevant content that
would necessitate additional cleaning or normaliza-
tion.

Furthermore, the language models we used to
generate the embeddings, such as indic-bert (Kak-
wani et al., 2020), are designed to handle a variety
of text inputs and perform certain preprocessing
tasks internally. These models are capable of tok-
enizing the text, managing special characters and
punctuation, and adjusting the length of text in-
puts through padding and truncation. This built-in
preprocessing capability of the language models
ensures that minor inconsistencies or noise in the
data are effectively managed, allowing us to gener-
ate high-quality embeddings without the need for
extensive data cleaning steps.

In summary, the combination of a clean and con-
sistent dataset with the robust preprocessing ca-
pabilities of the language models we employed
allowed us to bypass additional data preprocess-
ing steps, streamlining our workflow and ensuring
efficient and accurate text embedding generation.

4.2 Model Training
In our research, we aimed to detect AI-generated
product reviews in Tamil and Malayalam by lever-
aging the strengths of monolingual models. We
designed two monolingual models, one for Tamil
and one for Malayalam.

First, we generated embeddings for each text en-
try in our dataset using a variety of language mod-
els, including XLM-RoBERTa (Conneau, 2019),
Indic-BERT (Doddapaneni et al., 2023), and
mT5 (Xue, 2020), which were trained on vari-
ous languages, specifically on Tamil and Malay-
alam. Additionally, we employed Sentence-BERT
(Reimers, 2019), which has been effectively used
for AI-generated or AI-paraphrased text detection
(Schaaff et al., 2024). These embeddings captured
the semantic and syntactic properties of the text,
providing a rich representation for further analysis.

To evaluate the effectiveness of each model’s em-
beddings, we performed five-fold cross-validation
using XGBoost. This ensured that our feature rep-
resentations were robust across different subsets of
the dataset.

Next, we split the dataset into three parts: 70%
for training, 21% for testing, and 9% for valida-

tion. The training set was used to train the individ-
ual Deep Neural Network (DNN) models, while
the testing set was used to evaluate their perfor-
mance. We trained four separate DNN models in-
dependently using embeddings from each language
model. To enhance overall performance, we em-
ployed a weighted average ensembling technique,
leveraging the complementary strengths of differ-
ent models.

Our evaluation metric was the F1-score, which
provided a balanced measure of precision and re-
call, ensuring a more reliable assessment of clas-
sification performance compared to accuracy. By
training the DNN with these features, we devel-
oped a streamlined and efficient model suitable
for low-resource environments while maintaining
strong classification performance in detecting AI-
generated product reviews in Tamil and Malay-
alam.

Figure 3 illustrates the architecture of the model
and figure 4 shows the detailed methodology of the
work.

Figure 3: Proposed DNN architecture.

Figure 4: Proposed methodology.

5 Results and Discussion

Our initial XGBoost model achieved promising
results on a 5-fold cross-validation set. Table 1 and
Table 2 shows the mean and the standard deviation
for each individual models. F1-score produced by
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Mean Std.Dev
Sentence-BERT 0.962 0.014
XLM-RoBERTa 0.948 0.013
Indic-BERT 0.965 0.010
mT5 0.945 0.013

Table 1: Cross validation set mean and standard devia-
tion for Tamil dataset.

Mean Std.Dev
Sentence-BERT 0.934 0.015
XLM-RoBERTa 0.909 0.010
Indic-BERT 0.927 0.011
mT5 0.930 0.010

Table 2: Cross validation set mean and standard devia-
tion for Malayalam dataset.

the proposed DNN and ensemble models are shown
in Table 3.

For the given test set, the ensemble model
achieved 0.73 for Tamil and 0.90 for Malayalam.
Respective confusion matrices are shown in the
Figure 5 and Figure 6.

Despite achieving promising results with XGB
on the cross-validation set and the proposed models
on splitted test set, we observed a performance drop
on the given test set for Tamil. This discrepancy
may be attributed to differences in the distributions
of the training and test sets, potentially generated
by different LLM models. Future efforts will focus
on refining the ensemble DNN model to ensure
uniformity across varying distributions.

6 Conclusion

In this study, we explored AI-generated product
review detection in Tamil and Malayalam using
monolingual models with transfer learning and en-
sembling. Our approach achieved 90% accuracy
for Malayalam and 73% for Tamil, demonstrat-
ing the effectiveness of transfer learning in low-
resource Dravidian languages.

Models Tamil Malayalam
Sentence-BERT DNN 0.959 0.905
XLM-RoBERTa DNN 0.971 0.964
Indic-BERT DNN 0.971 0.935
mT5 DNN 0.953 0.964
Ensemble model 0.982 0.940

Table 3: Predictions of proposed models for 21% split
of train dataset in Tamil and Malayalam.

Figure 5: Confusion matrix for Tamil.

Figure 6: Confusion matrix for Malayalam.

To support research in this field, we have made
our source code publicly available, enabling repli-
cation and further development. This contribution
fosters innovation and collective efforts to enhance
the reliability of AI-generated content detection,
promoting the integrity of online reviews.

7 Limitations

The AI-generated reviews in the dataset may ex-
hibit biases inherited from the language models
used to generate them. These biases could af-
fect the performance and fairness of the detection
model, leading to variations in effectiveness. Addi-
tionally, the dataset is limited, which may further
constrain the model’s ability to learn. Addressing
both dataset limitations and inherent biases remains
a crucial area for future research.
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