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Abstract
Misogynistic memes on social media perpet-
uate gender stereotypes, contribute to harass-
ment, and suppress feminist activism. How-
ever, most existing misogyny detection mod-
els focus on high-resource languages, leaving
a gap in low-resource settings. This work
addresses that gap by focusing on misogy-
nistic memes in Tamil and Malayalam, two
Dravidian languages with limited resources.
We combine computer vision and natural lan-
guage processing for multi-modal detection,
using CLIP embeddings for the vision com-
ponent and BERT models trained on code-
mixed hate speech datasets for the text com-
ponent. Our results show that this integrated
approach effectively captures the unique char-
acteristics of misogynistic memes in these lan-
guages, achieving competitive performance
with a Macro F1 Score of 0.7800 for the Tamil
test set and 0.8748 for the Malayalam test
set. These findings highlight the potential
of multimodal models and the adaptation of
pre-trained models to specific linguistic and
cultural contexts, advancing misogyny detec-
tion in low-resource settings. Code available
at https://github.com/HerWILL-Inc/NAACL-
2025

1 Introduction

Misogynistic memes on social media contribute to
harmful gender stereotypes and perpetuate inequal-
ities, creating hostile online environments (Chen
et al., 2024). These memes amplify sexism, often
resulting in online harassment and gender-based
cyberbullying (Cai, 2024; Wang and Elfira, 2024).
The anonymity and humor inherent in memes of-
fer a unique space to critique societal norms with-
out direct confrontation, providing a platform for
both harmful content and progressive movements.
While misogynistic memes reinforce oppressive
stereotypes, they simultaneously highlight the need
for greater awareness, policy intervention, and cul-
tural change. Feminist movements have leveraged
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Figure 1: Model architecture, containing tokenizer, pre-
trained model, classifier and other components

these platforms to amplify their voices, demonstrat-
ing that social media is not only a battleground
for gender dynamics but also a powerful space for
feminist discourse (Zhu, 2024; Chen et al., 2024).
This dual role of memes—simultaneously a tool of
oppression and resistance—underscores the com-
plexity of social media’s impact on societal norms
(Khosravi-Ooryad, 2024).

Misogyny detection is rapidly advancing through
the integration of natural language processing
(NLP) and computer vision (CV). In NLP, tech-
niques such as classification, severity scoring, and
text rewriting help identify harmful language, as-
sess its intensity, and promote respectful discourse.
Automated systems on social media platforms ef-
fectively detect and flag misogynistic messages,
while multilingual models expand detection across
languages and cultural contexts (Sheppard et al.,
2024; Guzman Cabrera et al., 2024). In CV, mod-
els like CLIP (Chen and Chou, 2022) integrate
visual and linguistic features to improve detection
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accuracy in memes, which combine both text and
images. Innovations in image sentiment analysis
and graph convolutional networks further enhance
the ability to identify misogynistic content. How-
ever, there is a significant gap in models for low-
resource settings, where the need is greater due to
limited datasets and underrepresented languages.
Most existing models focus on high-resource lan-
guages, leaving a void in addressing gender-based
online abuse in these contexts. Although the
shared task on Multitask Meme Classification at
LT-EDI@EACL 2024 (Chakravarthi et al., 2024)
attempted to alleviate this gap, it left room for fur-
ther improvements.

In this work, we tackled the multi-modal misog-
yny meme detection task at the Third Shared
Task of the Fifth Workshop on Speech, Vision,
and Language Technologies for Dravidian Lan-
guages (DravidianLangTech-2025) at NAACL
2025 (Chakravarthi et al., 2025), focusing on Tamil
and Malayalam memes. Our approach integrated
vision and text modalities to effectively analyze
memes, which often blend visual and linguistic ele-
ments to convey implicit and explicit misogynistic
content. For the vision component, we leveraged
CLIP embeddings, a model pre-trained on diverse
internet data, to capture the contextual and the-
matic cues of misogynistic memes. Given CLIP’s
exposure to web-based imagery, we hypothesized
that it would be well-suited for identifying visual
patterns associated with misogyny. For the text
component, we utilized language-specific BERT
models trained on code-mixed hate speech datasets
tailored for Tamil and Malayalam. Recognizing
that misogynistic memes frequently contain ele-
ments of hate speech expressed in code-mixed lan-
guage, we aimed to capture the linguistic nuances
unique to these languages. We combined the em-
beddings and fine-tuned an MLP classifier, achiev-
ing competitive results for both Tamil and Malay-
alam. Our findings highlight the effectiveness of
integrating vision-based CLIP embeddings with
language-specific text models for misogyny detec-
tion in low-resource languages. This work under-
scores the importance of multimodal approaches
and adapting pre-trained models to specific linguis-
tic and cultural contexts. The implications of this
study extend beyond hate speech detection, as it
demonstrates the potential for cross-modal learn-
ing in tackling social media toxicity, reinforcing
the need for AI-driven interventions in promoting
safer digital spaces.

2 Problem Description

In this shared task, we were assigned to classify
whether a given meme is misogynistic or not. The
recently developed MDMD (Misogyny Detection
Meme Dataset) dataset (Ponnusamy et al., 2024)
was provided for this task. The dataset contains
two portions: Malayalam and Tamil. In the Malay-
alam section, there are 640 memes on the training
set, 160 memes on the dev set, and 200 memes on
the test set. There are 1136, 284, and 356 memes
on the train, dev, and test set of the Tamil part of
the dataset. Each meme is recorded as an image
file accompanied by textual transcriptions. The
shared task was divided into two sub-tasks: Malay-
alam and Tamil. The training and development
set was provided with labels during competition.
We submitted our predictions on the test set for
the Malayalam sub-task. Solutions were evaluated
using macro average F1-score.

3 System Description

Data Pre-processing. In order to guarantee com-
patibility with pre-trained models and to enable
proper embedding extraction, the preprocessing
stage involves collecting both textual and visual
data. The classification model then uses these
embeddings as inputs; as outlined in Figure 1.
The procedure includes using the corresponding
pre-trained models to handle text and image input
separately.
For handling the image data we used the OpenAI
CLIP model (openai/clip-vit-base-patch32)
(Radford et al., 2021) for image embedding
extraction. First, Images are resized to 224x224
pixels and normalized into the standard form. Then
preprocessed images are transformed into tensors
to ensure compatibility with the image encoder
model. Finally, extracted embeddings are stored as
dictionary with the key-value pair of image-id and
embedding tensors.
For handing text data, we employed the pre-
trained language model Hate-speech-CNERG/
malayalam-codemixed-abusive-MuRIL (Das
et al., 2022). The transcriptions are tokenized using
the corresponding tokenizer. For uniformity, inputs
are padded or truncated to a maximum length of
128 tokens. The embeddings are then extracted
and stored similarly to image embeddings indexed
by image-id. Due to saving image and text
embeddings on-disk, we did not have to extract
embeddings(which is a time consuming process)
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Table 1: Performance in the Validation Set Across Different Models for the Malayalam Dataset

Language Model Vision Model F1 Score Accuracy
ai4bharat/IndicBERTv2-MLM-only openai/clip-vit-base-patch32 0.8753 0.8812
PosteriorAI/dravida_llama2_7b zer0int/CLIP-GmP-ViT-L-14 0.8896 0.8938
./malayalam-codemixed-abusive-MuRIL openai/clip-vit-base-patch32 0.8940 0.9000

Table 2: Performance in the Test Set Across Different Models for the Tamil Dataset

Language Model Vision Model F1 Score Accuracy
ai4bharat/IndicBERTv2-MLM-only openai/clip-vit-base-patch32 0.7643 0.8455
PosteriorAI/dravida_llama2_7b zer0int/CLIP-GmP-ViT-L-14 0.7800 0.8427
./tamil-codemixed-abusive-MuRIL openai/clip-vit-base-patch32 0.7575 0.8174

every time we trained our model.
Models. Since misogyny is a form of
hate speech, we selected language models pre-
trained on offensive corpora to enhance detec-
tion performance. For Malayalam, we used
Hate-speech-CNERG/malayalam-codemixed-ab
usive-MuRIL (Das et al., 2022), specifically
trained to identify abusive code-mixed Malay-
alam text. Additionally, we experimented
with ai4bharat/IndicBERTv2MLM-only (Dodda-
paneni et al., 2023), a model trained on 23 In-
dic languages, including Tamil and Malayalam,
to evaluate its generalization capability. To
leverage embeddings from a modern LLM, we
tested PosteriorAI/dravida_llama2_7b (Pos-
teriorAI, 2024), which has been trained on
Kannada, Telugu, Malayalam, and Tamil cor-
pora. For Tamil text encoding, we used
Hate-speech-CNERG/tamil-codemixed-abusiv
e-MuRIL (Das et al., 2022), a model specifi-
cally designed for offensive Tamil text detec-
tion. Given that the dataset consists of memes
(internet-based multimodal data), we employed
openai/clip-vit-base-patch32 (Radford et al.,
2021) as an image encoder, leveraging its train-
ing on diverse internet images. To explore poten-
tial improvements with a larger model, we also
experimented with zer0int/CLIP-GmP-ViT-L-14
(zer0int, 2023). For classification, we trained a
lightweight Multi-Layer Perceptron (MLP), ensur-
ing time- and memory-efficient classification while
effectively integrating the multimodal embeddings.
Implementation Details. We designed our MLP
model for classifying Malayalam memes with an
efficient and structured architecture. The model
starts with a Linear layer of size [1280 × 1024],
followed by a LeakyReLU activation and Dropout
(p = 0.3) to mitigate overfitting. Next, we included

another Linear layer of size [1024 × 512], again
paired with LeakyReLU and Dropout (p = 0.3).
Finally, a Linear layer of size [512× 1] is followed
by a Sigmoid activation function to generate the
final classification probability. We set the batch
size to 32 and found that training for 10 epochs
was sufficient for convergence. We used a learn-
ing rate of 0.0005, which provided a good balance
between stability and learning speed. Our MLP
model had 1,410,323 trainable parameters, making
it both lightweight and effective for the task.

4 Experimental Findings

4.1 Malayalam Results

The performance metrics of various models
trained on the Malayalam portion of the MDMD
dataset are presented in Table 1. The IndicBERT
model underperformed due to its limited ex-
posure to offensive and misogynistic language
in Malayalam, making it less effective for this
task. Similarly, despite its large size (7 billion
parameters), the dravida_llama2 model failed
to achieve top results, likely because its pre-
training corpus lacked sufficient misogynistic
text. Our hypothesis that a hate-aware language
model would be more effective is strongly
supported by the results in Table 1, where the
malayalam-codemixed-abusive-MuRIL model
achieved the highest F1 score of 0.8940 on the
validation set.

Based on this strong validation perfor-
mance, we submitted our final solution us-
ing a combination of predictions from the
malayalam-codemixed-abusive-MuRIL (110
million parameters) and the vision-based
clip-vit-base-patch32 model. This approach
secured 2nd place in the shared task, achieving an
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Figure 2: Performance of our proposed model on the
malayalam test data

impressive F1 score of 0.8748 on the test set. The
confusion matrix in Figure 2 further illustrates the
model’s effectiveness, correctly classifying a total
of 176 out of 200 memes. These results highlight
the importance of task-specific pretraining and
multimodal integration for improving misogyny
detection in low-resource languages.

4.2 Tamil Results

As shown in Table 2, we performed experiments
on the released test set with labels to find F1 score
and accuracy on the test set. It is clear that the
dravida_llama2 achieves the best F1 score in
combination with the large CLIP-GmP-ViT-L-14
model. The IndicBERTv2 model achieved the best
accuracy of 0.8455 despite being a lightweight
model (278 Million Parameters) compared to
dravida_llama2 (7 Billion Parameters). Al-
though the tamil-codemixed-abusive-MuRIL
model was trained on offensive text, it performed
relatively poorly on the test set.

5 Discussion

Our experimental findings highlight several key
challenges and insights in misogynistic meme de-
tection for Tamil and Malayalam. One of the
primary challenges was achieving robust perfor-
mance on the Tamil subset of the MDMD dataset.
Unlike high-resource languages, where models
benefit from extensive labeled datasets, Tamil’s
low-resource nature limits the effectiveness of pre-
trained models, leading to underfitting and weaker
generalization. Furthermore, our results indicate

that increasing model size does not necessarily lead
to better performance. The 7-billion-parameter
LLaMA2 model, despite its scale, did not outper-
form smaller transformer-based models fine-tuned
on task-specific data. This reinforces the No Free
Lunch Theorem (Wolpert, 1996), suggesting that
model selection should be guided by domain rel-
evance rather than sheer size. In this task, mod-
els explicitly trained on code-mixed and abusive
language data demonstrated superior performance
over general-purpose large language models. Our
findings highlight the value of integrating vision
and text for misogyny detection in memes. CLIP
embeddings captured contextual cues from images,
while fine-tuned BERT models processed code-
mixed text. This multimodal approach effectively
addressed both implicit and explicit misogynistic
content.

Overall, this study highlights the necessity of
curating high-quality, domain-specific datasets for
low-resource languages and refining model archi-
tectures to suit the nuances of code-mixed social
media text. Future research should explore adap-
tive pretraining strategies, knowledge distillation,
and cross-lingual transfer learning to enhance per-
formance. Expanding the dataset with more diverse
examples and including user interaction patterns
could further improve the robustness of misogyny
detection systems in Tamil and Malayalam.

6 Conclusion

In this study, we evaluated various models for de-
tecting misogynistic content in Malayalam and
Tamil memes. Our results highlight the effec-
tiveness of hate-aware language models, with
malayalam-codemixed-abusive-MuRIL achiev-
ing the highest performance in Malayalam, se-
curing second place in the shared task. This un-
derscores the importance of incorporating offen-
sive text data for low-resource languages. For
Tamil, the dravida_llama2 model combined
with CLIP-GmP-ViT-L-14 yielded the best F1
score, demonstrating the advantages of domain-
adapted models. However, models like IndicBERT
and tamil-codemixed-abusive-MuRIL showed
mixed results, emphasizing that model size alone
is insufficient—training data quality and architec-
ture must be balanced. Our findings contribute to
improving misogyny detection in marginalized lan-
guage communities and lay the groundwork for
future advancements in low-resource NLP.
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Limitations

One key limitation identified in this study is the ab-
sence of diverse offensive and misogynistic words
in the available corpora of the Tamil and Malay-
alam languages. Due to this shortcoming, the mod-
els trained on these incomplete corpora perform im-
perfectly in such an important task as misogynistic
meme classification. The CLIP image encoder used
in this study was trained on internet data, which is
skewed towards developed nations (Radford et al.,
2021). Therefore, CLIP lacked the cultural knowl-
edge contained in images of Tamil and Malayalam
memes. An image encoder trained on images rele-
vant to Tamil and Malayalam contexts can be de-
veloped in the future to achieve better accuracy in
misogynistic meme detection. The small dataset
size (only 2,776 memes) affects model generaliza-
tion in this task. Other than curating more data,
data augmentation using generative models can be
a promising direction to improve the results.

Broader Impact Statement

The findings of this study provide valuable insights
for developing systems to detect misogyny in on-
line spaces. Specifically, building a system for
detecting misogynistic memes in low-resource lan-
guages like Tamil and Malayalam could help re-
duce the prevalence of misogyny in online commu-
nities, particularly those belonging to marginalized
groups. However, an important ethical consider-
ation in this area is ensuring the privacy and rep-
utation of individuals depicted in the memes. To
mitigate potential harm, we recommend that the
research dataset not be publicly released, as doing
so could inadvertently perpetuate misogyny. The
MDMD dataset should be strictly used for research
purposes, with appropriate safeguards in place to
protect the privacy and well-being of all stakehold-
ers involved.
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