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Abstract

Social media in the present world is an essen-
tial communication platform for information
sharing. But their emergence has now led to
an increase in the proportion of online abuse,
in particular against women in the form of abu-
sive and offensive messages. A reflection of
the social inequalities, the importance of detect-
ing abusive language is highlighted by the fact
that the usage has a profound psychological
and social impact on the victims. This work
by DravidianLangTech@NAACL 2025 aims
at developing an automated abusive content
detection system for women directed towards
women on the Tamil and Malayalam platforms,
two of the Dravidian languages. Based on a
dataset of their YouTube comments about sen-
sitive issues, the study uses multilingual BERT
(mBERT) to detect abusive comments versus
non-abusive ones. We achieved F1 scores of
0.75 in Tamil and 0.68 in Malayalam, placing
us 13 and 9 respectively.

1 Introduction

Social media websites have changed how humans
connect, communicate, and socialize. Although
such platforms offer several advantages, they have
become a haven for abusive online behaviour and
abusive behaviour targeting women. Gender-based
abuse on the internet consists of insults and abusive
and menacing language aimed at degrading, harass-
ing, and silencing women. This type of abuse is
due to socially bottled-up resentments and repre-
sents serious challenges in fostering a safe online
environment. Implications of such texts can be dev-
astating, as many women abandon the platforms
because they are subjected to relentless abuse (Jane,
2016). For this reason, identifying and eradicating
abusive content is one of the most necessary chal-
lenges in developing safe digital environments and
the principle of equal opportunity for everybody.
Detecting abusive language in social media is
a daunting challenge, even for highly spoken re-

source languages like English. Abusive content is
usually contextual, making it hard to distinguish
between actual abusive behaviour and non-abusive
comments. The content can be humorous, sarcastic,
or satirical, based on the context of the sentence. In
addition, abusers commonly use veiled language,
slang, and acronyms to disguise what they are do-
ing. Multilingual or cross-lingual abusive detection
constitutes a further challenge to the system, as
abusive patterns differ depending on language and
culture (Waseem et al., 2017). For low-resource lan-
guages such as Tamil and Malayalam, these chal-
lenges are compounded further by the absence of
annotated datasets and linguistic tools. These Dra-
vidian languages, spoken mainly in South India,
are culturally rich, have complicated grammar, and
employ distinctive scripts, making them computa-
tionally challenging. Besides, abusive language in
Tamil and Malayalam is hidden in implicit biases,
sarcasm, stereotypes, and idiomatic expressions,
which need advanced insight and interpretation to
capture correctly (Fortuna and Nunes, 2018).

The DravidianLangTech@NAACL 2025 shared
task, aside from caring for the current abusive text
labelling task itself, also has the broader task of
carrying the responsibility to continue the language
research work of low-resource languages forward.
Tamil and Malayalam have historically been under-
represented in computational linguistics, and this
effort is intended to stimulate researchers to apply
language analytics to a socially significant problem.
The task stimulates creativity and partnerships in
content moderation and language processing of
underserved languages by curating datasets and
systematising the experiment.

In this paper, Section 2 deals with the related
work, discussing known detecting abusive lan-
guagse, especially in the case of Dravidian lan-
guages. Section 3 is an elaborative description of
the Task description. Section 4 narrates the method-
ology adopted in solving the shared tasks. The de-
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tails of datasets, preprocessing steps, and models
are discussed here. Section 5 details the results
of the experimentation. Section 6 details the error
analysis. Finally, Section 7 concludes this paper by
explaining this research’s main findings and contri-
butions.

Focused on improving abusive language detec-
tion in low-resource languages, especially Dravid-
ian languages, this study uses models like M-BERT.
The research intends to create strong and effective
methods for detecting abusive language towards
women in less-documented languages. Through
this effort, we aspire, to contribute to the field of
detection of abusive language and to make the on-
line community a better place for women. For im-
plementation, please refer to this GitHub repository
srihari2704

2 Related Work

Abusive content such as hate speech, derogatory
language, and cyberbullying represents a consid-
erable challenge for online platforms to provide
a safe digital environment, making the detection
of abusive language in social media an important
area of research. Researchers have devised sev-
eral strategies to identify such language, from rule-
based strategies to sophisticated machine learning
and deep learning strategies that can be adapted to
a variety of languages and data sets.

(Davidson et al., 2017) proposed an applied
machine-learning model to identify hate speech
in English tweets by separating it from abusive and
non-abusive language. It employed n-gram-based
features and logistic regression. This method re-
vealed the role of feature engineering and lexical
parsing in recognizing abusive language on social
networking services.

With the origin of neural networks, (Badjatiya
et al., 2017) proposed deep learning architectures,
especially Long-Short-Term Memory (LSTM) net-
works, to perform hate speech detection. Their
study showed significant improvements compared
to traditional machine-learning methods by lever-
aging neural networks’ ability to learn meaning
and textual contexts. Research on problem-solving
with CNNs and related hybrid models was con-
ducted as neural networks developed. (Park et al.,
2018) investigated the combination of CNNs with
Gated Recurrent Units (GRUs) to detect abusive
language, which yielded better results. However,
these approaches often struggled with multilingual

and low-resource scenarios.

In recent work, transformer-based models have
been put into the centre of attention instead of
conventional models, and they have been shown
to yield better performance in text classification
tasks. (Vaswani et al., 2017) described the Trans-
former architecture, which has served as the basis
for various models, including BERT, mBERT, and
XLM-RoBERTa. These models use self-attention
to capture long-range dependencies in text and are
helpful for abusive language detection on multiple
datasets.

(Chakravarthi et al., 2021) extended mBERT to
detect abusive language in Tamil and Malayalam,
drawing attention to the model’s capacity to apply
to low-resource languages and code-mixed data.
XLM-RoBERTza has also helped enhance detection
performance, especially in cases involving multilin-
gual environments. (Mozafari et al., 2020) showed
its effectiveness in identifying both explicit and im-
plicit abuse in a variety of languages, with an em-
phasis on complicated linguistic contexts and low-
resource settings. Transformation models also have
the potential to solve problems related to stereo-
types, coded language, and implicit abuse, which
makes them prime for contemporary systems of
detecting abuses.

These papers describe the evolution of abu-
sive language detection, from simple rule-based,
machine learning-based, to deep learning, to
transformer-based methods. Initial efforts focused
on feature engineering and traditional classifiers,
while later research leveraged neural networks for
improved contextual understanding. The growing
focus on low-resource languages, such as Tamil and
Malayalam, emphasizes the increasing importance
of linguistic heterogeneity and tailoring powerful
models to ensure global safety.

3 Task Description

This study focuses on detecting abusive comments
targeting women on social media platforms, specif-
ically in Tamil and Malayalam. The task involves
classifying YouTube comments into two categories:
Abusive and Non-Abusive. The goal is to iden-
tify and address harmful content to promote safer
online environments for women. The study aims
to improve content moderation by accurately de-
tecting and filtering out abusive language in social
media interactions. The dataset for this task is
provided by previous works on abusive language
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detection in Dravidian languages (Priyadharshini
et al., 2023, 2022; Rajiakodi et al., 2025)

Text Class

@300 @G Sl Non-abusive
WL SUbF SIT: o abusive
Qoesa® Cuflem (e apygve
etearear SO QS ¢ Abusive

Figure 1: Tamil Abusive language Dataset

Text Class

mojwies & olom Abusve
"EU@INS fUBMe Abudve
all@@dmg] 0068 « Abusive

"an] owlmlowled Non-Abusive

Figure 2: Malayalam Abusive language Dataset

4 Methodology

The complex nature of Tamil and Malayalam data
requires the model to handle linguistic nuances,
cultural context, and varied forms of abuse. It must
generalize across explicit hate speech, implicit bias,
and coded language. The binary classification task
demands high precision and recall to accurately
identify abusive comments, aiming to enhance con-
tent moderation and ensure safer online spaces for
women.

4.1 Data Preprocessing

Data preprocessing prepared the raw text for model
training, including normalizing Unicode characters,
converting text to lowercase, and removing unnec-
essary punctuation, emojis, and numbers. These
steps reduced noise in the data and improved the
model’s ability to classify abusive comments.
Dataset labels were encoded as numeric values,
with "Non-Abusive" as zero and "Abusive" as 1,
ensuring consistency for machine learning models.
Overall, these preprocessing techniques im-
proved the quality of the dataset and the model’s
performance in detecting abusive language.

4.2 Model Evaluation

Recent developments in Natural Language Process-
ing (NLP) have put the strength of transformer-

Label Count
Abusive (1) 1531
Non-Abusive (0) | 1402

Table 1: Label distribution for Malayalam abusive
dataset.

Label Count
Abusive (1) 1658
Non-Abusive (0) | 1598

Table 2: Label distribution for Tamil abusive dataset.

based models in capturing contextual relationships
in text irrespective of sequence length into promi-
nence. Among these, XLM-R and mBERT are
specially optimized for multilingual applications,
including abusive comment classification, allowing
models to work even for low-resource languages
like Tamil and Malayalam.

4.2.1 XLM-R

XLM-R (Cross-lingual Language Model -
RoBERT?2) is a strong multilingual model from
the RoBERTa architecture, specially designed to
manage multiple languages with cross-lingual
pre-training (Conneau et al., 2020). It is highly
suited for tasks involving generalization over
various language structures, such as abusive
comment classification. For our research, XLM-R
was fine-tuned to identify abusive comments on
social media platforms of Tamil and Malayalam.
The model has a transformer encoder that applies
special attention mechanisms which enable it to
read context forward and backward simultaneously
in order to actually upskill in contextual under-
standing. This bidirectional processing is vital
in the detection of subtle patterns of language,
particularly in social media posts where context
is paramount for the identification of abusive
material. The model was trained on preprocessed
YouTube comments that had punctuation, emojis,
and numbers removed. Tokenization and padding
provided uniform input, and the output layer was
modified to categorize comments into Abusive and
Non-Abusive classes.

4.22 mBERT

Multilingual BERT (mBERT), a derivative of
BERT, is pre-trained on a large multilingual dataset,
thereby allowing it to capture the context of words
for many languages (Devlin et al., 2019). This
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makes mBERT especially suitable for multilingual
text classification tasks such as abusive comment
detection. In this study, mBERT was used to clas-
sify Tamil and Malayalam social media comments
into Abusive or Non-Abusive categories. Similar to
XLM-R, mBERT employs a transformer encoder
with bidirectional self-attention in order to compre-
hend left-to-right and right-to-left context equally,
which is crucial for identifying abusive material in
the subtle nature of social media language. The
training data was preprocessed to strip away un-
necessary characters, then tokenized and padded.
The output layer of mBERT was fine-tuned to cat-
egorize comments into two labels: Abusive and
Non-Abusive.

Both models proved effective for abusive
comment detection, leveraging multilingual pre-
training and fine-tuning strategies to perform well
even with limited annotated data.

5 Results and Discussion

The mBERT model effectively identified abusive
social media comments, recording an F1-score of
0.75 for Tamil and 0.68 for Malayalam. Multilin-
gual pre-training allowed it to understand contex-
tual subtleties, with preprocessing strategies such
as noise reduction and tokenization enhancing pre-
cision. The model was, however, not good at sepa-
rating non-abusive Malayalam content, and further
fine-tuning or increased datasets would be required.

Another multilingual model, XLM-R, achieved
0.68 on Tamil and 0.65 on Malayalam, falling
marginally short of mBERT. Although it also
showed excellent multilingual generalization, its
slightly lower scores suggest that it would need
to be optimized further to perform well at abusive
language detection, especially in complicated lin-
guistic contexts.

Overall, mBERT outperformed XLM-R, making
it the more suitable model for detecting abusive
content in Tamil and Malayalam.

6 Error Analysis

Though mBERT, and XLM-R models demon-
strated strong performances in detecting abusive
language in Tamil and Malayalam both were held
back by some common factors. They frequently
misclassified emotionally charged but non-abusive
Tamil comments as abusive, indicating sensitiv-
ity to certain linguistic patterns. In Malayalam,
sarcasm and hidden abuse were regularly missed.

They also struggled with code-mixed and translit-
erated text, reducing its ability to recognize abu-
sive intent accurately. Eg: "Lakshi Ramakrishnan
thangalidam our kelvi ketkiren" is classified as abu-
sive even though it is non-abusive.

Addressing these issues requires deeper analysis
of false positives, improved handling of sarcasm
and implicit abuse, and fine-tuning of model pa-
rameters for better classification accuracy.

7 Limitations

Despite achieving promising results, our study has
several limitations. The dataset, primarily obtained
from YouTube comments, may not fully capture
abusive patterns across different social media plat-
forms, including Facebook, Instagram, etc. This
may lead to potential bias. The model struggles
with sarcasm, implicit biases, and slang, causing
occasional false positives and negatives, indicat-
ing a need for improved contextual understanding.
Limited training data in Tamil and Malayalam im-
pacts the results, while the model’s reliance on
social media data may hinder its applicability to
other domains. Also, the computational load for
mBERT and XLM-R is really high when it comes
to putting it into real-time servers, especially when
we’re talking about very lean resources like smaller
devices. Plenty of future work should take this
on by increasing dataset sizes, incorporating addi-
tional knowledge, and refining techniques to get
much higher accuracy and fairness.

8 Conclusion

In conclusion, evaluating the mBERT model for
abusive comment detection in Tamil and Malay-
alam highlights its strengths and weaknesses. The
ability to process linguistic subtleties contributed
to its success in the respective binary classification
tasks, with F1-scores reported at 0.75 for Tamil and
0.68 for Malayalam, meaning that the model de-
tected abusive comments reliably in the respective
datasets. Similarly, the XLM-R model achieved F1-
scores of 0.68 for Tamil and 0.65 for Malayalam,
showing slightly lower performance than mBERT.

The model faced issues mainly in differentiat-
ing non-abusive content, sometimes causing false
positives. These misclassifications indicate a lack
of contextual understanding and thus necessitate
error mitigation. Future improvements in feature
engineering, and fine-tuning can enhance accuracy
and robustness, in detecting abusive language.
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