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Abstract

Sentiment analysis, the task of identifying sub-
jective opinions or emotional responses, has
become increasingly significant with the rise of
social media. However, analyzing sentiment
in Dravidian languages such as Tamil-English
and Tulu-English, presents unique challenges
due to linguistic code-switching (where peo-
ple tend to mix multiple languages) and non-
native scripts. Traditional monolingual senti-
ment analysis models struggle to address these
complexities effectively. This research ex-
plores a fine-tuned transformermodel based on
theXLM-RoBERTamodel for sentiment detec-
tion. It utilizes the tokenizer from the XLM-
RoBERTa model for text preprocessing. This
research is based on our work for the Senti-
ment Analysis in Tamil and Tulu Dravidian-
LangTech@NAACL 2025 competition. We re-
ceived an F1-score of 71% for the Tulu dataset
and 60% for the Tamil dataset, which placed us
third in the competition.

1 Introduction

Sentiment analysis plays a pivotal role in under-
standing subjective opinions and emotional re-
sponses in text. With the growing prominence of
social media, the demand for sentiment analysis
on user-generated content has surged. However,
social media texts often include code-mixed con-
tent, where multiple languages are blended within
a single sentence. This phenomenon is particularly
prevalent in multilingual communities, such as
those speaking Dravidian languages, where Tamil-
English and Tulu-English code-mixing is com-
mon. These texts often incorporate linguistic code-
switching and non-native scripts, adding layers of
complexity to the task of sentiment analysis.
The novelty of this research lies in its focus on

sentiment analysis for low-resource code-mixed
Dravidian languages, an area that has remained un-
derexplored despite the growing demand for mul-

tilingual natural language processing (NLP) solu-
tions. Additionally, this study is based on a fine-
tuned XLM-RoBERTa (Liu et al., 2019) model,
providing new insights into their strengths and
limitations in handling linguistic complexities like
code-switching and non-native scripts. The fine-
tuned transformer approach, in particular, demon-
strates a superior ability to address these chal-
lenges by effectively leveraging its contextual un-
derstanding capabilities.
The dataset (Chakravarthi et al., 2020b)used in

this study contained four and five sentiment classes
in Tamil and Tulu language, respectively. The
XLM-RoBERTa model (Conneau et al., 2020)was
trained using these datasets for the multi-class clas-
sification task. Later the macro F1-score metric
of the validation dataset was used to evaluate the
model performance. This approach secured a third-
place ranking in the competition(Durairaj et al.,
2025).
A comparison of the results of XLM-RoBERTa

model with tradition machine learning models like
Logistic Regression and Random Forest in com-
bination with the TF-IDF vectorizer for tokeniza-
tion was done and this comparison was extended to
the transformer models BERT base (Devlin et al.,
2019) and RoBERTa base (Palani and Elango,
2023). The XLM-RoBERTa model provided a bet-
ter result in comparison with all these models also.

2 Literature Survey

Ahmad et al. (2022) (Ahmad et al., 2022) provide
a comprehensive review of machine learning tech-
niques for sentiment analysis in code-mixed and
switched text, emphasizing the challenges posed
by bilingual andmultilingual expressions in Indian
social media contexts. Chakravarthi et al. (2020)
(Chakravarthi et al., 2020a) introduced a gold stan-
dard corpus for Malayalam-English code-mixed
text, which serves as a benchmark for sentiment
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Figure 1: Architecture of the proposed model for sentiment prediction

analysis tasks with high inter-annotator agreement.
The Language Technologies Research Center at
IIIT Hyderabad studied (Mishra et al., 2018) sen-
timent detection in Hindi and Bengali using a vot-
ing classifier with an SVMmodel and TF-IDF vec-
torization, achieving accuracies of 56% for Hindi
and 52% for Bengali. RANLP 2023 explored senti-
ment analysis for code-mixed Tamil and Tulu texts,
(Hegde et al., 2023) reporting macro-average F1
scores of 0.32 for Tamil and 0.542 for Tulu, un-
derscoring the growing interest in Dravidian sen-
timent analysis and the need for further advance-
ments.

3 Methodology

We followed a series of steps to develop the model
for sentiment prediction, which included dataset
preprocessing, tokenization, training, validation,
prediction, and model evaluation. Each of these
steps is discussed in detail in this section, with vi-
sual representation provided in Figure 1.

3.1 Problem Definition

The sentiment analysis task involves two distinct
datasets: one for Tamil and another for Tulu.
Given a Tamil dataset T = {t1, t2, . . . , tm} con-
sisting of m social media comments, each com-
ment ti ∈ T is associated with one of the following
class labels: Positive, Negative, Mixed Feelings,
or Unknown State. Separately, the Tulu dataset
U = {u1, u2, . . . , uk} consists of k social me-
dia comments, each labeled with one of five cat-
egories: Not Tulu, Positive, Negative, Neutral, or
Mixed. Classification models fT : T → y and
fU : U → y are defined and trained to predict
the corresponding class label for each comment in
their respective datasets.

3.2 Data Preprocessing

Data processing prepares the dataset for training
the machine learning model to detect the different
sentiments.The dataset had multiple entries with
Nan values in it. We had to remove these values
from the dataset and we went on to map the class
labels to the integer values using a label map.

3.3 Tokenization

Converted the textual data to numbrs using the pro-
cess of tokenization and the tokenizer we used was
the XLM-RoBERTa tokenizer which would align
perfectly with our classifier model. Similarly the
RoBERTa base and BERT base models (Palani and
Elango, 2023) utilized their respective tokenizers
and the machine learning models utilized the TF-
IDF vectorizer (Kanta and Sidorov, 2023) with
max_features set to 5000.

3.4 Model Architecture

The model we used here is the XLM-RoBERTa
(Conneau et al., 2020) model and feed forward net-
works(FFN). We set the problem_type parameter
to ’single_label_classification,’ meaning that each
data point will be assigned to only one of the target
classes and num_labels to the number of classes in
the dataset. (Liu et al., 2019) Both RoBERTa base
and BERT base(Devlin et al., 2019) where also set
to the same parameters. Incase of Logistic Regres-
sion it had max_iter set to 1000 and for Random
Forest n_estimators was set to 200 .

3.5 Model Training

The model was trained using the AdamW opti-
mizer (learning rate: 2 x 10−5, weight decay: 0.01)
with a linear warm-up schedule. A batch size of 16
was used, and training ran for 10 epochs with early
stopping (patience: 3). Cross-Entropy Loss was
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Table 1: Samples of different class labels in the dataset

Tamil Tulu

Positive 2020 முதல்ெவற்ற§
மாஸ்ெவற§த்தனமான

Positive ಅಣಣ್ ಮಸ್‍ತ್ ಖುë ಆಪĔಂಡು
ಇĈನ Čೂೕ ತೂವĈ

Negative த¦மிர் ப¥டித்த த¦ருநங்ைககள் Negative ಎಂÒ ¤ಾವĔದ ಪĔಕುèಯ

Mixed_feelings ச§ல்லைறதராமல்
எடுத்துக்ெகாண்டுேபானார்

Mixed ಅಂ�ಾß ತುಂ�ಾ Ďೖý Ăĕċೕ

unknown_state இந்த படத்ைத டிவ¥ல
பத்து ேட 2022 ல

Neutral ßೕರ್‍ ದಮಹತವ್ನ್‍ ýೕæĉ

- - Not Tulu Congratulations Mohan sir

Figure 2: Frequency distribution of classes in the training dataset

applied, and overfitting was monitored using the
weighted average F1-score on the test set. Trans-
former models followed a similar training setup,
while machine learning models used the fit func-
tion.

3.6 Model Evaluation

The model was evaluated using the validation
dataset. For each datapoint, the model predicted
that it belonged to a predefined class label. Now,
the different evaluation metrics were found and
compared on the basis of the models.

4 Experiment

This section gives us a comprehensive study of the
experimental setup and the different performance
metrics utilized in this study.

4.1 Experimental Setup

The study uses machine learning and deep learning
approaches to classify sentiments. These models
were implemented and tested in Python program-
ing language using PyTorch, Transformers, Pan-
das, Scikit-learn, and Tqdm for data processing,
model training, and analysis. Hugging Face to-

kenizers handled text preprocessing and training
was performed on CUDA-enabled GPUs, leverag-
ing PyTorch for efficient deep learning and Hug-
ging Face API for streamlined access to the mod-
els.

4.2 Dataset Description

This study utilizes multilingual sentiment analysis
datasets in Tamil and Tulu, including cleaned sub-
sets of Tamil data. The dataset(Hegde et al., 2022)
contains training and validation sets and the fre-
quency distribution of different class labels in the
training dataset are shown in Figure 2. Some sam-
ples of each of these class labels are also shown in
Table 1 and a summary of the datasets is shown in
Table 2.
The dataset incorporates both code-mixed and

romanized data points and samples of code-mixed
and romanized data points are as given below:

• Code-mixed: படம் ெவற்ற§ெபற நாடார்

சமுகத்த¦னர் சார்பாகவாழ்த்துகள்

• Romanized: kandipa nama Ella records
um break panuvom

410



Table 3: Performance comparison of XLM-RoBERTamodel with other standard models on Tamil and Tulu datasets

Model Tulu Dataset Tamil Dataset
Acc. Prec. Rec. Macro F1 Acc. Prec. Rec. Macro F1

XLM-RoBERTa 0.71 0.63 0.59 0.59 0.65 0.51 0.49 0.49
RoBERTa base 0.67 0.58 0.55 0.54 0.63 0.48 0.43 0.44
BERT base 0.69 0.59 0.59 0.59 0.64 0.49 0.48 0.48
TF-IDF (LR) 0.64 0.55 0.57 0.55 0.53 0.44 0.48 0.45
TF-IDF (SVM) 0.64 0.54 0.51 0.51 0.63 0.49 0.39 0.41

Table 2: Summary of datasets

Dataset Training Testing
Tamil 31,122 3,843
Tulu 13,308 1,643

4.3 Evaluation Metrics
The performance of the model is evaluated using
Accuracy, Macro Precision, Macro Recall, and
Macro F1-score.

Accuracy (Acc.) = TP + TN

TP + TN + FP + FN
(1)

Macro Precision (Prec) = 1
N

N∑

i=1

TPi

TPi + FPi

(2)

Macro Recall (Rec.) = 1
N

N∑

i=1

TPi

TPi + FNi
(3)

Macro F1 = 2 × Macro Precision × Macro Recall
Macro Precision + Macro Recall

(4)
Here, TP , TN , FP , and FN represent the true

positives, true negatives, false positives, and false
negatives, respectively, and N is the number of
classes.

5 Results

The best results for Tamil and Tulu sentiment anal-
ysis were given by the XLM-RoBERTa model,
with a macro F1-score of 59% for the Tulu dataset
and 49% for the Tamil dataset. XLM-RoBERTa
model was actually trained on multi-lingual text
and this is the reason why it has an edge over the
other models. The details of the macro of the eval-
uation metrics and accuracy are as shown in the

Table 3. The best macro average of f1-score we
received was 59% and 49% for testing dataset of
Tulu and Tamil language respectively.

Figure 3: Evaluation metrics of XLM-RoBeRTamodel.

From Figure 3 we can infer that the Tulu dataset
is performing better than the Tamil dataset, this is
because of the irregular frequency of the class la-
bels in the Tamil dataset. As you can see in the Fig-
ure 2 the number of positive classes in the dataset is
very high compared to the rest of the classes caus-
ing class imbalance thus leading to lesser accuracy.

6 Conclusion and Future Directions

Sentiment analysis in code-mixed text faces chal-
lenges like class imbalance and code-switching
complexities, with fine-tuned transformers help-
ing but limited by multilingual resource gaps.
The Tamil dataset shows significant class imbal-
ance, affecting model performance, with XLM-
RoBERTa achieving a macro F1-score of 59% for
Tulu and 49% for Tamil. Future work could ex-
plore re-sampling, cost-sensitive learning, and ad-
vanced data augmentation to address imbalance,
while developing comprehensive lexical resources
would enhance transformer-based sentiment anal-
ysis for multilingual communities.
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