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Abstract

This paper explores the application of a fine-
tuned Multilingual MiniLM model for vari-
ous binary text classification tasks, including
AI-generated product review detection, abu-
sive language targeting woman detection, and
fake news detection in the Dravidian languages
Tamil and Malayalam. This work was done as
part of submissions to shared tasks organized
by DravidianLangTech@NAACL 2025. The
model was fine-tuned using both Tamil and
Malayalam datasets, and its performance was
evaluated across different tasks using macro
F1-score. The results indicate that this model
produces performance very close to the best F1
score reported by other teams. An investiga-
tion is conducted on the AI-generated product
review dataset and the findings are reported.

1 Introduction

The advancement of natural language processing
(NLP) models has significantly improved text clas-
sification capabilities. However, Dravidian lan-
guages, such as Tamil and Malayalam, remain un-
derrepresented in NLP research. BERT-based mod-
els like mBERT, XLM-Roberta, and IndicBERT,
have been demonstrating significant results in dif-
ferent classification tasks in the context of fake
news detection(Luo and Wang, 2023; Tabassum
et al., 2024) and abusive content detection(Hegde
et al., 2023). To reduce the computational costs
in the fine-tuning and the inference, smaller mod-
els of the BERT family with a lesser number of
parameters such as DistilBERT(Sanh et al., 2020),
MobileBERT(Sun et al., 2020) and TinyBERT(Jiao
et al., 2019) are pre-trained using different knowl-
edge distillation methods with a larger BERT based
model as the Teacher and then fine-tuned for down-
stream tasks. These distilled models show near-
comparable performance with fewer number of pa-
rameters.

The model used in this study, Multilingual
MiniLM, was pre-trained using the Deep Self-
Attention Distillation method by distilling the
XLM-Roberta model (Wang et al., 2020). It out-
performs similar distilled models such as Distil-
BERT, TinyBERT, and MobileBERT on various
benchmarks. The multilingual nature of MiniLM
made it a suitable choice for fine-tuning with Tamil
and Malayalam data. This paper investigates the
effectiveness of the Multilingual MiniLM model
for diverse text classification tasks in these lan-
guages. By fine-tuning the model, specific chal-
lenges such as detecting AI-generated content, abu-
sive language targeting women, and fake news are
addressed.

2 Task Description

2.1 AI-Generated Product Review Detection
(ai-gen)

This task addresses the growing concern of AI-
generated product reviews, particularly in Tamil
and Malayalam. As AI tools for content gener-
ation become more sophisticated, distinguishing
between human-written and AI-generated reviews
has become essential to ensure authenticity and re-
liability in consumer decision-making. The dataset
poses it as a binary sentence classification prob-
lem, classifying the given product review text as
"HUMAN" or "AI" containing data splits for both
Tamil and Malayalam languages (Premjith et al.,
2025). The data set does not include a development
split for both languages, thus a development set is
created from the training set using a stratified 80-20
train-dev split, which is used for fine-tuning.

2.2 Abusive Text Targeting Women on Social
Media (abusive-woman)

This task focuses on classifying social media texts,
particularly comments on YouTube, that are di-
rected at women in a derogatory manner. Previ-
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ously, abusive content classification in Tamil and
Telugu languages are explored as Multi-class clas-
sification problems with the labels Homophobia,
Misandry, Counter-speech, Misogyny, Xenophobia,
and Transphobic in the shared tasks on RANLP-
2023 and ACL-2022(Priyadharshini et al., 2023,
2022). The current dataset includes Tamil and
Malayalam text, often containing code-mixed con-
tent. It is framed as a binary classification problem
to detect the presence of abusive content target-
ing women with the labels "Abusive" and "Non-
Abusive".

2.3 Fake News Detection (fake-news)
This task aims to identify fake news in Malay-
alam texts. Given the rapid spread of misinfor-
mation, the ability to detect fake news in regional
languages is crucial for maintaining information
integrity. The shared task consists of two datasets
(Subramanian et al., 2024, 2025), one with binary
classification labels as "Fake" and "Original"(Task
A)(Subramanian et al., 2023) and the other dataset
with multi-class classification labels as "Half-True",
"False", "Partly-False" and "Mostly-False"(Task
B)(Devika et al., 2024). Only the binary classifica-
tion Task A is explored in this work.

3 Methodology

3.1 Data Preprocessing
The text data was preprocessed using the XLM-
Roberta tokenizer to generate token embeddings
and attention masks. The Multilingual MiniLM
model uses the XLM-Roberta tokenizer as the for-
mer is a distilled version of the later model. Tokens
were truncated and padded to a maximum length
of 256. Labels were encoded as binary values for
each task(Table 1).

Task Negative (0) Positive (1)
ai-gen-review HUMAN AI
abusive-woman Non-Abusive Abusive
fake-news Original Fake

Table 1: Task and Label Mapping

3.2 Model
The pre-trained checkpoint from Hugging Face,
microsoft/Multilingual-MiniLM-L12-H384,
is used as the base model for fine-tuning.

The MiniLM model architecture consists of 12
hidden layers, each with a hidden layer size of 384,

totaling 21M1 parameters.

3.3 Fine-Tuning

A classification head with a fully connected layer
and softmax activation function was added on
top of the base Multilingual MiniLM model us-
ing the AutoModelForSequenceClassification
class from the transformers library by Hugging
Face(Wolf et al., 2020). The model is trained us-
ing the Trainer API from the transformers library.
Three models ai-gen-review, abusive-woman and
fake-news were created as the result of the fine-
tuning. Both the Tamil and Malayalam datasets are
jointly used to fine-tune the models ai-gen-review
and abusive-woman and the Malayalam dataset is
used for fine-tuning the model fake-news. The best
model was selected based on the f1-score evaluated
during fine-tuning.

Models Batch Size No. of Epochs
ai-gen-review 128 6
abusive-woman 128 6
fake-news 256 9

Table 2: Hyperparameter configuration used for fine-
tuning the model on different tasks.

4 Results

The fine-tuned models are then evaluated in Tamil
and Malayalam for different tasks using F1-Score
with macro averaging as the evaluation metric. The
evaluation results on Tamil and Malayalam lan-
guage Tasks are presented in Table 3 and Table 4
respectively.

The fine-tuned checkpoints of the models for
AI-generated product review detection (Tamil &
Malayalam), abusive text targeted at woman detec-
tion (Tamil & Malayalam) and Fake News Detec-
tion (Malayalam) are made available as a collection
in Hugging Face2.

Task F1-Score Rank v/s Best
ai-gen-review 0.6745 24 -0.2955
abusive-woman 0.7821 5 -0.0062

Table 3: Evaluation Metrics for Tamil Tasks.

1This only includes the transformer parameters and does
not include the embedding parameters

2https://huggingface.co/collections/livinNector/
multilinugal-minilm-dravidianlangtech-
679b3d894e207e2844c4d637
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Task F1-Score Rank v/s Best
ai-gen-review 0.8997 6 -0.0202
abusive-woman 0.6915 7 -0.0656
fake-news 0.8320 11 -0.0660

Table 4: Evaluation Metrics for Malayalam Tasks.

5 Investigating the results of
AI-Generated Review detection in
Tamil

After the declaration of the result of the shared
tasks, the reason for the significant variation in the
performance of the ai-gen review model in the
Tamil language test data is explored. Even though
the model achieved an F1 score of 0.9816 in the de-
velopment set during the initial fine-tuning, it had
a lower F1 score in the test set. Three more fine-
tuning runs are conducted with the same dataset,
despite the F1 score with the development set
(Tamil-Malayalam) being consistent in the range
of 0.97-0.98, the F1 score in the test set varied
significantly for the Tamil language, although the
development set had a consistently high F1 score
(Table 5). These different fine-tunings of the Multi-
lingual MiniLM are available in Hugging Face.

Model Tam-Test Mal-Test
ai-gen-review 0.6745 0.8997
ai-gen-review-2a 0.8996 0.9147
ai-gen-review-2b 0.9095 0.8942
ai-gen-review-2c 0.9800 0.8749

Table 5: Macro F1-score evaluated on the Tamil and
Malayalam test sets individually.

To study this in detail, a 3-dimensional visual-
ization of the embedding space of the Multilin-
gual MiniLM model is created using PCA trans-
formation of the pooling layer outputs to study
the embeddings of reviews in train and test sets.
The visualizations show that the embeddings of
AI-generated text in both train and test sets varied
significantly. Also, visualizing the embeddings of
the ai-gen-review and ai-gen-review-2c suggests
that the model is capable of achieving a higher per-
formance. The visualization of the embeddings is
presented in Figure 1.

These explorations make it clear that the train
and test set vary significantly in the embedding
space of AI-generated reviews. This makes the
training set insufficient to capture the entire region
of AI-generated reviews. To overcome this issue in

(a) Base: only AI (b) Base: All

(c) ai-gen-review-2c (d) ai-gen-review

Figure 1: 3d visualization of PCA transformation
of pooling layer outputs of the base and fine-tuned
MiniLM models. green=AI-Train, blue=AI-Test,
violet=HUMAN-Train, red=HUMAN-Test.

the data, more diverse AI-generated reviews from
different AI models can be added to the training
set so that the training and evaluation objectives
of AI-generated reviews align closer and can be
captured by the model.

6 Conclusion

The results indicate that the performance of Mul-
tilingual MiniLM on the downstream tasks AI-
generated review detection, abusive text detection,
and fake news detection is comparable to the other
models while having significantly fewer parame-
ters than the other BERT-based models. The mis-
alignment in the train and test sets of the Tamil
AI-generated review data set is identified. The
results of the fine-tuned models are also justified
using visualization of the output layer.

7 Limitations

This study has the following limitations.

• The AI-generated review detection task ex-
hibited significant variability in model per-
formance, particularly for Tamil, suggesting
limitations in the training dataset’s representa-
tiveness.

• Though this study compares the performance
of this model to the best performance reported
by others from the shared task, it doesn’t com-
pare it with the performance of a model with a
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similar architecture and more parameters like
XLM-Roberta.

• Explainability and interpretability of the
model’s performance are not analyzed in de-
tail. A detailed study on the intermediate at-
tentions of the model might give hints on the
tokens that contribute more to the results.

• The effects of different data augmentation and
regularization techniques on the performance
of the model have not been explored in this
work.
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